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Abstract

Melt segregation inside the earth consists of two different processes: 1) Generation

of partially molten rock and 2) separation of melt, produced from partially molten

rock, from the solid residual matrix. This thesis focuses on the later process. The

two phase flow dynamics combines the study of flow dynamics of melt (i.e. the liquid

phase) and matrix (i.e. the solid phase). Several studies have given the background

theoretical frameworks for the flow dynamics of melt inside the earth [Ahern and

Turcotte, 1979; Bercovici et al., 2001; Frank, 1968; McKenzie, 1984; Sleep, 1975].

[McKenzie, 1984] summarizes the studies of [Ahern and Turcotte, 1979; Frank, 1968;

Sleep, 1975] and gives a complete set of governing equations for the two phase flow

problem. The formulations proposed by [Bercovici et al., 2001] is more general in

the sense that it gives the univariate system of equations related to matrix and melt

flow and it includes the interfacial surface force. Also, the assumption of melt having

negligible viscosity compare to the matrix has been abandoned in this formulations.

Therefore, we have constructed our numerical model and thereafter a fortran code

PERCOL2D to get an insight of melt percolation process through porous media,

based on the governing equations proposed by [Bercovici et al., 2001] considering

its generalized aspects. Additionally, we have used the Helmhotz decomposition

for matrix and fluid viscosity in order to lower the number of linearly independent

variables to minimize the computational complications.
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This decomposition basically splits a smooth and rapidly decaying vector field into

an irrotational vector field and an incompressible vector field [Šrámek, 2007].

The melt present in lithosphere resides at inter-granular areas and forms an in-

terconnected network even at low porosity. Therefore, being less dense than the

matrix, melt moves up through porous media due to its buoyancy. As soon as the

melt separates from the matrix, compaction of matrix occurs in order to compen-

sate the motion. The numerical modeling used in this thesis considers this matrix

compaction where the effective bulk and shear viscosity of matrix are function of

porosity or the melt fraction. We have effective bulk viscosity of matrix as inversely

proportional to melt fraction.

Porosity dependence of effective bulk and shear viscosity leads to stronger melt

focusing in highly porous region like mid ocean ridges [Katz, 2008] since the ratio

of bulk and shear viscosity is smaller (< 10) than the constant viscosity case for

the porous waves having non dimensional amplitude 0.05 or higher. Moreover,

it is observed in [Richard et al., 2012] that the solitary wave formed in porosity

dependent viscous matrix settings are steeper than the one formed in the constant

matrix viscosity setting.

Under the assumptions of zero source term (i.e. no melting or no freezing) and

negligible surface tension, first some 1D numerical experiments have been carried

out using different boundary conditions (fixed and periodic) with the help of PER-

COL2D.

Firstly a sensitivity analysis in 1D has been conducted varying the convergence

parameter of the successive over relaxation method used in the solver of the code

and varying the grid resolution of the model. Then the reason of choosing an

optimized solver has been discussed.
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Secondly, some 1D numerical experiments have been executed by choosing different

gaussians as input porous waves. Then the characteristics of other variables like

matrix velocity (Vmz), fluid velocity (Vfz), flux due to matrix compaction (ξ) and

the porosity wave itself have been observed.

Three series of model setups with different initial conditions have been carried out

varying the width, non dimensional amplitude and the background porosity value

of the initial input of porous wave.

Then another experiment by changing the compaction length of the model has also

been executed. This change was made by changing intrinsic viscosity of matrix i.e.

ηm, the permeability constant i.e k0 and the background porosity i.e. φ0.

In all these experiments, the characteristics of segregation velocity, rate of com-

paction and phase velocity have thoroughly been investigated and a comparative

observation with corresponding solitary wave has also been presented.

A solitary wave or soliton is a wave whose shape is undeformed during its time

propagation. Also, a soliton’s group and phase velocities are identical.

The numerical experiments under periodic boundary condition show almost solitary

wave like characteristics when time propagation of porous wave, fluid velocity and

matrix velocity are observed which indicates that the governing equations lead to

a solitary wave solution for the porosity [Barcilon and Lovera, 1989; Barcilon and

Richter, 1986; Scott and Stevenson, 1984; Spiegelman, 1993a,b]

A step by step algorithmic approach following the mathematical derivations is con-

ducted in order to get a solitary wave solution for the two phase flow through poros-

ity dependent compacting media in this thesis which is different than the study of

[Barcilon and Lovera, 1989; Barcilon and Richter, 1986; Scott and Stevenson, 1984;

Spiegelman, 1993a,b] as the effective viscosity of matrix is constant there. In all

these studies, expressions for the dispersion relation i.e. speed of the wave as a

function of its amplitude and the instability of 1D and 2D-solitary waves in higher
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dimensions have been highlighted. Although [Simpson and Spiegelman, 2011] gives

the solitary wave solutions in 1D, 2D and 3D considering the porosity dependent

effective viscosity of the matrix, but using the small background porosity approxi-

mation, they neglect the background porosity (i.e φ0). Since, variation of φ0 causes

the variation in compaction length and variation of compaction length causes varia-

tion in the shape as well as the dynamics of the solitary wave. Therefore, the study

carried out in our thesis as well as in [Richard et al., 2012] can be used for more

general purpose. It has been observed that the solitary waves which are observed

in a medium whose effective bulk viscosity is porosity dependent, are steeper (cf

fig.5.1) compared to that of constant effective bulk viscosity medium and their speed

decreases as an inverse function of the background porosity. These phenomena may

be a significant tool to interpret the geochemistry and morphology of melt-related

processes. Additionally, this analytical solution is used in our code PERCOL2D

and also in FDCON for numerical benchmarking (1D) of PERCOL2D.

This benchmarking has been done by comparing the phase velocity of resultant

porous wave obtained both from PERCOL2D and FDCON.

A comparison of 2D results obtained from both FDCON and PERCOL2D has also

been executed and this comparison has pointed out some computational flaws of

PERCOL2D. Therefore, FDCON has been chosen to carry out the subsequent nu-

merical experiments considering a differently formulated effective bulk and shear

viscosities of matrix [Schmeling et al., 2012]. The melt grain contiguity plays an

important role in determining the melt network geometry. But none of the formula-

tions used in [Bercovici et al., 2001; Richard et al., 2012; Simpson and Spiegelman,

2011] and thereafter in PERCOL2D, incorporates this feature in the corresponding

viscosity formulations. Therefore, these studies are not able to predict the disaggre-

gation of the material at melt fractions below one due to the reason that effective

shear and bulk modulus approach to zero then.
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The bulk and shear viscosities predicted to become zero due to zero bulk and shear

modulus of matrix when the melt fractions are 50 and 20 percent respectively for

spherical melt fractions and tapered melt tubules. As a consequence, the partially

molten rock starts to disaggregate.

The revised viscosity formulation which incorporates the phenomena of melt net-

work geometry has been proposed in [Schmeling et al., 2012] based on elastic moduli

theory of a fluid filled poroelastic medium.

A numerical experiment is conducted for different amplitude of input porous waves

having 7 km maximum cross sectional diameter to compare their velocity and max-

imum amplitude variations with respect to time according to the viscosity formu-

lations of [Bercovici et al., 2001] and [Schmeling et al., 2012].

A higher velocity for a certain amplitude of porous wave is observed while using

[Schmeling et al., 2012] viscosity formulation compared to [Bercovici et al., 2001].

Also, the rate of increment of maximum value of porosity (φmax) is higher according

to [Schmeling et al., 2012] formulation compare to [Bercovici et al., 2001] formula-

tion.

It is concluded from all these experiments that, the strong porosity dependence

of bulk and shear viscosity according to [Schmeling et al., 2012] formulation leads

to significantly narrower porosity waves compared to the time evolution of porous

waves obtained using the [Bercovici et al., 2001] formulation.

A dispersion relationship between speed of the wave and the non dimensional am-

plitude of porous wave is presented based on both the viscosity formulations of

[Bercovici et al., 2001] and [Schmeling et al., 2012] in fig. 6.20 from which we

can see that the model based on [Bercovici et al., 2001] formulation, converges to

the same dispersion relationship obtained from [Simpson and Spiegelman, 2011].

Whereas, the dispersion relationship using [Schmeling et al., 2012] formulations,

shows time-dependent decrease of phase velocity with increasing amplitude and it
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is not yet clear that whether these solutions converge to steady state porosity waves

before the porosity becomes 1.

In a nutshell, this thesis gives an 1D solitary wave solution which fits in the gov-

erning equations of two phase flow system when the solid phase i.e. the matrix

is compacting and has a porosity dependent bulk and shear viscosity without ne-

glecting the background porosity term. Then it benchmarks the code PERCOL2D

and FDCON using this solitary wave solution as an initial input for porous wave.

Lastly it analyzes some numerical modeling incorporating the parameter of melt

network geometry in the effective viscosity formulations of matrix as proposed by

[Schmeling et al., 2012].



Zusammenfassung

Die Segregation von Schmelze im Inneren der Erde gliedert sich in zwei verschiede-

nen Prozesse: 1) die Bildung von partiell geschmolzenem Gestein und 2) die Sep-

aration von Schmelze, die aus teilgeschmolzenem Gestein der festen Restmatrix

gebildet wurde. Schwerpunkt der Dissertation ist der letzere Prozess. Die Dy-

namik des Zweiphasenflusses kombiniert die Untersuchung der Strömungsdynamik

der Schmelze, der fluiden Phase, und der Matrix, der festen Phase. Der Rahmen und

theoretische Hintergrund zur Strömungsdynamik von Schmelze im Erdinneren wird

in mehreren Studien dargestellt [Ahern and Turcotte, 1979; Bercovici et al., 2001;

Frank, 1968; McKenzie, 1984; Sleep, 1975]. [McKenzie, 1984] fasst die Arbeiten

von [Ahern and Turcotte, 1979; Frank, 1968; Sleep, 1975] zusammen und gibt einen

vollständigen Satz von Erhaltungsgleichungen für das Zweiphasen-Strömungsprob-

lem an. Die von [Bercovici et al., 2001] vorgeschlagenen Formulierungen sind all-

gemeiner in dem Sinne, dass sie das univariate Gleichungssystem von Matrix und

Schmelze angeben, weiterhin umfasst es die Kräfte an den Grenzflächen. Auch die

Annahme, dass die Schmelze eine vernachlässigbare Viskosität im Vergleich zur Ma-

trix hat, konnte in dieser Formulierungen aufgegeben werden.

Wir haben daraufhin unser numerisches Modell aufgebaut und darauf basierend ein

Fortran-Programm PERCOL2D entwickelt, um Einblick in den Prozess der Perko-

lation von Schmelze durch poröse Medien, dem die wesentlichen Gleichungen von

[Bercovici et al., 2001] unter Berücksichtigung der verallgemeinerten Annahmen zu

ix
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Grunde liegen, zu bekommen. Darüber hinaus haben wir die Helmholtz-Zerlegung

für die Matrix- und Fluidviskosität angewandt, um die Anzahl linear unabhängiger

Variablen zu reduzieren und damit Schwierigkeiten bei deren Berechnung zu min-

imieren. Im Grunde teilt diese Separation ein glattes und schnell abklingendes Vek-

torfeld in ein wirbelfreies Vektorfeld und ein inkompressibles Vektorfeld [Šrámek,

2007].

Die lithosphärische Schmelze befindet sich zwischen den Korngrenzen der Minerale

und bildet ein verbundenes Netzwerk, auch bei geringer Porosität. Aufgrund der

geringeren Dichte relativ zur Matrix und des daraus resultierenden Auftriebs be-

wegt sich die Schmelze durch das poröse Medium nach oben. Sobald sich die

Schmelze von der Matrix trennt, tritt eine Kompaktion der Matrix auf, um den

Bewegungsfluss auszugleichen. Die in dieser Arbeit angewandte numerische Mod-

ellierung berücksichtigt diese Kompaktion der Matrix, hierbei sind die effektive

Volumen- und Scherviskosität der Matrix Funktionen der Porosität beziehungsweise

des Schmelzgrads. Die effektive Volumenviskosität der Matrix ist invers propor-

tional zur Schmelzkonzentration.

Die Porositätsabhängigkeit der effektiven Volumen- und Scherviskosität führt zu

einer stärkeren Fokussierung der Schmelze in hochporösen Gebieten, wie mittelozeanis-

chen Rücken [Katz, 2008], da das Verhältnis von Volumen- zu Scherviskosität kleiner

ist (< 10) als der Fall konstanter Viskosität für poröse Wellen mit dimensionslosen

Amplituden von 0,05 oder höher. Außerdem wird beobachtet [Richard et al., 2012],

dass solitäre Wellen, die sich in Matix mit porositätsabhängiger Viskosität bilden,

steiler sind als die in Umgebungen mit konstanter Matrixviskosität. Unter den An-

nahmen eines verschwindenden Quellterms (d.h. kein Schmelzen oder kein Frieren)

und vernachlässigbarer Oberflächenspannung wurden zunächst einige eindimension-

ale numerische Experimente mit Hilfe von PERCOL2D durchgeführt, wobei unter-

schiedliche Randbedingungen (feste und periodische) angewandt wurden.
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Als erstes wurde eine Sensitivitätsanalyse in 1D durchgeführt. Die Konvergenzpa-

rameter der Methode der sukzessiven Überrelaxation, welche der Löser des Codes

benötigt, und die Gitterauflösung wurden variiert. Danach wird die Begründung

der Wahl eines optimierten Lösers diskutiert.

Als zweites wurden einige 1D numerische Experimente ausgeführt, bei denen ver-

schiedene Gauß-Funktionen als Anfangsform der porösen Wellen dienten. Daraufhin

wurde die Charakteristik von anderen Variablen, wie die Matrix-Geschwindigkeit

(Vmz), die Fluid-Geschwindigkeit (Vfz), der Fluss aufgrund der Matrix-Kompaktion

(ξ) und der Porositätswelle selbst untersucht. Drei Serien von Modellkonfigura-

tionen mit verschiedenen Anfangsbedingungen wurden durchgeführt; die Breite,

die dimensionslose Amplitude und der Wert der Hintergrundporosität der initialen

porösen Welle wurden variiert.

Ein weiteres Experiment mit Änderungen der Kompaktionslänge des Modells wurde

ebenfalls durchgeführt. Dazu wurden die intrinsische Viskosität der Matrix ηm, die

Permeabilitätskonstante k0 und die Hintergrundporosität φ0 entspechend gewählt.

In all diesen Experimenten wurden die Eigenschaften der Segregationsgeschwindigkeit,

der Kompaktiosrate und der Phasengeschwindigkeit gründlich untersucht. Auch

eine vergleichende Betrachtung mit entsprechenden solitären Wellen wurde dargestellt.

Eine solitäre Welle oder Soliton ist eine Welle, deren Form während der Ausbre-

itungszeit unverformt bleibt. Desweiteren sind die Gruppen und Phasengeschwindigkeiten

des Solitons gleich. Unter periodischen Randbedingung zeigen die numerischen

Experimente nahezu die Charakteristika von solitären Wellen bei Betrachtung der

zeitlichen Ausbreitung der porösen Welle, der Fluid- und der Matrix-Geschwindigkeit.

Dies indiziert, dass die Erhaltungsgleichungen zu einer Lösung der solitären Wellen

für die Porosität führen [Barcilon and Lovera, 1989; Barcilon and Richter, 1986;

Scott and Stevenson, 1984; Spiegelman, 1993a,b].

In dieser Arbeit wird ein schrittweiser algorithmischen Ansatz, der den mathematis-
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chen Ableitungen folgt, durchgeführt, um eine Soliton-Lösung für den Zweiphasen-

fluss durch porositätsabhängige kompaktierende Medien zu erhalten. Diese unter-

scheidet sich von den Untersuchungen von [Barcilon and Lovera, 1989; Barcilon and

Richter, 1986; Scott and Stevenson, 1984; Spiegelman, 1993a,b], bei denen die ef-

fektive Viskosität der Matrix konstant ist. In all diesen Studien werden Ausdrücke

für die Dispersionsrelation, d.h. der Geschwindigkeit der Welle in Abhängigkeit

von ihrer Amplitude, und für die Instabilität von 1D- und 2D-solitären Wellen in

höheren Dimensionen hervorgehoben. Obwohl [Simpson and Spiegelman, 2011] die

Soliton-Lösungen in 1D, 2D und 3D unter Berücksichtigung einer porositätsabhängi-

gen effektiven Viskosität der Matrix angeben, vernachlässigen sie die Hintergrund-

porosität φ0 durch Nutzung der Näherung für eine kleine Hintergrundporosität.

Die Veränderung von φ0 verursacht eine Veränderung der Kompaktionslänge und

Änderung dieser wiederum eine Veränderung sowohl der Form als auch der Dynamik

der solitären Welle. Daher kann die Untersuchung dieser Arbeit als auch die von

[Richard et al., 2012] für eher allgemeinere Zwecke verwendet werden. Es wurde

beobachtet, dass solitäre Wellen in einem Medium mit Porositätsabhängigkeit der

effektiven Volumenviskosität steiler sind (siehe Abbildung 5.1) im Vergleich zu Me-

dien mit konstanter effektiver Volumenviskosität. Außerdem nimmt ihre Geschwindigkeit

wie eine inverse Funktion der Hintergrundporosität ab. Diese Phänomene können

ein wichtiges Werkzeug zur Interpretation der Geochemie und Morphologie von

schmelzbezogenen Prozessen sein. Zusätzlich wird diese analytische Lösung für nu-

merisches Benchmarking der Codes PERCOL2D und auch FDCON (1D) verwandt.

Dieses Benchmarking wurde mittels eines Vergleichs der Phasengeschwindigkeit

der resultierenden porösen Welle, die beide, PERCOL2D und FDCON, liefern,

durchgeführt.

Ein Vergleich der 2D-Ergebnisse von FDCON und PERCOL2D wurde auch aus-

geführt. Dieser wies auf einige Rechenfehler im PERCOL2D-Code hin.

Daher wurde FDCON gewählt, um die nachfolgenden numerischen Experimente
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unter Berücksichtigung einer unterschiedlich formulierten effektiven Volumen- und

Scherviskositäten der Matrix durchzuführen [Schmeling et al., 2012].

Die Schmelz-Korn Kontiguität spielt bei der Bestimmung der Netzwerk-Geometrie

der Schmelze eine wichtige Rolle. Weder in den verwendeten Formulierungen von

[Bercovici et al., 2001; Richard et al., 2012; Simpson and Spiegelman, 2011] und

daraufhin in PERCOL2D, berücksichtigt diese Eigenschaft in der entsprechenden

Viskositätsformulierung. Aufgrund der Näherung des effektiven Scher- und Kom-

pressionsmoduls gegen Null sind daher diese Studien nicht in der Lage den Zerfall

des Materials bei einem Schmelzanteil von eins vorherzusagen. Aufgrund der ver-

schwindenden Kompressions- und Schermoduli der Matrix wird vorhergesagt, dass

die Volumen- und Scherviskositäten Null werden, wenn der Schmelzgrad 50 bzw. 20

Prozent, entsprechend für kugelförmige Schmelze-Taschen und verjüngte Schmelz-

Tubuli, erreicht. Als Folge beginnt das partiell geschmolzene Gestein zu zerfallen.

Die überarbeitete Formulierung der Viskosität, welche die Eigenschaften der Netzw-

erkgeometrie der Schmelz beinhaltet, wurde von [Schmeling et al., 2012] vorgeschla-

gen; sie basiert auf der Theorie von Elastizitätsmoduli in einem fluidgesättigten

poroelastischen Medium.

Entsprechend der Viskositätsformulierungen von [Bercovici et al., 2001] und [Schmel-

ing et al., 2012] wurde ein numerisches Experiment für verschiedene Amplitude der

Anfangsform der porösen Wellen durchgeführt. Der maximale Querschnittdurchmesser

war 7 km, um deren Geschwindigkeit und maximale Amplitudenvariationen unter

Berücksichtigung der Zeit zu vergleichen. Bei Verwendung der Viskositätsformulierung

von [Schmeling et al., 2012] wird im Vergleich zu der von [Bercovici et al., 2001] eine

höhere Geschwindigkeit für eine bestimmte Amplitude der porösen Welle beobachtet.

Weiterhin ist die Zuwachsrate des Maximalwerts der Porosität φmax höher mit der

[Schmeling et al., 2012] - Formulierung im Vergleich zur [Bercovici et al., 2001] -

Formulierung.
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Aus all diesen Versuchen wird geschlossen, dass die starke Porositätsabhängkeit der

Volumen- und Scherviskosität gemäß der Formulierung von [Schmeling et al., 2012]

zu signifikant engeren Porositätswellen führt, vergleicht man sie mit der zeitliche

Entwicklung von porösen Wellen, die man unter Verwendung der [Bercovici et al.,

2001] - Formulierung erhält. Basierend auf den beiden Viskositätsformulierungen,

[Bercovici et al., 2001] und [Schmeling et al., 2012], wird eine Dispersionsrelation

zwischen der Geschwindigkeit der Welle und der dimensionslosen Amplitude der

porösen Welle in Abb. 6.20 präsentiert. In Abb. 6.20 wird sichtbar, dass das

Modell, welches der [Bercovici et al., 2001] - Formulierung folgt, gegen die gle-

iche Dispersionsrelation konvergiert, wie man sie von [Simpson and Spiegelman,

2011] erhält. Unter Verwendung der [Schmeling et al., 2012] - Formulierungen zeigt

die Dispersionsrelation eine zeitabhängige Abnahme der Phasengeschwindigkeit mit

zunehmender Amplitude. Es ist noch nicht klar, ob diese Lösungen gegen stationäre

Porositätswellen konvergieren bevor die Porosität 1 wird.

Kurz zusammengefasst beschreibt diese Arbeit eine 1D Lösung der solitären Welle,

die dem System der Erhaltungsgleichungen der Zweiphasenströmung genügt, wenn

die feste Phase, d.h. die Matrix, kompaktiert und eine porositätsabhängige Volumen-

und Scherviskosität hat und dies ohne den Term der Hintergrundporosität zu ver-

nachlässigen. Unter Verwendung dieser Soliton - Lösung als Anfangsform der poröse

Welle werden die Codes PERCOL2D und FDCON bewertet. Schließlich werden

einige numerische Modellierungen, die die Parameter der Geometrie des Schmelz-

Netzwerks in der Formulierungen der effektiven Viskosität der Matrix, wie von

[Schmeling et al., 2012] vorgeschlagen, einbeziehen, analysiert.
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Chapter 1

Introduction

The processes by which melt is extracted from partially molten source regions at

depth and erupted at the earths surface are known collectively as melt segregation.

It is convenient to think of melt segregation as a two-stage process in which magma

is generated by partial melting at depth and then migrates upward toward the

earths surface.

How the degrees of partial melt, necessary to generate the spectrum of magmas

erupted at the Earths surface, can be achieved and what can be the reasons which

link between the plate tectonic process and magma generation? These questions

can be answered by the partial melting process.

1.1 Generation of melt

Partial melting occurs through three mechanisms:

1) Anomalous thermal perturbation of the geotherm.

2) Lowering the mantle solidus/liquidus by dehydration of hydrated minerals.

3) Adiabatic decompression of the mantle.

1



2 Introduction

Hot crystalline rock ascending adiabatically from lower in the mantle finds itself

above the pressure dependent melting temperature and begins to melt. As the rock

continues to rise, it forms a two-phase mixture of solid and melt, which undergoes

continual melting until, near the surface, the temperature drops and the rock so-

lidifies.

There are three states of earths upper mantle: Solid, liquid or partially molten.

The oceanic and shield geotherms differ at shallow depths but converge towards the

adiabatic gradient at greater depths. For example, the oceanic and shield geotherms

of Iherzolite converge towards the adiabatic gradient at depths greater than 150 km

[Wyllie, 1981]. This denotes that under normal conditions the mantle beneath both

continents and ocean must be totally solid when it is completely anhydrous as the

geotherm never intersect the solidus. The addition of small amounts of H2O and

CO2 have the effect of lowering the solidus such that for mantle with 0.4% H2O, the

geotherm intersects the solidus at depth approx 100-250 km. This could produce

0.1% partial melt within this depth range .

Deep mantle material ascends and partial melting occurs due to adiabatic decom-

pression of the mantle rock. Decompressional melting of hot upwelling rock in the

mantle creates a region of partial melt comprising a porous solid matrix through

which magma rises buoyantly [Havlin and Parmentier, 2014; McKenzie, 1984, 1985;

Raddick et al., 2002; Schmeling, 2000; Weinberg, 1997]. Magma transport and

the compensating matrix deformation are commonly described by two-phase com-

paction models.

The major process which is responsible for the generation of magma at mid oceanic

ridges, back arc spreading centers and at many intra-plate volcanic centers, is pres-

sure released melting. But, in the subduction zone setting, partial melting might be

triggered by lowering of the mantle solidus by addition of volatiles, derived from the

subducted oceanic crust [Chapman and Pollack, 1977; Hirschmann, 2000; Ulmer,

2001; Wyllie and Ryabchikov, 2000].
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1.1.1 Types of partial melting

There are two different kind of partial melting:

1) Equilibrium or batch melting: The partial melt formed continuously reacts and

equilibrates with the residue crystalline till the moment of segregation upto which

the bulk composition of the system remains constant.

2) Fractional or Rayleigh melting: The partial melt is removed from the system as

soon as it is formed such that no reaction with crystalline residue can occur and for

this type of partial melting the bulk composition of the system is changeable.

The critical parameter which controls the criteria that among these two kind which

one should be the nature of a partial melting process, is the ability of the newly

formed magma to segregate from the residual crystals [Maaløe, 1985]. The un-

derstanding of the nature of partial melting process helps to get an overview of

the reason behind diversity of primary magma compositions erupted at the earth’s

surface.

However, in reality, actual partial melting process in the mantle is of a type interme-

diate between the batch and fractional melting models, known as ’critical melting’

[Maaløe and Scheie, 1982]. This is the case when the mantle becomes permeable

after certain degree of batch melting and then the melt is squeezed out continuously

from the residuum and thus accumulated. This permeability threshold is variable

according to different tectonic settings.

1.1.2 Zones of partial melting

Partial melting takes place both at divergent and convergent plate boundaries.

The temperature at mid-ocean ridges is elevated by upwelling mantle. Therefore,

rising mantle (peridotite) crosses the solidus as pressure decreases which results
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de-compressional partial melting. Due to partial melting, magma which is created

from parent rock is always more felsic than the parent rock.

Sometimes upwelling of mantle causes the formation of divergent boundary within

continental crust. Due to extensional faulting, the continental crust is stretched

and thinned. Thus, a rift valley develops. Hence mafic magmas are produced by

decompression melting of the peridotite of the asthenosphere. Sometimes, these

mafic magmas erupt as they pass quickly through the thinned continental crust.

Heating and hydration of the continental crust produces felsic magmas. These felsic

magmas can rise and erupt forming rhyolite as the region is usually under tension.

The mixture of mafic and felsic volcanism is called as ’bimodal volcanism.’

A localized source of basaltic magma that is stationary in the mantle, beneath the

lithosphere, is known as ’hot spot’. Partial melting of mantle in a concentrated

zone of the asthenosphere produces the basaltic magma.

During subduction, an oceanic plate dives beneath another plate and is recycled

into the mantle. At a depth around 100 - 150km of subducting oceanic plate, large

volumes of mostly basaltic magmas are formed. Two processes play a major role in

this magma production:

1) Much of the subducted oceanic crust melts as it heats up which is referred to as

the subduction component of the magma.

2) Water is released from the melting oceanic crust. The water reduces the melting

temperature of surrounding asthenosphere which leads to the formation of basaltic

magmas which is called as dewatering or as mantle component of the magma. The

volcanic activity at the Earth’s surface, caused by these magmas is called arc vol-

canism. The name derives from the many arc shaped island chains around the

Pacific basin that result from this form of volcanic activity. When the overriding

plate in a subduction zone is a continental plate, the magmas have to rise through

continental crust to reach the surface. During this process, rising mafic magmas
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often incorporate some continental crust through assimilation. These magmas may

also reside for extended periods of time in crustal magma chambers and undergo

fractional crystallization

Continental collisions thicken continental crust. Due to heating and compression,

wet, felsic and intermediate rocks undergo partial melting within that thickened

crust. Compressing wet felsic rock can cause melting due to the slope of the wet

felsic solidus.

In reality, however, melt generation and migration probably occur simultaneously,

and a theory which describes both stages of the process is therefore required. There

are several mode of melt migration.

1.2 Ascent of melt

Partial melting depends on temperature, pressure, and chemical composition. On

the one hand, melt migration is governed by the principles of conservation of mass

and momentum. The model of porous flow was first proposed by Frank [1968], in

which a partially molten region is regarded as a saturated porous medium. This

model is supported by experimental evidences. [Waff and Bulau, 1979] shows that

liquid formed by small degrees of partial melting will be distributed in an intercon-

nected network along the grain edges of the residual crystals if the angle between

two crystal faces in equilibrium with liquid (dihedral angle) is less than 60◦. The av-

erage dihedral angle is observed to be about 45◦ in experiments on partially molten

basalts Waff and Bulau [1982, 1979]; Watson [1982].

Three criteria determine the geometrical distribution and the connectivity of the

melt in a partially molten polycrystalline rock. These are:

1) the melt fraction;

2) the location of melt; and
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3) the minimum total free energy of the solid-solid and the solid-liquid inter-

faces.
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Fig. 1.1: Detail of the 3-D pore space of the sample: (a) At the full resolution of
this study melt layers on grain boundaries and small triple-junctions are present.
The voxel size is 0.025 µm. (b) The same volume as in (a) sampled with a voxel
size of 0.7µm, the resolution of the X-ray tomographic study. The thin layers of
melt are not captured at this resolution. Figure courtesy [Garapić et al., 2013]

The minimum interfacial energy is determined by the dihedral angle, φ which means

that the curvature of the solid-liquid interface should have a constant minimum

value. If φ = 0◦ the melt wets all grain faces, if 0◦ < φ < 60◦, the melt situated at

grain edges or corners will form an interconnected system of tubes, and if φ > 60◦

the melt will be concentrated in pockets at grain corners [Garapić et al., 2013;

Schmeling, 1985]. The reconstructed 3-D melt distribution is shown in Fig.2.1

[Garapić et al., 2013], when the grain size is 33 µm and melt fraction is 3.6%

Crystalline material containing a small amount of melt can be regarded as a porous

medium or ”matrix” which is saturated with fluid (”melt”). Migration of melt

through the matrix is driven by pressure gradients produced by the buoyancy of
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the melt or the deformation of the matrix.

There are various forms of melt transports from the lower mantle to the surface of

the earth. Fig. 4.1 of [Gregg et al., 2012] represents a schematic diagram of those

various forms of melt transport.

Fig. 1.2: Three-dimensional illustration of the melt region [Gregg et al., 2012] be-
neath the Siqueiros Transform Fault located at 8.5N on the East Pacific Rise (mantle
not to scale). Gray arrows show direction of plate motion, blue arrows stand for
mantle upwelling, and yellow arrows indicate melt focusing. (B) At depth beneath
the ridge, melt collects along grain boundaries and a porous flow through intercon-
nected network is initiated (three dimensional distribution of melt in a aggregate
of olivine and 5% basalt imaged using high-resolution synchrotron microtomogra-
phy; from Zhu et al., 2011). (C) Summary of the three steps of melt extraction:
(1) rapid, subvertical migration from the melting region, possibly in channels (red
lines), (2) accumulation and focusing along a permeability barrier along the base of
the lithospheric plate, and (3) extraction to the surface in a melt extraction zone
(MEZ, blue arrow) associated with faulting and the magma plumbing system of
the ridge axis and the transform domain. (D) and (E) represent schematically the
structures potentially present underneath the ridge (D) and the transform (E) with
black lines representing faults
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1.2.1 Melt transport by channels

Flow through grain size scale melt networks is known as porous flow. A flow is called

as channeled flow when the melt flows through a networks larger than the grain size.

Melting of rock, developed by melt network along individual grains due to partial

melting, is not the sole reason for melt localization. Brittle failure can be a reason

for localization of melt into veins and dykes in the crust. But this mechanism is

unlikely because of the pressure and temperature condition of upper mantle. There

are three possible mechanisms behind the formation of channels: 1) Stress-driven

melt segregation in the viscous regime 2) Reaction infiltration instability (RII)

[Aharonov et al., 1995; Chadam et al., 1986; Ortoleva et al., 1987; Spiegelman

et al., 2001] and 3) Freezing induced melt channels for compressible two phase flow

[Spiegelman, 1993c].

Sleep [1988] shows how the melt is tapped in a pre existing vein and thus fur-

ther veinlets occur. In the ductile regime, in a partially molten rock undergoing

deformation, the reciprocal dependence of viscosity on melt fraction causes a dy-

namic instability which would localize melt to form melt veinlets [Richardson, 1998;

Stevenson, 1989]. He shows that, the perturbations in shear stress translate into

gradients in mean pressure which is responsible for driving melt from regions with

lower melt fractions to regions with higher melt fractions. Thus a positive feed-

back system is set up such that the perturbations grow with continued deformation

until melt is nearly completely extracted from the regions between melt-enriched

layers. An analysis of two dimensional simple shear along with a linear stability

analysis of band growth rate in a 2D shear flow is also proposed [Rabinowicz and

Vigneresse, 2004; Spiegelman, 2003]. The porosity dependence of viscosity provides

a nonlinearity to the problem which is required to initiate segregation in simple

shear. Also, proportionality relation between deviatoric forces with the solid con-

centration is responsible for creating channels [Rabinowicz and Vigneresse, 2004].
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Stress-dependence of the matrix viscosity, as introduced in Katz et al. [2006], leads

to an additional feedback in the regions with elevated melt fraction.

In experimental studies of shear deformation of partially molten rocks [Holtzman

et al., 2003; Holtzman and Kohlstedt, 2007], it is explained that how does melt

segregate and self-organize into melt enriched bands driven by stress during de-

formation in the viscous regime. [Kohlstedt and Holtzman, 2009] focuses on melt

transport in this viscous regime, giving emphasize on stress-driven alignment of

melt at the grain scale and spontaneous segregation and organization of melt at a

larger scale in deforming partially molten rocks.

Reaction infiltration instability(RII) is a mechanism due to which formation of

finger-like structure takes place along an advancing reaction front when reactive

flow occurs through a soluble porous matrix. This means, when unsaturated fluid

flows through a soluble matrix, a region having porosity slightly higher than average

will tend to have an increased influx of fluid. As a consequence, it will increase the

rate of dissolution and and thus the porosity will be increased even further, in

a positive feedback mechanism. Increased velocity in localized regions will cause

lateral convergence of fluid upstream of the front into the high-porosity fingers

[Ortoleva et al., 1987].

RII has been proposed as a mechanism for the localization of melt into channels in

the upper mantle [Aharonov et al., 1995; Kelemen et al., 1995b]. To investigate the

effect of melt/rock reaction on the mechanisms and kinetics of melt migration in

mantle rocks and to test the hypothesis that reaction during melt migration could

facilitate the transition from porous to channelized flow, a series of melt migration

experiments was completed in which the melt was undersaturated in one of the

mineral phases present in the infiltrated rock [Daines and Kohlstedt, 1994].

Geochemical and field evidence supports the fact that melt transport in some re-

gions of the mantle is localized into mesoscale called ’chanels’ which have widths of
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0.1 - 100m or larger. One possible mechanism behind the formation of these chanels

is the reaction infiltration instability (RII) [Aharonov et al., 1997]. It is proposed

that dunites are originated as a result of dissolution channels [Daines and Kohlst-

edt, 1994; Kelemen et al., 1995b]. Since coupling of pyroxene dissolution and olivine

precipitation increases liquid mass when temperature as well as enthalpy is constant

[Daines and Kohlstedt, 1994; Kelemen et al., 1990], it follows that such reactions

will increase magma mass and porosity under adiabatic conditions. Dissolution of

pyroxene in olivine-saturated magma and porous flow of fluid through a partially

soluble rock are analogous. Theoretical and experimental, both the studies show

that the diffuse porous flow in these systems are unstable. Because initial pertur-

bations in permeability lead to enhanced fluid flow, which in turn leads to more

rapid dissolution. Thus, diffuse flow breaks is converted into focused porous flow

through high porosity dissolution channels, elongate in the direction of fluid flow

[Chadam et al., 1986; Daccord, 1987; Hoefner and Fogler, 1988] which is termed as

the ”reactive infiltration instability” (RII).

Orthopyroxene - free dunite dykes, veins, or irregularly shaped bodies often can

be found in mantle sections of ophiolites . These dunites are residuals of those

high porosity melt channels through which basaltic magmas generated in the deep

mantle were extracted to the surface [Kelemen et al., 1997]. Therefore, due to

dissolution of pyroxene and precipitation of olivine when olivine normative basalts

percolate through a partially molten mantle, formation of dunite channels occurs

[Aharonov et al., 1995; Daines and Kohlstedt, 1994; Hirschmann et al., 1999; Kele-

men et al., 1995a,b; Morgan and Liang, 2003, 2005; Quick, 1981; Spiegelman et al.,

2001]. Basaltic melts efficiently segregate through an interconnected coalescing net-

work of high porosity orthopyroxene free dunite channels, from their source region

preserving their geochemical signatures developed at depth [Braun and Kelemen,

2002; Kelemen et al., 1997; Korenaga and Kelemen, 2000]. The lower parts of a

high porosity channel are made of harzburgite and lherzolite. Size and dimension

of dunite channels, at the base of the melting column, depend on the amplitude of
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lateral porosity variations and the depth where dunite channel initiates, depends

on the melt flux entering the channel from below [Liang et al., 2010]. The dynamics

and origin of melt conduits and pattern of these channels are discussed in detail in

[Hart, 1993; Hesse et al., 2011; Hewitt, 2009].

Weatherley [2012] hypothesized in his thesis that Channelized reactive melt trans-

port is a consequence of melting in compositionally heterogeneous mantle. In adia-

batically upwelling mantle, heterogeneities enriched in recycled oceanic crust begin

to melt at deeper depths than unaltered mantle peridotites. At slightly shallower

depths, where the ambient mantle begins to melt, the enriched, partially molten

heterogeneities will deliver an additional flux of magma to the background melting

region. Chemical disequilibrium will exist between the partially melting peridotites

and magma derived from the enriched heterogeneities. The disequilibrium will pro-

mote reactive melting and could lead to channel formation by a mechanism similar

to the reaction infiltration instability. Furthermore, newly established and grow-

ing channels may coalesce with a pre-existing channel network, enabling magmas

generated deep in the mantle to travel to the surface in chemical isolation.

For the compressible two phase flow, obstruction in melt flux causes solitary waves.

At mid ocean ridge one of the major obstruction to the melt flow is a frozen and

impermeable lid resulted by the spreading and cooling of plates. Melt percolates

under gravity until it encounters the impermeable lid, develops some form of melt

channel along the base of the sloping impermeable region and flows to the ridge

axis through them [Sparks and Parmentier, 1991; Spiegelman, 1993c]. In this study

matrix shear deformation is neglected because the matrix flow considered here,

governs the thermal structure and therefore the shape of the freezing zone and

as long as melt velocity is much greater than matrix velocity, approximation of

a fixed freezing region without matrix shear is valid. When the freezing rate is

large, the transition from high permeability background to impermeability occurs

over a distance comparable to the compaction length. Then local influx of melt
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becomes greater than the consumable amount of melt due to freezing. Therefore,

the deformable matrix expands to accommodate the excess flux which leads to

the growth of a high porosity channel near the freezing boundary at subsequent

time. The compaction pressure induced by volume changes of viscous matrix, is

significant when melt flux varies over the compaction length. But when freezing is

distributed over many compaction lengths, it becomes negligible then. In that case,

melt percolates vertically due to buoyancy alone and freezes into places without

producing significant melt channels. When freezing zone is sufficiently narrow, high

permeability melt channels which is able to transport time dependent melt flow

along boundary are formed . These channels are not built in a single manner rather

a rank ordered set of channels parallel to the boundary are formed and that gives

an analogy with the dispersion of solitary wave. Therefore it is suggested that

channeling may be an important mechanism for at least some of the lateral melt

flow as well [Sparks and Parmentier, 1991; Spiegelman and Kenyon, 1992].

1.2.2 Melt transport through dykes

When molten rock is forced to flow or squeezed up to flow through vertical or near

vertical crack in other rocks (viz. sedimentary rocks, folded metamorphic rocks or

other igneous rocks) , the crack is forced to be separated. Then the molten rock

cools in that space in such a way that a tabular igneous intrusion which cut across

the surrounding rocks, is formed which is known as ’dyke’.

Veins are the places where the fluid pressure is low to obtain the amount of melt

flowing into them and also as the space around which the pressure gradients can

be expressed as a function of material properties. In other words, it can be said

that deviatoric stress aids the growth of veins and due to having lower density the

melt situated in large veins, can propagate upwards as dykes. A pressure gradient

is necessary for melt to flow in relation to the solid and thus be able to segregate.



14 Introduction

This pressure gradient may originate in three possible ways. One, the density

contrast between melt and the average rock produces equivalent pressure gradient

that causes melt to ascend vertically. Two, dynamic pressure gradients associated

with broad-scale flow produced by the gradients of deviatoric stress drive porous

flow. This mechanism is called as ’filter pressing’ [Sleep, 1975]. When magma

ascend towards the surface due to buoyancy, the segregation of the magma from solid

mantle rock causes the matrix to compact under its own weight . Thus the third

reason is, gradients in the amount of compaction can produce pressure gradients

and drive porous flow. According to [Sleep, 1988], this occurs only when veins

and dykes tap melt from the matrix. This process is also related to broad scale

flow as veins grow when there are deviatoric stresses in the matrix. It has been

considered a pre - existence of veins in a partially molten mush and obtained the

criterion for lengthening the vein associated with broad scale deviatoric stress [Sleep,

1988]. Spacing of veins comparable to the compaction distance is needed to extract

melt because each vein can tap melt only from within a compaction length [Ribe,

1987].

If the pressure in the vein is reduced below that of the surrounding pore space

significantly, melt will flow into that vein. Large veins tap melt from small ones

while they intersect as the fluid pressure is higher in small veins. The finite vertical

extent of veins and the lower density of melt produce stresses which tend to cause

them to propagate upward as dykes.

Field observations suggest that veins and dykes both are formed and grown in par-

tially molten rock [Nicolas, 1986; Nicolas and Jackson, 1982]. Near the freezing

boundary layers situated at the tops/within magma source region the initiation of

dyke occurs as this is the place where excess magma pressures are supposed to be

largest [Asimow et al., 1995; Kelemen et al., 1997; Kumarapeli et al., 1990]. Obser-

vational study on the chemistry of mid-ocean ridge basalts and associated residual

peridotite insists that major portion of melt ascends without re-equilibrating with
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the local host rock. Although rapid ascent in fractures could permit this dise-

quilibrium, a ”reaction infiltration instability” occurs in which most of the melt

is captured by high-permeability dunite channels formed by pyroxene dissolution

[Kelemen et al., 1997]. This is an alternate mechanism for which direct field evidence

exists. It has been shown that if higher porosity leads to lower matrix viscosity,

the low melt pressure zones are the area where the tabular zones of high melt frac-

tion aligned perpendicular to the least compressive stress [Stevenson, 1989]. This

promotes the magma to flow through those regions where it has already been accu-

mulated and which can be an intermediate step prior to dyke initiation.

A schematic melt migration map has been shown in Fig.4.2. [Kohlstedt and Holtz-

man, 2009]. Melt migration mechanisms are dependent on driving forces which

causes the melt migration or melt segregation and deformation response of the rock

. Driving forces considered here are buoyancy force and shear stress and deformation

response indicates a rock to be brittle or viscous.

Fig. 1.3: a) Tensile dyke propagation in the brittle regime due to buoyancy driven
melt flow. b) Porous flow and porosity wave propagation in the viscous regime due
to buoyancy driven melt flow. c) Channel/vein formation in the viscous regime due
to stress driven melt migration. d) Sheared crack propagation in the brittle regime
due to stress driven melt flow.
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Most of the melt flux in the asthenosphere occurs through dykes, based on ob-

servations of gabbro dykes in the mantle section of the Oman ophiolite [Nicolas,

1986]. Feasibility of fracture at high temperature and high confining pressure can

be possible when a magma-filled dyke will attain a minimum volume in order to

generate enough buoyancy force to penetrate the overlying rock and propagate up-

ward [Sleep, 1988; Spence et al., 1987; Spence and Turcotte, 1985] which imposes

a significant condition. Achieving the strength to make fracture in a rock mass is

more easy at lower temperatures at which creep cannot relax tensile stresses at the

tips of the crack. Therefore, dykes are more likely to form in the conductively cool-

ing regions of the lithospheric mantle than in the hotter asthenosphere. Influence of

a viscoelastic, porous matrix on propagation of hydro-fractures or magma-fractures

through the middle ground between brittle and viscous end-member processes have

also been discussed [Fowler Jr and Paterson, 1997; Rubin, 1993, 1998]

Time-dependent growth of buoyant dykes in partially molten poro - elastic source

rock has been observed [Rubin, 1998]. When the ambient pore pressure exceed the

least compressive stress, crack growth occurs in partial melt [Sleep, 1988; Stevenson,

1989]. Therefore, the melt pressure within the crack to be simultaneously less than

the ambient pore pressures, so that melt flows into the crack. As a consequence,

pressure inside the crack becomes greater than the least compressive stress which

dilates the crack. Similarity solutions for laminar and turbulent fluid fracture have

been proposed by [Emerman et al., 1986]. These solutions assume a constant rate of

fluid flow into the crack. It shows that the flow resistance of the fluid is more signif-

icant than the fracture resistance of the solid for most geological problems. Ascent

paths of magma-filled dykes under different stress conditions have been studied by

[Kühn and Dahm, 2004] where effects of stress and pressure gradients, buoyancy

and enclosed finite fluid mass have been considered.



1.2 Ascent of melt 17

1.2.3 Melt transport through porous media when the ma-

trix is compacting: An introduction to two phase

flow

The simultaneous flow of two immiscible fluids (phases) within common boundaries

is known as two phase flow. Segregation of magma can be thought of consisting

two processes. First, a partially molten rock will be generated and then the melt

produced from the rock, must separate from the residual solid matrix. Such sepa-

ration is only possible if there is a relative motion between the matrix and the melt

which is the reason behind naming this melt segregation mechanism as two phase

flow.

[Frank, 1968] first gave the idea that magma in partially molten region of earth

could flow in a porous medium. This idea was further developed by [Sleep, 1975]

who realized that the resulting problem was fundamentally one of two phase flow,

involving the interacting motions of solid rock matrix and interstitial melt. [Ahern

and Turcotte, 1979] provided simple but effective solution for the description of

melting in upwelling regions. The basic dynamical phenomenon is that when melt

is created, it will tend to rise through its own buoyancy.

These two phases namely matrix and melt both move with its own velocity . Mass

of one phase can be transferred to another due to melting or freezing. We consider

a continuum mechanics approach while setting up the mathematical formulations

in order to build up the melt migration model, as size of the region of study is

much larger than the characteristic grain/pore size in the two-phase mixture. The

first geophysical models of two-phase flow was introduced in [Ahern and Turcotte,

1979; Sleep, 1975; Turcotte and Ahern, 1978]. [McKenzie, 1984] gave mathematical

formulation for a general model of a partially molten rock which has later been used

widely in modeling of partially molten zones and magma migration.
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Although the mantle is said to be solid, the temperatures and pressures condi-

tion makes a large parts of it to deform by creeping in a viscous manner. This

plastic portion of the mantle is known as asthenosphere which begins at around

100 km depth from the surface. The shallower parts of the mantle which is more

rigid, together with the crust, is called as lithosphere. The melt present at the

inter-granular areas, are expected to form an interconnected network, even at low

porosity [McKenzie, 1984]. The melt is therefore able to move through the porous

solid matrix. Being less dense, melt will rise buoyantly. Hence, the separation of

melt from matrix causes matrix to compact in order to compensate the motion. As-

cending melt may solidify when it reaches the base of the relatively cold lithosphere

or it may continue its rise through out the lithosphere by flowing into conduits to

reach a magma chamber or to erupt directly at the surface.

In this thesis, we have focussed on the region of melt migration where melt percolates

through a viscously compacting porous matrix due to its buoyancy. Therefore, we

have set up a melt migration model using two phase flow and porous flow through

viscously compacting media framework using the formulation proposed by [Bercovici

et al., 2001].

There are few differences between the formulations proposed by [McKenzie, 1984]

and [Bercovici et al., 2001]. In other words, the later one is more generalized than

the former according to some physical point of view namely, ratio of viscosities of

the two phases is kept arbitrary so that one of the phases needs not to be much less

viscous than the other all the time. This choice of viscosity values makes the set of

equations invariant to the permutation of phases which is exploited in our model

development. But, till now, our model assumes zero surface tension which leads

to the fact that the viscosity of melt phase is much smaller than the viscosity of

solid matrix. Surface tension is assumed to be negligible in [McKenzie, 1984] which

is not in the formulations made by [Bercovici and Ricard, 2003; Bercovici et al.,

2001]. According to rheology, in [McKenzie, 1984] the solid matrix is considered as
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compressible fluid. The rheological relation of two phase flow system contains two

constant viscosities (effective bulk viscosity and shear viscosity of the two phase flow

system) which are functions of porosity in the later case. In [McKenzie, 1984], the

liquid phase is considered as an incompressible fluid with negligible viscosity. In our

model, we assume that both the phases i.e. melt and the matrix are incompressible.

The presence of the interfacial area between these two phases and thus the surface

energy or interfacial surface force is considered in [Bercovici et al., 2001] but was not

considered in [McKenzie, 1984]. Due to inclusion of interfacial surface force, pressure

difference (between two phase) term is non-zero even if surface tension is negligible

(in our model) as long as the two-phase medium is deforming. Moreover, melting

rate is a prescribed term in [McKenzie, 1984] whereas the similar is presented as a

coupling term with the deformation process of the two-phase mixture. Although,

melting or freezing is neglected in our model. In this way, it is possible for us to

study the effect of the dynamical deformation on the phase change but we need to

restrict our focus to a univariant phase change which is not the case in [McKenzie,

1984].

In this thesis, we show how a solitary wave profile has been obtained for a variable

effective bulk and shear viscosity of the two phase medium considering the matrix

as a compacting media [Richard et al., 2012]. Thus we benchmark our code and FD-

CON (which is a finite difference code developed by Schmeling H.) in 1D by showing

the shape preserving propagation of porosity wave with respect to time assuming

the initial porosity wave profile as solitary wave. The justification of our work for

future research in melt propagation theory are discussed subsequently.

1.2.3.1 Why compaction of matrix is considered?

Earlier [Goldschmidt, 1954] realized that fluid expulsion could only occur if the

rock compacts and squeezes the pore fluid out. The compaction process of matrix

is a form of deformation which is driven by the weight of the overlying rock. The
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downward flow of the solid rock matrix due to gravity drives the flow of the less dense

pore fluid upward. Compaction driven fluid flow is complex because it is inseparable

from rock deformation and because the hydraulic properties which limit fluid flow

through the rock matrix, such as permeability and porosity, are dynamic.

Magma can not penetrate the cold lithosphere via dyke propagation always. Some-

times the upwelling magma solidifies once it reaches the base of the lithosphere.

When the source term is either zero or prescribed then the energy equation is ne-

glected and hence these studies become as kinematic where the temperature has no

role. Although, melting as a result of adiabatic decompression of matrix is included

in [Scott and Stevenson, 1989], due to negligible compaction and heat conduction,

temperature disappears from their model too. [Fowler, 1990a,b] consider two ther-

modynamic relations to set up the boundary condition. [Fowler, 1990b] assumes

that partially molten medium responds to a heat imbalance almost instantaneously

in such a way that the temperature is locally constant but the momentum flux is

not i.e. the interfacial temperature is at local equilibrium when the stress field is

not. This assumption underlies the inclusion of compaction in a large-scale model.

A number of simple solutions to the equations show that, if the porosity is initially

constant, matrix compaction only occurs within a distance ∼ δc of an impermeable

boundary [McKenzie, 1984]. It is shown that [Fowler, 1990a] due to imposition

of thermal boundary layer, compaction occurs through whole partially molten re-

gion beyond the compaction length within which compaction is supposed to occur

[McKenzie, 1984; Schmeling, 2000].

[Sparks and Parmentier, 1991] show that porous flow models which neglect com-

paction of the matrix result in vertical melt flow. This flow can not account for

melt focussing at mid ocean ridge. Dilation, or decompactiom of the porous ma-

trix creates a high-porosity boundary layer, beneath an impermeable cap of cooler,

solid mantle. The thickness of the boundary layer ( 200-300 m) is determined by a

balance between the buoyancy of the melt and the viscous stresses resisting decom-
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paction. Layer thickness controlling parameters are respectively upwelling velocity,

mantle viscosity and density difference between the melt and solid. This layer exists

near the solidus where melt starts to freeze, and therefore deepens with distance

from the ridge axis. The component of gravity along this boundary layer drives

melt in this highly permeable layer toward the ridge axis.

1.2.3.2 Why inclusion of variable bulk and shear viscosities of two phase

medium is important?

Scott and Stevenson [1986a]s study of 2D compaction waves has been extended to

the case of a mush with a viscosity strongly dependent on melt concentration [Kho-

dakovskii et al., 1998]. They find that the solitary-wave behavior of porosity wave

is similar to the one obtained in constant viscosity cases, where the 2D-cylindrical

waves always form due to occurrence of instability in well developed 1D solitary

waves. From their study it can be concluded that the growth rate of both 1D- and

2Dwaves is roughly one order of magnitude faster than the growth rate in a similar

case with a constant viscosity [Richard et al., 2012]. Also, it is observed that the

length of the waves decreases strongly at the time of viscosity drop occurs because

of a narrower melt increment [Richard et al., 2012].

1.2.3.3 Geophysical importance of solitary wave

2D numerical calculations show that solitary wave disturbances can propagate along

thermal plumes in a homogeneous, viscous fluid with a thermally activated rheology

similar to the mantle [Bercovici et al., 1989]. Two-phase or two - fluid model can

be applied to solitary waves in the thermally activated plume. Therefore, a two-

fluid model of solitary waves on cylindrical conduits is applied to mantle plumes

in order to estimate the propagation speeds, time durations, and pulse lengths of

solitary waves as a function of background mantle viscosity, plume flux, plume

density deficit, plume viscosity, and the volume of material transported by the



22 Introduction

solitary wave. It can be concluded that mantle plumes may be episodic via solitary

waves and these disturbances might be helpful to explain the observed variations in

the durations of episodes of enhanced hotspot volcanic activity (10 m.a) . Solitary

waves in mantle plumes could be generated due to various reasons like interactions

among plumes or between plumes or due to the large-scale, time-dependent mantle

circulation.

Also, the ability of the two-dimensional solitary waves to drive matrix convection

has been discussed in [Richter and Daly, 1989; Scott and Stevenson, 1989].

Fluid, having lower density and viscosity, can rise buoyantly through a viscous

fluid through conduits that support simple pipe flow. The conduits also support

solitary waves which shows near soliton behavior. Results obtained from laboratory

experiments on the characteristics of solitary waves and their interactions have been

compared with theory and it shows good agreement with theoretical predictions

[Whitehead and Helfrich, 1991]. Large amplitude waves travels slightly faster than

their theoretical prediction because of higher order effects associated with wave

slope and it was not considered in theory. It is also confirmed both theoretically

and practically that the solitary waves have closed streamlines in a frame moving

with the wave. Thus transport of isolated packets of fluid over large distances is

possible. i.e. the solitary waves convey isolated pockets of conduit material with

them as they propagate.

A steady state source of an intrusive buoyant and low viscosity fluid at the bot-

tom of a more viscous external fluid results in the formation of a uniform conduit

supporting simple pipe flow when the Reynolds number is small [Whitehead and

Luther, 1975]. The buoyancy of the intrusive fluid is balanced by shear stress. If

the source is unsteady it has been shown that these conduits then support solitary

waves [Olson and Christensen, 1986; Scott and Stevenson, 1986a].

A model for channels of magma flow within mantle undergoing decompression melt-
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ing is studied [Hewitt, 2009]. Existence of cylindrical conduits in a viscous, porous,

compacting matrix are considered. The dynamics of the conduit walls are governed

by the competition between melting (caused by decompression) and viscous closure

(caused by the reduced pressure in the conduit).

It is not known that whether such open melt channels exist in the mantle or not.

Mechanisms which can produce such open conduits are like fracturing of the par-

tially molten matrix [Nicolas, 1986], and mechanical or reactive instabilities to the

flow [Aharonov et al., 1995; Spiegelman et al., 2001; Stevenson, 1989]. Therefore, the

existence of such open conduits is possible as the mechanisms to produce them are

there in the ascending mantle. Ascent velocities of melt through the conduit are pre-

dicted to be on the order of 100 meter per year. Flow from the surrounding porous

partially molten matrix into the low-pressure channel is considered as a continual

source of melt. The accumulation region is on the order of the compaction length

and the porosity of residual matrix is reduced to be very low, typically < 0.5%.

Channels can also form naturally from porous flow in the matrix because of the

enhanced melting rate in regions of higher porosity, having a larger heat flux from

below. The vast majority of melt is expected to flow eventually into one of these

channels, which therefore offer a possible physical explanation of near-fractional

melting models used in field observations.

From several papers by [Michaut et al., 2009, 2013] another aspect of solitary wave in

geophysics is found but it is in the field of two phase flow of magma which consists of

the phase liquid melt and the gas incorporated in it. Gas segregation from magma is

similar to the process of melt segregation through porous and viscously compacting

matrix. In general, compaction expels lighter fluid from a mixture in the form of

buoyant pulses or solitary waves with higher fluid content; It is shown that the

rapid decompression of the magma column below a pre-existing plug are caused by,

for example, dome collapse [Michaut et al., 2009]. This leads to volatile exsolution

which induces a gas pulse [Lensky et al., 2008] and that potentially rises through the
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degassed magma as a solitary wave [Michaut et al., 2009]. Similar results have been

shown for the propagation of melt through solid matrix in [Barcilon and Lovera,

1989; Scott and Stevenson, 1986b; Spiegelman, 1993a,b].

In the subsequent chapters the theoretical background for setting up our code, detail

about obtaining the solitary wave profile and using the profile to benchmark our

code and results obtained by using a new viscosity formulation [Schmeling et al.,

2012] in FDCON will be discussed.



Chapter 2

Mathematical Background and

Set Up of Code PERCOL2D

The dynamics of multicomponent flow is a well studied field [Bear, 2013; Birchwood

and Turcotte, 1994; Dake, 1983; Drew, 1983; Drew and Passman, 1999; Dullien,

1991]. In order to develop our model we follow a theoretical framework on two

phase flow mixture where each phase (solid matrix phase and melt phase) is distin-

guishable from each other having nonzero interfacial areas, whereas, their mixture

represents a single flow model having a variable phasic composition [Drew, 1983;

Wang and Beckermann, 1993].

2.1 Governing Equations

The basic framework of governing equations are based on [McKenzie, 1984]. In order

to use our code in future for investigating the general phenomena like the process of

microcracking and damage of matrix due to compaction with or without considering

the effect of surface tension, we use the modified and generalized formulations of

two phase flow as proposed by [Bercovici et al., 2001].

We set up our code (PERCOL2D) using these formulations to get porosity (i.e.

melt fraction) profile, velocity profile of fluid and matrix. The set of governing

equations, which we use to describe the two phase system of matrix and melt are

listed below:

25



26 Mathematical Background and Set Up of Code PERCOL2D

1) Matrix mass conservation

∂(1− φ)

∂t
= −∇.(1− φ)Vm −

Γ̇

ρm
(2.1.1)

2) Fluid mass conservation

∂φ

∂t
= −∇.φVf +

Γ̇

ρf
(2.1.2)

3) Fluid momentum conservation equation

ηfφ

k(φ)
δv + ρfg −∇Pf = 0 (2.1.3)

4) Matrix momentum conservation equation

(1− φ)ρmg − (1− φ)∇Pm +∇.[(1− φ) ¯̄τm]− ηf
φ2

k(φ)
δv + δP∇φ = 0 (2.1.4)

and

5) The rheological equation

∂φ

∂t
+ Vm · ∇φ = −φ(1− φ)K

δP

ηm + ηf
(2.1.5)

where Γ is the source term, ¯̄τm = ηm(∇Vm + ∇Vmt − 2
3
∇Vm ¯̄I) is deviatoric stress

tensor and ¯̄I is identity matrix . φ is the porosity of the matrix, t denotes the

time and δx = xm − xf , where xm and xf are the properties of matrix and fluid

respectively.Vi,Pi, ρi and ηi are velocity, pressure, density and viscosity of phase i

and i = m or f denoting the matrix and fluid phase respectively. K is the geometric

factor and is assumed to be equal to 1. The definition x̄ = φxf + (1− φ)xm, where

xm and xf are the properties of matrix and fluid respectively.
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2.1.1 Assumptions

To begin with we have made the following assumptions and we plan to remove the

assumptions step by step in future

• At present we assume that, source term or the term, which denotes rate of

dehydration (melting) equals to zero. i.e. Γ = 0

• Viscosity of fluid is negligibly smaller than viscosity of matrix. i.e. ηf << ηm

• The permeability is k(φ) = k0φ
2 where the permeability constant is k0(i.e. in

the definition k(φ) = k0φ
n, we assume n=2 ). i.e. we assume that the model

contains an ideal melt network in which grains are of uniform size and the

melt resides at the triple junction point.

• We also consider preliminarily that the surface tension is zero (the momen-

tum conservation equations of matrix and melt are written assuming this

simplification). So, the formulations are same as of [McKenzie, 1984] with

the assumption that porosity dependent shear viscosity of the matrix is iden-

tical to intrinsic matrix shear viscosity and the same for the case of porosity

dependent bulk viscosity.

2.2 Mathematical Formulation of Two Phase Flow

Problem

2.2.1 Darcy Law

Darcy’s law (named after Henry Darcy, a French hydraulic engineer who conducted

an experiment to determine water flow rate through a sand filter), is a generalized

relationship between volumetric flow rate and pressure for flow in porous media.

Since, in our model we concentrate on the dynamics of two phase flow through a

porous medium, this law helps us to understand the fundamental concept behind

the fluid mass conservation equation. In this section we show that how the mass

conservation equation for fluid can be derived with the help of Darcy’s law. This
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law says that, u which is the volumetric flow rate per unit area , is proportional to

the gradient of Hydraulic head H.

i.e. u ∝ ∇H
⇒

u = −K∇H (2.2.1)

where K ≡ k(φ)ρg
µ

.

Here k(φ) is the permeability function of the medium, φ is the volume fraction, ρ

is density of the fluid , µ is the dynamic viscosity of the fluid and g is the constant

of gravitational acceleration.

It can be proved that [Hubbert, 1940], H.g is the total energy of a fluid packet of

unit mass.

According to cf. Fig. 2.1, the total energy of a fluid packet

= Kinetic energy required to accelerate the velocity say from v2 to v1 + Energy

required to raise fluid packet from elevation z2 to z1 + Energy required to raise fluid

pressure from P2 to P1.
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Fig. 2.1: This figure summarizes the experiment conducted by Henry Darcy in
order to determine the volumetric flow rate of water through the sand filter where
Q represents the flux of the water
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Now kinetic energy =m
∫ v1
v2
vdv = 1

2
mv2, where m is the mass of the fluid packet.

Energy required to elevate height of the fluid level = mg
∫ z1
z2
dz = mgz

At point M, volume per unit area in the outlet = P1

ρg

At point N, volume per unit area in the outlet = P2

ρg
. Now at point M, work done

to elevate the fluid level to h1 in the outlet = −P1 × P1

ρg

The work done for the fluid to come at point N and to raise its height in the outlet

at h2 =
∫ P1/ρg

P2/ρg
P.dV + P2 × P2

ρg

∴ Total energy required for the fluid to come from the outlet connected to the

cylindrical tube at point M to the outlet connected at the point N

=
∫ P1/ρg

P2/ρg
PdV + P2 × P2

ρg
− P1 × P1

ρg
, where V is the volume of the fluid per unit

mass.

Now, d(PV ) = PdV + V dP

∴
∫ P 2

1 /ρg

P 2
2 /ρg

d(PV ) =
∫ P1/ρg

P2/ρg
PdV +

∫ P1

P2
V dP

Hence,
∫ P1/ρg

P2/ρg
PdV =

P 2
1

ρg
− P 2

2

ρg
−
∫ P1

P2
V dP

Therefore, the total energy required for the fluid to come from the outlet connected

to the cylindrical tube at point M to the outlet connected at the point N

=
P 2
1

ρg
− P 2

2

ρg
−
∫ P1

P2
V dP + P2 × P2

ρg
− P1 × P1

ρg

=
∫ P2

P1
V dP

= m
∫ P1

P2

V
m
dP ,

= m
∫ P1

P2

1
ρ
dP , where ρ is the density of the fluid.

= mP
ρ

Therefore, the total energy of a fluid packet per unit mass = v2

2
+ gz + P

ρ

i.e. H.g = v2

2
+ gz + P

ρ

Since for flow in porous media, v is too small,
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∴ H.g = gz + P
ρ

⇒
H = z +

P

ρg
(2.2.2)

∴ for horizontal flow, from eq. 2.2.1 and eq. 2.2.2 we get,

u = −k(φ)

µ

∂P

∂x

Also, for vertical flow, from eq. 2.2.1 and eq. 2.2.2 we get,

u = −k(φ)

µ
[
∂P

∂z
+ ρg]

Now, if φ is the volume fraction, ηf is the fluid viscosity, ρf is the fluid’s density,

Pf is the pressure of the fluid and Vm, Vf are the velocities of matrix and fluid re-

spectively then u ≡ −φδv and therefore,

φδv = k(φ)
ηf

[∂P
∂z

+ ρfg], where δv = Vm − Vf

Taking the r.h.s into l.h.s we get,

ηfφ

k(φ)
δv + ρfg −∇Pf = 0

where g = −gz and thus we get eq. 2.1.3

2.2.2 Potential Formulation

In order to make future simplification of the governing equations, we use the po-

tential formulation. The gravity is a potential field and so,
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g = −gz = −∇U (2.2.3)

Therefore, if we define θ = k0
ηf

(Pf + ρfU), δv
φ

is also a potential field as

δv

φ
= ∇θ (2.2.4)

by eq.(2.1.3). Therefore, clearly, ∇θ can be regarded as the differential flux between

matrix and fluid velocity.

2.2.3 Helmholtz Decomposition

According to Helmholtz Decomposition Theorem, every smooth vector field u can be

decomposed into a rotational part and an irrotational part when u and its derivative

are well defined in space and vanish at infinity [Joseph, 2006].

Since, v̄ and its derivative are well defined in space and vanish at infinity, we can

use Helmholtz decomposition theorem for a vector field in order to decompose v̄

and can write it as,

v̄ = φVf + (1− φ)Vm = ∇×Ψ + φ2∇(ξ − θ) (2.2.5)

Where Ψ = ψ(x, z)y, denotes the stream function in 2D and ∇ξ is the flux related

to the matrix compaction

2.3 Derivations of equations to solve the key vari-

ables

It is possible to directly solve the set of governing equations in order to get the

desired outcome. But, we use potential formulation, Helmholtz formulations and

make the following derivations so that we can use comparatively simpler solvers in
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our code.

Solving eq. 2.2.4 and eq. 2.2.5 we obtain,

Vm = ∇×Ψ + φ2∇ξ (2.3.1)

and

Vf = Vm − φ∇θ (2.3.2)

With the help of some algebras (involving eq.(2.2.3), eq.(2.2.4) and eq.(2.2.5), the

matrix momentum conservation equation (2.1.4), can be recast as :

∇[(k0 −
2

3
φ)

(1− φ)ηm
φ

∇ · φ2∇ξ]− (1− φ)δρ∇U

+∇ · (1− φ)ηm[∇(∇×Ψ + φ2∇ξ) +∇(∇×Ψ + φ2∇ξ)t]− ηf
k0

∇θ = 0 (2.3.3)

For the sake of simplicity1, we take the curl of this expression and a weighted

divergence, ∇ · [φ2(2.3.3)]. So in 2D geometry (Ψ = ψ(x, z)y) the momentum

conservation yields to a couple of scalar equations:

G[(1− φ)Gψ] + 4
∂2

∂x∂z
[(1− φ)

∂2ψ

∂x∂z
] =

δρg

ηm

∂φ

∂x

+G[(1− φ)(
∂(φ2 ∂ξ

∂z
)

∂x
+
∂(φ2 ∂ξ

∂x
)

∂z
)]− 2

∂2

∂x∂z
[(1− φ)(

∂(φ2 ∂ξ
∂x

)

∂x
−
∂(φ2 ∂ξ

∂z
)

∂z
)] (2.3.4)

1∇×∇ ·X = 0
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(
∂φ2 ∂

∂z

∂x
+
∂φ2 ∂

∂x

∂z
)[(1− φ)(

∂φ2 ∂ξ
∂z

∂x
+
∂φ2 ∂ξ

∂x

∂z
)]

+ 2

(
∂

∂x
[φ2 ∂

∂x
((1− φ)

∂φ2 ∂ξ
∂x

∂x
)] +

∂

∂z
[φ2 ∂

∂z
((1− φ)

∂φ2 ∂ξ
∂z

∂z
)]

)

+
∂

∂x
[φ2 ∂

∂x
(C(

∂φ2 ∂ξ
∂x

∂x
+
∂φ2 ∂ξ

∂z

∂z
)− ηf

ηmk0

ξ)]

+
∂

∂z
[φ2 ∂

∂z
(C(

∂φ2 ∂ξ
∂z

∂z
+
∂φ2 ∂ξ

∂x

∂x
)− ηf

ηmk0

ξ)]

=
δρg

ηm

∂φ2(1− φ)

∂z
− ηf
ηmk0

δρ

ρmρf
Γ̇

−

(
∂φ2 ∂

∂x

∂z
+
∂φ2 ∂

∂z

∂x

)
[(1− φ)Gψ]

− 2(
∂φ2 ∂

∂z

∂z
−
∂φ2 ∂

∂x

∂x
)[(1− φ)

∂2ψ

∂x∂z
] (2.3.5)

where G = ∂2

∂x2
− ∂2

∂z2
and C = (K

φ
− 2

3
)(1− φ)

We also can derive a mixture mass conservation equation from eq.(2.1.1) and eq.(2.1.2),

which is :

∇ · v̄ =
δρ

ρmρf
Γ̇ (2.3.6)

Using equation (2.2.5) we have,

∇ · φ2∇(ξ − θ) =
δρ

ρmρf
Γ̇ (2.3.7)

Now we solve Vm and Vf using equations (2.2.4) and (2.2.5) and then replace Vm in

matrix mass conservation equation (2.1.1). Thus we get,

∂φ

∂t
= ∇ · (1− φ)(∇× ψy + φ2∇ξ) +

Γ̇

ρm
(2.3.8)

Therefore, we solve the four unknowns of this system of equations φ the porosity,

ψ the magnitude of stream function, ∇ξ the flux related to the matrix compaction

and ∇θ the differential flux between the matrix and fluid from equations (2.3.8),
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(2.3.4), (2.3.5) and (2.3.7) respectively.

2.3.1 Set up of PERCOL2D

We follow several algorithms in the code and to do that we take help of different

numerical schemes:

MPDATA (Multidimensional Positive Definite Advection Transport Algorithm)

[Smolarkiewicz and Margolin, 1998] is an advection algorithm and which merges

the flux corrected transport methodology with its iterative formalism. We solve the

advective equation of porosity (2.3.8) by this method. This corresponds to box 4

into the flowchart (cf. Figure 2.1).

First we implemented SOR (successive over Relaxation) which is an algorithm to

solve linear system of equation in a more efficient way than Gauss-Seidel iterative

method. We use it to solve for the parameters θ, ψ and ξ from (2.3.7), (2.3.4) and

(2.3.5) by this method. This corresponds to the diamond shaped box between box

2 and 3 into the flowchart (cf. Figure 2.1). Later we have changed this scheme into

a direct solver method in order to improve the runtime of our program.

We use Finite Difference scheme to solve velocity of fluid and matrix and the source

term i.e. Vm , Vf (correspond to box between box number 3 and 4 in Figure 2.1)

and Γ respectively.

It must be noted that, this code is fully dimensional. i.e. all the velocity variables

have unit ms−1. The stream function have unit m2s−1. The variables ξ and θ have

unit m2s−1. Pressure term has unit Pa and the source term has the unit kgm−3s−1.

Units of k0 and viscosities are m2 and Pa.s respectively.

Flow chart (cf. Fig 2.2) of our model is given as a further reference.
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t + dt 

t + dt 

Ψ(eq. 2.3.4) 
SOR 

ξ (eq. 2.3.5) 
SOR


Ψ, ξ until 
converge    

θ (eq. 2.3.7) 
SOR 

Vm  and Vf 
(eq. 2.3.1 and 

eq. 2.3.2)  FD 

Φ (eq.2.1.1) 
upwind/MPDATA 

Γ (eq. 2.3.7) 
FD 

Fig. 2.2: Flow chart (1D) of our model
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We use a staggered grid settings (cf. Fig. 2.3) in our code in order to get the solu-

tion. The detail description of the numerical solver and the numerical experiments

with the code in 1D will be discussed in the next chapter.

z = nz 

z = 0 

x = 0 x = nx 

ξ(ix,iz), Φ(ix,iz), θ(ix,iz) 

Vz(ix,iz), Φ_z12(ix,iz) 

Vx(ix,iz), Φ_x12(ix,iz) 

Ψ(ix,iz) 

H
z 

Hx 

Fig. 2.3: The variables’ (ix,iz) position on the grid corresponds to the color. Here
φ z12(ix, iz) and φ x12(ix, iz) denote the arithmetic mean of φ along x and z di-
rection respectively, Hz is the hight of the model box, Hx is the width of the model
box and nx, nz are the number of grid points along x and z direction respectively.



Chapter 3

Numerical Approach

3.1 Implication of Block Successive Over Relax-

ation Method (BSOR) for a Biharmonic Equa-

tion

The governing equations and the derived equations from the governing equations

which we are using to determine the variables like porosity, fluid and solid viscosity

etc. at each time step are already stated in chapter 2. Now, the numerical detail

of those calculations will be presented in this chapter.

Initially during 1D experiments of the code, the numerical scheme called block

successive over relaxation (BSOR) [Ehrlich, 1971] method was used to determine

several variables like stream function ψ, the variable ξ which measures the flux due

to matrix compaction and the differential flux between matrix and fluid i.e. θ, using

the equations 2.3.4, 2.3.5 and 2.3.3 respectively. The advantage of using the iterative

scheme BSOR is that it is faster than any other iterative method like Chebyshev

accelerated Jacobi iteration method, Gauss-Seidel method, cyclic Chebyshev semi-

iteration method and the unsymmetric modified SOR method [Ehrlich, 1972].

37
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3.1.1 Formation of matrix

We apply BSOR to the foresaid equations in 3 steps:

1) We first discretize the equations maintaining the variables’ position at (i, j)th

grid of our model (Fig.2.3) where i can take any value from 1 to nx (i.e. total

number of grid points in horizontal or x direction) and j can take any value from 1

to nz ( i.e. total number of grid points in vertical or z direction)

2) Then we re-write the discretized equation in the form Σpijyij = qij.

3) Since, the equations 2.3.4, 2.3.5 and 2.3.3 have a bi-harmonic or fourth order

elliptic form, for a particular i and j, the equation should contain the variables at

{i-2, j}, {i-1, j-1}, {i-1, j}, {i-1, j+1}, {i, j-2}, {i, j-1}, {i, j}, {i, j+1}, {i, j+2}, {i+1,

j-1}, {i+1, j}, {i+1, j+1} and {i+2, j} th position of the grid respectively. In this

step we rename the coefficients (i.e. pij) of yij as described in step 2, according to

these positions as aij, bij, cij, dij, eij, fij, gij, hij, iij, jij, kij, lij,mij respectively. The

stencil diagram which demonstrates this step, is shown in Fig.3.1.
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Fig. 3.1: The coefficients position according to the variables’ position on the grid
for a given i and j value.

For example, if we take the first term of equation 2.3.5, then the term is { ∂
∂x

(φ2 ∂
∂z

)} ∂
∂x

(φ2 ∂ξ
∂z

).

We discretize this term by finite difference method assuming the variable’s position

at (i, j) which means the variable is positioning at the intersection point of i-th x

grid and j-th z grid. Then,

{ ∂
∂x

(φ2 ∂

∂z
)} ∂
∂x

(φ2∂ξ

∂z
)

= [φ2 x12i,j{φ2 z12i+1,j(ξi+1,j+1 − ξi+1,j)− φ2 z12i,j(ξi,j+1 − ξi,j)− φ2 z12i+1,j−1

(ξi+1,j − ξi+1,j−1) + φ2 z12i,j−1(ξi,j − ξi,j−1)} − φ2 x12i−1,j{φ2 z12i,j(ξi,j+1 − ξi,j)
− φ2 z12i−1,j(ξi−1,j+1 − ξi−1,j)− φ2 z12i,j−1(ξi,j − ξi,j−1)

+ φ2 z12i−1,j−1(ξi−1,j − ξi−1,j−1)}]dx−2dz−2 (3.1.1)

According to fig.2.3 the variables φ x12i,j and φ z12i,j in eq.3.1.1 are arithmetic

mean of φ along horizontal and vertical direction respectively. The variables’ po-

sition is maintained in a fashion that the whole term on which the differentiation

is operated, is taken at the same position. i.e. for this example, ∂
∂x

is operated on
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{φ2 ∂
∂z

)} ∂
∂x

(φ2 ∂ξ
∂z

)}. Therefore, {φ2 ∂
∂z

)} ∂
∂x

(φ2 ∂ξ
∂z

)} should be positioned at the same

position on x, z grid system of our model. Again this term can be split into φ2

and ∂
∂z

∂
∂x

(φ2 ∂ξ
∂z

). Therefore, both φ2 and ∂
∂z

∂
∂x

(φ2 ∂ξ
∂z

) should be discretized in such a

way that they both maintain the same position and for this reason, while discretiz-

ing these terms, instead of taking φ in the discretized formulation, we consider the

variable φ x12 or φ z12 in the formulation.

After writing the discretized form we follow step 2 as described before and re write

r.h.s of equation 3.1.1 as Σpijyij , where yij is ξi,j:

[ξi+1,j+1φ
2 z12i+1,jφ

2 x12i,j − ξi+1,jφ
2 x12i,j(φ

2 z12i+1,j + φ2 z12i+1,j−1)

−ξi,j+1φ
2 z12i,j(φ

2 x12i,j+φ
2 x12i−1,j)+ξi,j(φ

2 x12i,j+φ
2 x12i−1,j)(φ

2 z12i,j+φ
2 z12i,j−1)

+ ξi+1,j−1φ
2 z12i+1,j−1φ

2 x12i,j − ξi,j−1φ
2 z12i,j−1(φ2 x12i,j + φ2 x12i−1,j)

+ ξi−1,j+1φ
2 z12i−1,jφ

2 x12i−1,j − ξi−1,jφ
2 x12i−1,j(φ

2 z12i−1,j + φ2 z12i−1,j−1)

+ ξi−1,j−1φ
2 z12i−1,j−1φ

2 x12i−1,j]dx
−2dz−2 (3.1.2)

Therefore, according to step 3, we rewrite the r.h.s of equation 3.1.1 over bracing the

terms which have partial contribution in constructing the coefficients as described

in Fig. 3.1.

[

l︷ ︸︸ ︷
φ2 z12i+1,jφ

2 x12i,j ξi+1,j+1

k︷ ︸︸ ︷
−φ2 x12i,j(φ

2 z12i+1,j + φ2 z12i+1,j−1) ξi+1,j

h︷ ︸︸ ︷
−φ2 z12i,j(φ

2 x12i,j + φ2 x12i−1,j) ξi,j+1

j︷ ︸︸ ︷
+φ2 z12i+1,j−1φ

2 x12i,j ξi+1,j−1

g︷ ︸︸ ︷
+(φ2 x12i,j + φ2 x12i−1,j)(φ

2 z12i,j + φ2 z12i,j−1) ξi,j

d︷ ︸︸ ︷
+φ2 z12i−1,jφ

2 x12i−1,j ξi−1,j+1

f︷ ︸︸ ︷
−φ2 z12i,j−1(φ2 x12i,j + φ2 x12i−1,j) ξi,j−1

c︷ ︸︸ ︷
−φ2 x12i−1,j(φ

2 z12i−1,j + φ2 z12i−1,j−1) ξi−1,j

b︷ ︸︸ ︷
+φ2 z12i−1,j−1φ

2 x12i−1,j ξi−1,j−1]dx−2dz−2 (3.1.3)

Therefore, after discretization at the (i, j) th position of the gird, equation 2.3.5
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can be written as:

a(i, j)ξi−2,j +b(i, j)ξi−1,j−1 +c(i, j)ξi−1,j +d(i, j)ξi−1,j+1 +e(i, j)ξi,j−2 +f(i, j)ξi,j−1

+ g(i, j)ξi,j + h(i, j)ξi,j+1 + i(i, j)ξi,j+2 + j(i, j)ξi+1,j−1 + k(i, j)ξi+1,j + l(i, j)ξi+1,j+1

+m(i, j)ξi+2,j = sm(i, j) (3.1.4)

where sm(i, j) denotes the right hand member of equation 2.3.5, discretized in the

same way at (i, j) th position of the gird.

3.1.2 Boundary Conditions:

For 1D experiments with PERCOL we use two boundary conditions: 1) Fixed

Boundary Condition and 2) Periodic Boundary Condition. Both boundary condi-

tions will be discussed in detail in subsequent paragraphs.

3.1.2.1 Fixed Boundary Condition

The model box has a Hx × Hz dimension with vertical grid spacing dz and hori-

zontal grid spacing dx. The model box has nz numbers of vertical grid points and

nx numbers of horizontal grid points i.e. Hx = nx × dx and Hz = nz × dz. By

the heading ’Fixed Boundary Condition’ it is meant that the vertical solid and fluid

velocities are set/fixed to zero at both the vertical boundaries. Similarly, horizontal

solid and fluid velocities are set/fixed to zero at both the horizontal boundaries i.e.

Vz = 0 (z direction velocities of both solid and fluid) at z = 0 and z = Hz and

Vx = 0 (horizontal solid and fluid velocities) at x = 0 and x = Hx. Therefore,

Vzi,nz+1
= −Vzi,nz−1

. Also, the stream function is set to zero at both vertical and

horizontal boundaries. i.e. Ψ = 0 at z = 0, z = Hz; at x = 0, x = Hx. Hence,

Ψi,nz+1 = −Ψi,nz−1, Ψi,nz+2 = −Ψi,nz−2, Ψi,−1 = −Ψi,1, Ψi,−2 = −Ψi,2 and similar

boundary condition holds for horizontal direction. Also, we assume Hz = 20km.

For the 1D model, dx is much larger compared to dz. We assume dx = 5000 m

whereas dz ≤ 100 m. Boundary conditions of Ψ and Vz at z = 0 and z = Hz leads
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to the conclusion that (From eq. 2.2.4) θi,nz+1 = θi,nz, θi,nz+2 = θi,nz−1, θi,0 = θi,1,

θi,−1 = θi,2 (cf. Fig.2.3). From eq. 2.2.4 and eq. 2.2.5 using boundary conditions of

vertical fluid and solid velocities, θ and Ψ, we obtain similar boundary conditions

for ξ as it is for θ. Boundary conditions of solid and fluid velocities on vertical

boundaries leads to the fact that φ has symmetric boundary condition along z di-

rection i.e. φi,0 = φi,1, φi,nz+1 = φi,nz according to eq. 2.1.4.

Vz has symmetric boundary condition along x direction and Vx (x direction veloc-

ities of both solid and fluid) has symmetric boundary condition along z direction.

i.e. Vmznx+1,iz
= Vmznx,iz , Vmz0,iz = Vmz1,iz and similar boundary condition holds for

vertical fluid velocity Vfz. Similarly, Vmxix,nz+1
= Vmxix,nz , Vmxix,0 = Vmxix,1 and the

same holds for horizontal fluid velocity Vfx.

Using the same set of equations (i.e. eq. 2.1.4, 2.2.4 and 2.2.5), boundary conditions

of Ψ, Vx, similar set of boundary conditions can be derived for θ, ξ and φ along

horizontal direction as it was derived for vertical direction.

1D numerical experiments using this boundary conditions will be discussed in sub-

sequent sections later onwards.

3.1.2.2 Periodic Boundary Condition

Like the fixed boundary condition the way fixed velocity condition was imposed on

the boundary for both the solid and fluid velocity, periodicity is applied as a bound-

ary condition for both solid and fluid velocity. Under this boundary condition we

assume that Vzi,0 = Vzi,nz , Vzi,nz+1
= Vzi,1 . Also, periodicity is applied on boundary

condition for φ. i.e. φi,nz+1 = φi,1 and φi,0 = φi,nz

It must be noted that deriving periodic boundary condition for all the other vari-

ables is possible only for 1D case. So, the numerical experiments with periodic

boundary condition are executed only for 1D case. For 1D case, stream function

Ψ = 0 everywhere in the model box.

Also, for 1D case we assume that θ = ξ everywhere in the model box. Because, in

1D v̄ = 0 and Ψ = 0. Therefore, from eq. 2.2.5, we have ξ − θ = constant and

this constant can be chosen according to arbitrary constant background pressure

and we assume the background pressure is zero in order to make a preliminary
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simplification of our code.

Symmetric boundary conditions are applied along x direction for all the variables.

Determining periodic boundary condition along z direction for ξ is a bit tricky whose

derivations are shown in the next paragraph .

Derivation of periodic boundary condition for ξ:

Let’s take eq.2.1.4 which is: −∇[(1−φ)δP ]+(1−φ)δρg+∇· [(1−φ)¯̄τm]− ηf
k0

δv
φ

= 0 ,

where ¯̄τm = ηm(∇vm+∇vm
t− 2

3
∇·vm

¯̄I) is the deviatoric viscous stress tensor

For 1D case, replacing deviatoric stress tensor by 4
3
(1− φ) δ

δz
(Vmz) we have ,

−∇[(1− φ)δP )] + (1− φ)δρg +∇.[4
3
(1− φ) δ

δz
(Vmz)]− ηf δv

k0φ
= 0

i.e. −∇[(1− φ)δP )] + (1− φ)∇(δρgz) +∇[4
3
(1− φ) δ

δz
(Vmz)]− ηf δv

k0φ
= 0

Now since, δv
φ

= ∇θ = ∇ξ (when Γ = 0) and g = −gk, where k is the unit vector

along z direction, so replacing this term in previous equation we have,

−∇[(1−φ)δP )]−(1−φ)∇(δρgz)+∇[4
3
(1−φ) δ

δz
(Vmz)]−∇(

ηf ξ

k0
) = 0 (*)

Now if we want to write l.h.s of the above equation in the form

−∇[(1− φ)δP )]−∇[(1− φ)(δρgz)] +∇[4
3
(1− φ) δ

δz
(Vmz)]−∇(

ηf ξ

k0
)

then we have to add the term δρgz δ
δz

(φ) to both sides of equation (*) as,

−∇[(1− φ)(δρgz)] = δρgz δ
δz

(φ)− (1− φ)∇(δρgz)

Then we have,

−∇[(1−φ)δP )]−∇[(1−φ)(δρgz)]+∇[4
3
(1−φ) δ

δz
(Vmz)]−∇(

ηf ξ

k0
) = δρgz δ

δz
(φ)

Integrating both sides from 0 to Hz (length of the box of our model) we have,

[−{(1−φ)δP )}−{(1−φ)(δρgz)}+{4
3
(1−φ) δ

δz
(Vmz)}−(

ηf ξ

k0
)]Hz0 =

∫ Hz
0

[δρgz δ
δz

(φ)]δz

Integrating by parts the integrand of r.h.s and putting the limit in l.h.s we have,
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-[(1− φHz)(δρgHz)]− ηf
k0

(ξHz − ξ0) = δρgHzφHz − δρg
∫ Hz

0
φdz (**)

Since, φ and Vmz satisfy periodic bc, from equation 2.1.1 i.e.

∂φ
∂t

= ∇ · (1− φ)vm + Γ̇
ρm

and the rheological equation 2.1.5 i.e

∂φ
∂t

+ vm · ∇φ = −φ(1− φ)K δP
ηm+ηf

we can note that,

δP = −Kηm
φ
∇.Vm, where K=1 . Therefore, δP also satisfies periodic bc

Hence, we can write from equation(**) that,

- δρgHz − ηf
k0

(ξHz − ξ0) = −δρg
∫ Hz

0
φdz

Since, φ satisfies mass conservation equation so

δρg
∫ Hz

0
φdz should be a constant say C1

Therefore, now we have,

(ξHz − ξ0) = − k0
ηf

(δρgHz − C1)

i.e. we can write ξi,0 = ξi,nz + k0
ηf

(δρgHz − C1), ξi,−1 = ξi,nz−1 + k0
ηf

(δρgHz − C1),

ξi,nz+1 = ξi,1 − k0
ηf

(δρgHz − C1), ξi,nz+2 = ξi,2 − k0
ηf

(δρgHz − C1) which are the

required bc for ξ. We calculate C1 by Simpson’s 1/3 rd formula by the information

of φ values at each grid point available at each time step according to the algorithm

flow chart (cf. Fig.2.2) to get a proper bc of ξ
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3.1.3 BSOR algorithm in brief

For solving a system of linear equations,

Ax = b (3.1.5)

where A is a matrix of n× n order and x and b are column vectors of n× 1 order.

Firstly, the matrix A is decomposed in to a strictly triangular matrix L, a strictly

upper triangular matrix U and a diagonal matrix D. i.e. A = L + D + U . Hence,

equation 3.1.5 can be rewritten as,

x = −(D + L)−1Ux+ (D + L)−1b (3.1.6)

Therefore, in iterative format, one can write equation 3.1.5 as,

x(k+1) = Gx(k) + c (3.1.7)

where G = −(D+L)−1U and c = (D+L)−1b and x(k) denotes the value of x obtained

at k-th iteration. However, equation 3.1.6 represents the formula of Gauss-Seidel

method which upon forward substitution, takes the form as,

x
(k+1)
i =

bi − Σj<iaijx
(k+1)
j − Σj>iaijx

(k)
j

aii
(3.1.8)

where i =1, 2, ...... , n.

Now for relaxation method a parameter ω is introduced (0 < ω < 2) such that,

equation 3.1.5 can be written as,

(D + ωL)x = ωb− [ωU + (ω − 1)D]x, i.e.

x = (D + ωL)−1[b − {ωU + (ω − 1)D}x] which upon forward substitution, can be
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written as:

x
(k+1)
i = (1− ω)x

(k)
i +

ω(bi − Σj<iaijx
(k+1)
j − Σj>iaijx

(k)
j )

aii
(3.1.9)

combining equation 3.1.8 and 3.1.9 one can write equation 3.1.9 as,

x
(k+1)
i = (1− ω)x

(k)
i + ωxGSi (3.1.10)

where xGSi denotes the value of the i-th component of vector x obtained from Gauss

- Seidel method as described in equation 3.1.8. If, 0 < ω < 1, then the method is

known as under relaxation method and if 1 < ω < 2, then the method is known

as over relaxation method. ω takes higher values (i.e. close to 2) with increasing

number of grid points. In our code, with 100-200 vertical grid points and 4 horizontal

grid points, ω = 1.6 gives the optimal solution.

If r(x
(k)
i ) = bi − Σj<iaijx

(k+1)
j − Σj≥iaijx

(k)
j , where r(x

(k)
i ) is known as the residual

term, then one can write equation 3.1.9 as:

x
(k+1)
i = x

(k)
i +

ωr(x
(k)
i )

aii
(3.1.11)

i.e.

xnewi − xoldi =
ωr(x

(k)
i )

aii
(3.1.12)

So, when the residual term is close to zero, it can be said that xnewi → xoldi or in

other words, the solution has converged. Therefore, we prescribe an infinitesimal

parameter ε and as soon as the residual term r(x(k)) < ε, we stop our computation.

How the solution is well converged according to the choice of ε, that will be discussed

later in section 3.3.

We write the BSOR solver routines for solving equation 3.1.4 or equation 2.3.5,

equation 2.3.4 and equation 2.3.7.
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3.2 Implication of Direct Solver

Solving ψ and ξ by iterative method was time consuming and therefore a direct

solver was required to get the values of these two variables. In order to do that,

same finite discretization as described in equation 3.1.1-3.1.4 were followed. We can

then write the matrices both for ξ and ψ. Therefore, it is possible to solve directly

by inverting these matrices by LU decomposition method in order to get the values

of ψ and ξ. From fig. 3.1, it is clear that both the matrices for ξ and ψ will be of

band diagonal block matrix’s form with each block (corresponding to a fixed i and a

varying j as described in equation 3.1.4) having 2 subdiagonals i.e. positioned to left

or below of diagonal , 2 superdiagonals i.e. positioned to right or above of diagonal

and a diagonal. So, to be specific and to form a quicker direct solver we follow the

simplified LU decomposition which is appropriate for band diagonal matrices. The

solution of the linear system by LU decomposition for the band diagonal matrix is

much effective according to time consumption and storage required by the solver

than the LU decomposition for the general matrices.

3.2.1 LU decomposition

Let’s assume A be a matrix of n× n order.

i.e.

A =


a11 a12 . . . a1n

a21 a22 . . . a2n

. . . . . . . . . . . . . . . . . .

an1 an2 . . . ann


Then A is decomposed into lower triagular matrix L and upper triangular matrix

U such that A = LU
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where

L =



l11 0 0 . . . 0 0

l21 l22 0 . . . 0 0

l31 l32 l33 0 . . . 0

. . . . . . . . . . . . . . . . . . . . . . . . . . .

ln1 ln2 ln3 . . . lnn−1 lnn


and

U =



u11 u12 u13 . . . u1n−1 u1n

0 u22 u23 . . . u2n−1 u2n

0 0 u33 u34 . . . u3n

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

0 0 0 . . . unn−1 unn


Hence, it can be said that

∑min(i,j)
k=1 likukj = aij, where i and j both take the values

from 1 to n.

Therefore, in order to solve the equation 3.1.5 we need to solve two equations

namely,

Ux = y (3.2.1)

where x =


x1

x2

...

xn

, y =


y1

y2

...

yn

 and

Ly = b (3.2.2)
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where b =


b1

b2

...

bn

. Then by forward substitution from equation 3.2.2 we have,

y1 =
b1

l11

yi =
1

lii
[bi −

i−1∑
j=1

lijyj], i = 2, 3, . . . , n

Hence, by backward substitution we have,

xn =
yn
unn

xi =
1

uii
[yi −

n∑
j=i+1

uijxj], i = n− 1, n− 2, . . . , 1

The algorithm of LU decomposition is similar for band diagonal matrices. For

quicker computation, we use a compact storage system for the band diagonal ma-

trices so that the use of storage space is less. We use the routines given in [Press

et al., 1992] to solve 2.3.4 and 2.3.5. Let A be a N × N matrix having m1 subdi-

agonals and m2 superdiagonals where both m1 > 0, m2 > 0 and m1 +m2 + 1 < N .

i.e. a matrix A is said to be band diagonal if its elements aij are such that aij = 0

when j > i+m2 or i > j +m1 and i, j both take the values from 1 to N.

The algorithmic flowchart of obtaining the solution is given in Fig.3.2. In order to

keep a particular element in the diagonal position from which the pivot is about to

be selected, some permutations of rows and columns can be executed. Execution of

interchanging rows is called partial pivoting and execution of permutations between

rows and columns is called full pivoting. This pivoting helps to prevent non stability

of matrix equations.
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Fig. 3.2: Graphical representation of LU decomposition algorithm for a banded
matrix where D represents the diagonal of the matrix.

After the decomposition, the equation 3.1.5 is solved using forward and backward

substitution as discussed earlier. Before discussing further about the choice of

numerical scheme table4.1 is given to get an idea about the set of parameters which

are used in the code PERCOL2D most of the time.
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3.2.2 A comparison between 1D solutions obtained by BSOR

and direct solver.

It is needed to decide which solver to use. The direct solver or the BSOR? To decide

it a comparative plot is presented in fig.3.3. 1D profiles of Porosity, fluid velocity,

matrix velocity and ξ at the first time step obtained from BSOR and the direct

solver method, are presented in 3.3 with the assumption ε = 10−23 (as discussed

in section 3.1) used in BSOR. As the aii term in eq.3.1.12 has order of magnitude

approximately 10−14, choice of ε is much smaller in the convergence routine for ξ

and in Ψ (the stream function). An assumption of background porosity φ0 = 0.01

and a Gaussian of amplitude 0.1 having 7 km width is used as an initial input of

porosity in this comparison figures. Vertical length of the model box is assumed

as Hz=20 km with 200 vertical grid points and 4 horizontal grid points in order

to obtain 1D profiles. Also, a fixed or Dirichlet’s boundary condition is used while

obtaining the solution using both the methods.
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Fig. 3.3: Comparison between BSOR and direct solver: comparative initial profiles
of (a) Porosity, (b) Fluid velocity (ms−1), (c) Matrix velocity (ms−1) and (d) ξ
(m2s−1) at time = 10−6 Myr along the vertical direction of model box having the
length of 20 km

Remark: Direct solver method is much more efficient than BSOR method accord-

ing to the runtime of the program (8 times faster than BSOR) as well as accuracy

of the solution. The direct solver takes care of the fact that the matrix associated
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with the solution of ξ is non singular and hence gives a unique solution for ξ. One

can notice that the profiles of initial porosity, fluid and matrix velocities are not

visibly different (0.4-1.2% in terms of maximum norm) while using BSOR and di-

rect solver in spite of having much different ξ values (∼ 15% in terms of maximum

norm). If we observe the ξ profiles, we can find out that there is almost a con-

stant shift between the profiles obtained using two solvers. Therefore, one can say

∇(ξ + constant) = ∇ξ. As, throughout the code only gradient of ξ is used in order

to calculate porosity and the other variables, this difference does not contribute

significant difference in the solutions of other variables.

3.3 Accuracy factor for the solution while using

BSOR solver

To investigate about accuracy factor of the 1D solution we have chosen initial

porosity profile as a Gaussian curve of width 7 km having background porosity

φ0 = 0.01 and amplitude 0.1.

ε is chosen in such a way that it controls the convergence process of SOR. i.e. when

norm (which is average of absolute value of the residual term of the linear system of

equations for ξ over nx×nz grid points) is less than ε then the SOR for ξ converges

towards a solution. Now, we see how the solution varies according to the choice of

number of vertical grid points (cf. Fig.3.4). and according to the choice of ε (cf.

Fig.3.6).

Keeping ε = 10−20 we get fig.3.4 varying grid resolution as 4 × 100 and 4 × 500

respectively.
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Fig. 3.4: Resolution test for initial profiles of (a) Porosity, (b) Fluid velocity (m/s),
(c) Matrix velocity (m/s) and (d) ξ (m2/s) at time = 10−6 Myr along the vertical
direction of model box having the length of 20 km.

Remarks: The solution is less sensitive to the choice of number of grid points. i.e.

the 1D profiles are not much different for 100 vertical grid points and 500 vertical

grid points. The solution of all the profiles improve by the range of 2−6% in terms

of maximum norm by the increment of number of grid points.
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The phase velocity of porous wave increases with decreasing number of grid points.

It increases by 10.8% while number of grid points decreased from 500 to 300 and it

increases by 4.8% when the decrement is from 300 to 100 grid points (cf. fig 3.5).

According to the choice of different ε (= 10−20, 10−23, 10−26 respectively) the fig.3.6

is obtained.

Fig. 3.5: comparison of phase velocity i.e. the velocity of maxima of porosity wave
with varying number of grid points
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Fig. 3.6: Epsilon(ε) test for initial profiles of initial profiles of (a) Porosity, (b)
Fluid velocity (m/s), (c) Matrix velocity (m/s) and (d) ξ (m2/s) at time = 10−6

Myr along the vertical direction of model box having the length of 20 km.

Conclusion: Therefore, choice of epsilon (ε) is more important than choice of grid

resolution in order to get the expected accuracy of the solution. In fact ε = 10−23

leads the solution to converge to the expected one.

Also, reason behind a bigger shift between the ξ profiles obtained by BSOR and
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direct solver in the lower part (cf. Fig. 3.3) can be clarified by the ξ profile given

in fig. 3.6. A smaller epsilon gives rise of the lower part of ξ profile. But fig. 3.3

was obtained using 200 grid points for which choosing ε = 10−26 was not possible

as this choice of ε leaded to oscillation in the convergence process of BSOR.

Therefore, it is evident that use of direct solver gives better solution than BSOR

according to time consumption and to avoid oscillation problem during process

of convergence in BSOR while using higher number of grid points. So, it can be

concluded that BSOR convergence process is slower for longer wavelength profiles.

In the next chapter 1D numerical experiments taking different gaussian curves as

input for porous wave will be discussed.



Chapter 4

1D numerical experiments

4.1 Fixed boundary condition

According to boundary condition discussed in 3.1.2.1 we execute the following nu-

merical experiments in 1D. In short, vertical matrix and fluid velocities are zero at

vertical boundaries. Horizontal matrix and fluid velocities are zero at horizontal

boundaries. Gradient of ξ, θ is zero at both the horizontal and vertical bound-

aries. The stream function ψ is set to 0 at both the boundaries. The porosity φ

has symmetric boundary condition along both horizontal and vertical boundaries.

Table 4.1 should be consulted before going through the description of numerical

experiments.

58
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parameters
symbol

description of
parameters

value of
parameters

k∗0
Permeability
constant

10−10m2

η∗m Matrix viscosity 1018 Pa.S
ηf Fluid viscosity 10 Pa.S
ρm Matrix density 3300 kg/m3

ρf Fluid density 2300 kg/m3

Lx
Aspect ratio of
model box

1

Hz
Vertical length
of model box

20 km

nx
Number of grid
points in hori-
zontal direction

4

nz*
Number of grid
points in vertical
direction

300

∗Different values of k0 and ηm are used in 4.1.3.
For the periodic boundary condition cases nz
value is 100

Table 4.1: List of parameter values

4.1.1 Effect of variation of width and amplitude of initial

input of porosity wave

We use a Gaussian as an initial input for the porosity profile and vary its width in

order to investigate the characteristics of the velocity profiles of solid and fluid as

well as of ξ whose gradient contributes to matrix compaction. For a background

porosity φ0 = 0.01, table 4.2 describes the characteristics of porosity, velocities of

matrix and fluid, ξ profiles. Fig.4.1 and fig.4.2 show the porosity, fluid velocity,

matrix velocity and ξ profiles after 1st time step. The first and 2nd column of

fig.4.1 and fig.4.2correspond to the porosity, fluid velocity, matrix velocity and ξ

profiles respectively obtained at initial time step for the input of porous wave as a

gaussian having different amplitudes (0.1, 0.08 and 0.06 respectively)and a width

of 3.5 km. Fig.4.3-fig4.4 and fig.4.5-fig.4.6 give the same profiles corresponding to

different width of Gaussian curve (7 km and 14 km respectively) which are used as

the initial input for the porous wave in the PERCOL2D code. In this model, the

other parameters like viscosity of the matrix and fluid, permeability constant are

set in such a way that the compaction length δ(=
√

k0φ0ηm
ηf

) value is approximately
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300 meter. For each model as described in fig.4.1-fig.4.6, there are 5 grid points

per compaction length. Increasing number of grid points per compaction lengths

doesn’t make any significant changes in the plots of fig.4.1-fig.4.6
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φ0
width of wave
(km)

amplitude
of wave

observations

0.01
3.5 (cf. Fig.4.1
and Fig.4.2)

0.1

The porous wave and matrix velocity
profiles have sharp peaks and the fluid
velocity profile has a double maxima for
all the different amplitudes. But this
double maxima has a tendency to con-
verge to a single maxima with decreas-
ing amplitude of the wave. Overall, the
slope of ξ profile is lesser with decreas-
ing amplitudes of the wave.

0.08
0.06

0.01
7 (cf. Fig.4.3
and Fig.4.4)

0.1

The porosity and matrix velocity pro-
files have blunter peak than as it is ob-
served in fig.4.1 and fig.4.2. Decreas-
ing overall slope feature of the ξ profile
with decreasing amplitude of porous
wave is similar to fig.4.2. No double
maxima for fluid velocity profile is ob-
served. Height of ξ profile (i.e. max.
value of ξ - min. value of ξ) is larger
than the 3.5 km wide porous wave in-
put case.

0.08
0.06

0.01
14 (cf. Fig.4.5
and Fig.4.6)

0.1

The porosity and matrix velocity pro-
files have the most blunt peak among
fig.4.1 - fig.4.6. Decreasing slope fea-
ture of the ξ profile with decreasing am-
plitude of the porous wave remains the
same like fig.4.2 and fig.4.4. No double
maxima for fluid velocity profile is ob-
served. Height of ξ profile (i.e. max.
value of ξ - min. value of ξ) is more
than the 7 km wide porous wave input
case. Fig.4.8 giving a profile of gradi-
ent of ξ, is produced for input of 14 km
wide porous wave and therefore is rec-
ommended for exact information about
slope of ξ with decreasing amplitude
of input porous wave. This gradient,
scaled by φ2, is the irrotational compo-
nent of matrix velocity. The character-
istics of this profile is similar for other
porous wave input of varying width ac-
cordingly.

0.08
0.06

Table 4.2: observations based on varying height and width of initial input for
porosity
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Fig. 4.1: left column is for the input of porous wave which is a gaussian of varying
amplitude (viz. 0.1, 0.08, 0.06 respectively) having width as 3.5 km and background
porosity value as 0.01 and the right column gives three different profiles of fluid
velocity obtained at initial time step corresponding to the three different amplitudes
of the porous wave plotted at left.
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Fig. 4.2: left and right column present the matrix velocity and the ξ profiles re-
spectively obtained at initial time step corresponding to the input of porous wave
which is a gaussian of varying amplitude (viz. 0.1, 0.08, 0.06 respectively) having
width as 3.5 km and background porosity value as 0.01.
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Fig. 4.3: left column is for the input of porous wave which is a gaussian of varying
amplitude (viz. 0.1, 0.08, 0.06 respectively) having width as 7 km and background
porosity value as 0.01 and the right column gives three different profiles of fluid
velocity obtained at initial time step corresponding to the three different amplitudes
of the porous wave plotted at left.
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Fig. 4.4: left and right column present the matrix velocity and the ξ profiles re-
spectively obtained at initial time step corresponding to the input of porous wave
which is a gaussian of varying amplitude (viz. 0.1, 0.08, 0.06 respectively) having
width as 7 km and background porosity value as 0.01.
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Fig. 4.5: left column is for the input of porous wave which is a gaussian of varying
amplitude (viz. 0.1, 0.08, 0.06 respectively) having width as 14 km and background
porosity value as 0.01 and the right column gives three different profiles of fluid
velocity obtained at initial time step corresponding to the three different amplitudes
of the porous wave plotted at left.
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Fig. 4.6: left and right column present the matrix velocity and the ξ profiles re-
spectively obtained at initial time step corresponding to the input of porous wave
which is a gaussian of varying amplitude (viz. 0.1, 0.08, 0.06 respectively) having
width as 14 km and background porosity value as 0.01.
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Remarks:

1) Due to fixed boundary condition, both the matrix and fluid velocity profiles have

the value zero in 4.1 - 4.6 near the boundary although the porosity has a finite

background value near the boundary.

2) Based on observations derived from fig.4.1 - 4.6 and 4.8, it is clear that with

wider gaussian wave, used as an input for porosity, ∇ξ profile is wider. Also, from

4.7 we see that, segregation velocity profile is wider and has a higher amplitude

with wider porous wave (cf. fig. 4.7).

3) Similarly for a particular width, since ξ has lesser slope with decreasing ampli-

tude of the porous wave, segragation velocity also has a smaller amplitude with

decreasing amplitude of the porous wave following the assumption ξ = θ in 1D and

the eq.2.2.4 (cf. fig. 4.7).

4) Velocity of the point of maxima of porous wave is smaller with decreasing ampli-

tude of input Gaussian and the velocity increases (for a particular amplitude and

background porosity) when the input wave is wider.

5) The decompaction rate (i.e. ∇.Vm) profile has also lesser amplitude with de-

creasing amplitude of the porous wave having a particular width and the profile is

wider as the input porous wave is wider (cf. fig. 4.9).

6) The possible physical explanation to justify fig. 4.9 is, a narrow porosity wave

does not produce large overpressure to decompact the matrix on the upper flank.

A wide porosity wave needs a wide decompaction region associated with larger dis-

tance of porous fluid flow to fill the decompacting porosity region since the fluid

can not immediately fill this region. Hence decompaction rate is reduced . Thus

there exists a porosity wave with associated with a maximum decompaction rate.

In this case, 7 km wide Gaussian input having amplitude 0.11 and background

porosity φ0 = 0.01 for porous wave gives the maximum decompaction rate. It must

be noted that for this particular amplitude, background porosity value and associ-

ated compaction length the solitary wave (a wave which preserves its shape while

propagating until and unless it confronts with any other wave) is 34 compaction

length i.e. 10.2 km wide. So, it seems as soon as the width of the initial porous

wave is comparable/ nearer to its equivalent solitary wave, the decompaction rate

is higher.
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(a)

(b)

Fig. 4.7: Initial profiles of segregation velocity (Vfz − Vmz): (a) the segregation
velocity profile at initial time step for different amplitude (0.1, 0.08, 0.06 and 0.04
respectively) of input porous wave which is 3.5 km wide (b) the segregation velocity
profile at initial time step for input porous wave of amplitude 0.1, having different
widths (i.e. 3.5 km, 7 km, 14 km respectively).
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Fig. 4.8: Initial profiles of ∇ξ: (a) ∇ξ profile at initial time step for different
amplitude (i.e. 0.07, 0.09 and 0.11 respectively) of input porous wave having width
14 km and φ0 = 0.01(b) ∇ξ profile at initial time step for varying width of porous
wave (i.e. 3.5 km, 7 km and 14 km respectively) having amplitude 0.11 and φ0 =
0.01
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(a)

(b)

Fig. 4.9: Initial profiles of matrix compaction rate (∇.Vm): (a) matrix compaction
rate profile at initial time step for different amplitude (i.e. 0.05, 0.07, 0.09 and 0.11
respectively) of input porous wave having width 3.5 km (b) matrix compaction rate
profile at initial time step for varying width of porous wave (i.e. 3.5 km, 7km and
14 km respectively) having amplitude 0.1 and φ0 = 0.01

4.1.2 Effect of variation of background porosity

In the previous paragraph, effect of varying width and varying amplitude of input

porous wave have been discussed. A correlation among matrix compaction rate,

segregation velocity and phase velocity of porous wave with decreasing amplitude
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or increasing width of input porous wave have been highlighted. Now the input

porous wave is modified in such a way that its background porosity is increased

keeping fixed its amplitude. i.e. Effective height of input porous wave (= amplitude

- φ0) is decreased from the bottom unlike the previous case where effective height

of input porous wave was decreased from the top by decreasing its amplitude. This

way, we change the compaction length of the model too since compaction length

δ =
√

k0φ0ηm
ηf

. Initial profiles of φ, ξ, Vfz and Vmz are illustrated in fig.4.10-4.11 for

various background porosity i.e. for φ0 = 0.01, 0.03 and 0.05 respectively.

φ0
width of wave
(km)

amplitude
of wave

observations

0.01
14 (cf. Fig.4.10-
4.11)

0.11

The magnitude of amplitude of both Vmz and
Vfz profile is decreasing with increasing back-
ground porosity of the wave. No double max-
ima for fluid velocity profile is observed.

0.03
14 (cf. Fig.4.10-
4.11)

0.11

0.05
14 (cf. Fig.4.10-
4.11)

0.11

Table 4.3: observations based on varying background porosity when a Gaussian
wave having a fixed amplitude and a width is used as an initial input for porosity
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Fig. 4.10: left and right column present the porosity and matrix velocity profiles
respectively obtained at initial time step corresponding to the input of porous wave
which is a 14 km wide gaussian of varying background porosity values (viz. 0.01,
0.03 and 0.05 respectively) and having amplitude as 0.11.
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Fig. 4.11: left and right column present the matrix velocity and the ξ profiles
respectively obtained at initial time step corresponding to the input of porous wave
which is a 14 km wide gaussian of varying background porosity values (viz. 0.01,
0.03 and 0.05 respectively) and having amplitude as 0.11.
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(a)

(b)

Fig. 4.12: (a) phase velocity of porous wave w.r.t varying φ0 (0.01, 0.03 and 0.05
respectively) when input Gaussian has a width of 3.5 km, 7 km and 14 km and
amplitude as 0.11. The point P marked with a red circle represents velocity of the
same Gaussian i.e. of 7km width, 0.11 amplitude but φ0 = 0.01 under periodic
boundary condition. (b) phase velocity of porous wave w.r.t varying amplitude
when width of the input Gaussian is 7 km and φ0 = 0.01

Remarks: For 14 km wide input Gaussian wave having amplitude = 0.11, segre-

gation velocity profile is narrower and shorter (cf. fig. 4.13) with increasing back-

ground porosity whereas phase velocity of porous wave increases with increment of

background porosity φ0 (fig. 4.12)
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Fig. 4.13: Initial segregation velocity (Vfz − Vmz) profile when input Gaussian has
a width of 14 km and amplitude = 0.11.
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Fig. 4.14: (a) ∇ξ profile for different φ0 (i.e. 0.01, 0.03 and 0.05 respectively) of
input porous wave having width 14 km and amplitude 0.11 at initial time step (b)
∇.Vm profile for varying φ0 (i.e. 0.01, 0.03 and 0.05 respectively) of input porous
wave having width 14 km and amplitude 0.11 at initial time step
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Conclusion: From the discussion in 3.4.1, 3.4.2 and observations derived from fig.

4.13, fig.4.14 it can be concluded that

1) when effective height of input porous wave (i.e. amplitude of the wave - φ0)

is decreased the amplitudes of segregation velocity profile, compaction rate profile

and ∇ξ profile also decrease irrespective of the fact that whether amplitude of the

input gaussian wave is reduced or the value of φ0 is increased.

2) When amplitude of input porous profile is reduced i.e. when effective height is

reduced from the top, the phase velocity of porous profile decreases (fig.4.12) but

when background porosity increases i.e. when effective height of input porous profile

is reduced from bottom, velocity of porous wave increases (fig. 4.12). In the first

case of reducing amplitude of input porous wave doesn’t change the compaction

length but in the later case the compaction length is changed due to change of

value of φ0. Therefore, its the parameter compaction length δ which is responsible

for dual characteristics of porous wave velocity whereas in both the cases, effective

height of input porous profiles are reduced.

3) Although the porosity has a finite background value at the boundary, the matrix

and fluid velocities or the segregation velocity is zero near the boundary and the

reason for that is the boundary condition imposed here which says that the veloci-

ties are zero at the boundary.

4) Phase velocity of porous wave increases with its increased width (fig.4.12). One

must notice that similar correlation between increment of phase velocity and incre-

ment of background porosity, increment of width, increment of amplitude for the

case of solitary wave but the ratio of increment of phase velocity and increment

of other parameters are not necessarily same with that of a normal Gaussian. For

example, in fig. 4.12 we see that phase velocity of porous wave almost doubles

when its width is doubled keeping its amplitude fixed. But for two solitary waves

whose amplitudes are same but one of them has double width compare to other has

a velocity almost 3.5 times higher than the other [Richard et al., 2012].

5) The right hand side figure of fig. 4.12 is also comparable with the solitary wave

behavior regarding the relation between its speed and its amplitude as discussed

in[Richard et al., 2012]. Because, as soon as dimensional wave’s amplitude increases,

from 0.05 to 0.11, its corresponding non dimensional solitary wave has an amplitude

of 11 and 5 respectively and according to equations given in [Richard et al., 2012]

one can calculate that the speed of the solitary wave having amplitude 11 is almost

1.2 times its speed when its amplitude is 5 and the similar behavior we observe for

the Gaussian in figure (b) of fig. 4.12. The step like shape instead of a linear one

as seen in figure (b) of fig. 4.12, is mainly due to numerical which can be justified

by comparing this figure with fig.3.5.
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4.1.3 Effect of variation of compaction length

Solitary wave’s wavelength has been observed as 30-40 compaction length wide

[Barcilon and Lovera, 1989; Barcilon and Richter, 1986; Scott and Stevenson, 1984,

1986a; Simpson and Spiegelman, 2011]. Therefore the motivation of this test by

changing the compaction length is to observe the wave propagation characteris-

tics when their wavelength are narrower, broader or closer compare to that of an

equivalent solitary wave. A change of compaction length is made in such a way

that changing the value of 3 parameters i.e. the permeability constant k0, matrix

viscosity ηm, background porosity φ0 result in a same compaction length which is

approximately 100 m. This is executed by 1) changing matrix viscosity ηm, 2) by

changing value of permeability constant k0 and 3) by changing background porosity

φ0. The numerical tests which are discussed in 4.4.1 and 4.4.2, matrix viscosity

ηm = 1018Pa.S, φ0 = 0.01 (in 3.4.1) and k0 = 10−10m2 were used. Therefore,

1) in first step, we make ηm = 1017Pa.S, 2) in second step changing permeability

constant k0 value from 10−10m2 to 10−11m2 keeping old values of φ0, ηm same and

3) in third step changing the background porosity φ0 to 0.001 keeping the old ηm,

k0 same. Hence, in all the three cases, compaction length δ is equal to 100 m. By

doing so, for the first test discussed in 3.4.1, i.e. for 3.5 km wide gaussian as an

input of porous wave, we now have around 35 compaction lengths through out the

Gaussian’s wavelength. Then we observe that in any of these three cases, the fluid

velocity profile at initial time step doesn’t produce any double maxima (cf. fig.4.14)

unlike fig.4.1.
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(a) Porosity (φ) at 10−6 Ma

(b) Fluid velocity (Vfz) profile at 10−6 Ma
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(c) Matrix velocity (Vmz) profile at 10−6 Ma

(d) ξ profile at 10−6 Ma

Fig. 4.14: (a) φ profile for different φ0, k0, ηm respectively when input porous wave
having width 3.5 km and amplitude 0.11 at initial time step (b) Vfz profile for
different φ0, k0, ηm respectively when input porous wave having width 3.5 km and
amplitude 0.11 at initial time step (c) Vmz profile for different φ0, k0, ηm respectively
when input porous wave having width 3.5 km and amplitude 0.11 at initial time
step (d) ξ profile for different φ0, k0, ηm respectively when input porous wave having
width 3.5 km and amplitude 0.11 at initial time step

Observations: In the first two cases, the dimensionless numbers controlling the

physics are the same when φ0 = 0.01 were used and together they constructed

same melt retention number scaled with k0. But the 3rd case where φ0 = 0.001 is

used, is physically different. The curve shapes are not similar as can be seen be
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the flat maximum on the Vf profile or the segregation profile (cf fig.4.14, fig.4.16).

Magnitude of amplitude of both fluid and matrix velocity profiles are highest when

matrix viscosity ηm is lowest i.e. 1017 Pa s and these amplitudes are lowest when

permeability constant k0 is lowest i.e. 10−10m2.

(e) ∇ξ at 10−6 Ma

(f) ∇.Vm profile at 10−6 Ma

Fig. 4.15: (a) Flux due to matrix compaction (∇ξ) profile for different φ0, k0,
ηm respectively when input porous wave having width 3.5 km and amplitude 0.11
at initial time step (b) Compaction rate (∇.Vm) profile for different φ0, k0, ηm
respectively when input porous wave having width 3.5 km and amplitude 0.11 at
initial time step
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Fig. 4.16: Initial segregation velocity (Vfz − Vmz) profile when input Gaussian has
a width of 3.5 km and amplitude = 0.11.

The porosity wave propagation nature is different for compaction lengths 300 m

and 100 m. (cf. fig 4.17 ). For larger compaction length, the Gaussian wave of

wavelength 7 km or 10 km, increases its amplitude creating a solitary wave train

and at the same time it becomes narrower compare to its original shape after a

certain time interval. Both the 7 km and 14 km wide Gaussian never drops down

its background porosity during their time propagation. But the Gaussian having

wavelength 3.5 km becomes wider , decreases its amplitude and also it goes below

the background porosity after a certain time interval. For the smaller compaction

length i.e. when the compaction length is 100 m the 3.5 km wide wave behaves in

the same way like the 7 km and 14 km wide Gaussians for the case when compaction

length δ = 300 m was used.
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(a)

(b)

Fig. 4.17: (a) time propagation of porosity wave when δ = 100m (b) time propaga-
tion of porosity wave when δ = 300m

The possible physical explanation for this different characteristics of different width

waves is, when the wave is too narrow compare to its equivalent solitary wave the

compaction pressure distribution is asymmetric. Therefore, it is not synchronized

with buoyancy of the two phase flow and so the fluid has a tendency to flow down-

wards whereas part of that fluid moves upward with higher amplitude and this

way the depression occurs in fluid velocity profile cf fig. 4.1. In δ = 300m case,

the equivalent solitary wave i.e. the solitary wave which has the same dimensional



4.2 1D numerical experiments with periodic boundary condition 85

amplitude and φ0 as it is for the Gaussian input , has wavelength of 34 compaction

length which is approximately 10.2 km. As the 3.5 km Gaussian is too narrow

compare to its equivalent solitary wave the fluid velocity’s depression phenomenon

as discussed earlier, occurs. In this case, at the same time due to the asymmetric

pressure distribution, two regions of pressure are created in the porous wave profile.

The region of overpressure widens the wave and the region of underpressure wants

to suck melt inside but due to fixed boundary condition background melt velocity

is forced to be zero and hence porosity accumulates the required melt from its sur-

rounding which is the reason why after a certain time interval at some part of the

profile porosity goes below the background porosity. This phenomena doesn’t occur

with 7km or 10 km wide wave because they were closer in wavelengths compare to

their equivalent solitary wave. Same situation appears for 3.5 km wide Gaussian

in the later case i.e. when δ = 100m. In this case its equivalent solitary wave has

a width of 37 compaction lengths i.e. the wave is 3.7 km wide and 3.5 km wide

Gaussian is very close to that which is why neither the depression phenomena of

fluid velocity profile nor the tendency of porous wave going below its background

porosity at some part of the profile after certain time interval is observed.

Remarks: For segregation velocity and compaction rate, magnitude of their re-

spective amplitude is highest when matrix viscosity ηm is lowest i.e. 1017 Pa.S and

the same are lowest when permeability constant k0 is lowest i.e. 10−11m2. But ∇ξ is

more controlled by effective height of input porous wave (i.e. actual amplitude-φ0)

it seems as magnitude of its amplitude is highest when φ0 is lowest i.e. the effective

height of input porous wave is highest.

4.2 1D numerical experiments with periodic bound-

ary condition

According to the boundary conditions discussed in 3.1.2.2. we execute the following

numerical experiments in 1D. For this experiment we use gaussian curve of width

7 km as an initial input for porosity and the background porosity φ0 = 0.01 and

φ0 = 0.03 respectively in order to get an insight of effect of variation of background

porosity on porosity, fluid and matrix velocity and ξ profiles since changing φ0

causes change in compaction length as discussed in 3.4.3. The observations of this

experiment are given in the table 4.4.
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φ0
width of wave
(km)

amplitude
of wave

observations

0.01 7 (cf. Fig.4.18) 0.11

It is observed that increase of value of φ0

leads to the uplift of magnitude of bound-
ary values of φ, Vfz , Vmz and ξ profiles. It
must be noted that the boundary values of
velocity profiles are non zero because of hav-
ing different boundary conditions. A double
maxima is observed for fluid velocity profile
when φ0 = 0.03

0.03 7 (cf. Fig.4.18) 0.11

Table 4.4: observations under periodic boundary conditions when the background
porosity φ0 of input porous wave having width 7 km and an amplitude 0.11, is
varied

Discussion: The initial parameters which are used to produce left column of

fig.4.18 make the compaction length δ ∼ 300 m. Changing φ0 from 0.01 to 0.03

increases the compaction length. For φ0 = 0.03 with remaining parameters same,

doesn’t produce any double maxima for fluid velocity profile under fixed boundary

condition when the same gaussian was used as an input. Therefore, from the dis-

cussion in 3.4.3, it seems that under periodic boundary conditions, more number

of compaction lengths are required throughout the width of the input wave in case

of periodic boundary conditions compare to fixed boundary condition. That’s why

no double maxima is observed for φ0 = 0.03 in fig.4.19 when width of initial in-

put is doubled i.e. 14 km so that there are enough number of compaction lengths

throughout the width of initial porous wave. If we compare fig.4.14 and fig. 4.20,

we will see that all the profiles have similar characteristics with increment of φ0

except the boundary values due to having different boundary conditions. Effective

height of segregation velocity (i.e. actual amplitude-background value) decreases

in both the figures with the decrease of effective height (amplitude - φ0) of input

porous wave.
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(a) (b)

(c) (d)

Fig. 4.18: Initial profiles of (a) Porosity for φ0 = 0.01, (b) Porosity for φ0 = 0.03,
(c) Fluid velocity for φ0 = 0.01 and (d) Fluid velocity for φ0 = 0.03 under periodic
boundary condition.
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(e) (f)

(g) (h)

Fig. 4.18: Initial profiles of (a) Matrix velocity for φ0 = 0.01, (b) Matrix velocity
for φ0 = 0.03, (c) ξ for φ0 = 0.01 and (d) ξ for φ0 = 0.03 under periodic boundary
condition.

Fig. 4.19: Initial segregation velocity (Vfz − Vmz) profile at initial time step un-
der periodic boundary condition when input Gaussian has a width of 14 km and
amplitude = 0.11.
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(a) ∇ξ at 10−6 for varying φ0

(b) compaction rate (∇.Vm) profile at 10−6 Ma for varying φ0

Fig. 4.20: (a) ∇ξ profile for different φ0 (i.e. 0.01, 0.03 and 0.05 respectively) of
input porous wave having width 14 km and amplitude 0.11 at initial time step (b)
∇.Vm profile for varying φ0 (i.e. 0.01, 0.03 and 0.05 respectively) of input porous
wave having width 14 km and amplitude 0.11 at initial time step under periodic
boundary conditions

Remarks: We do not imply direct solver method while solving for periodic bound-

ary condition as change of boundary condition needs a change in the matrix for ξ

which is a bit cumbersome.

In order to show how under periodic boundary condition porosity, matrix velocity

and fluid velocity profiles propagate with time leaving the right side boundary of
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the model box and re-entering from the left side boundary of the model box fig.

4.20 is presented.
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(a) Time propagations of porous wave

(b) Time propagation of velocity of fluid
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(c) Time propagation of velocity of matrix

Fig. 4.20: (a) Propagations of Porosity, (b) Velocity of Matrix and (c) Velocity of
Fluid under periodic boundary condition along z direction. Here the input porous
wave having background porosity as 0.01, is a gaussian of amplitude 0.11 and width
7 km.

In this figure we see that the porous wave almost travels like a solitary wave which

preserves its shape while propagates with time until and unless confronting with

another wave. We also observe that, time propagation of porous wave under a

certain range of compaction length (100-300 m) , creates a wave train each of

which travels like a solitary wave at a later time step indicating that the governing

equations have a solution which is a solitary wave [Barcilon and Lovera, 1989;

Barcilon and Richter, 1986; Scott and Stevenson, 1984; Spiegelman, 1993a,b]. The

solution of this solitary wave (1D) when the two phase mixture effective bulk and

shear viscosity are functions of porosity, will be discussed in the next chapter.



Chapter 5

Solitary Wave and More

5.1 Introduction

The mathematical formulation of the two-phase theory for compaction, which im-

plicitly accounts for a porosity dependent effective (bulk) viscosity of the two-phase

mixture is investigated to better understand the process of geofluid (melt, water)

migration in the earths mantle. Following previous studies [Barcilon and Lovera,

1989; Barcilon and Richter, 1986; Scott and Stevenson, 1984; Simpson and Spiegel-

man, 2011; Spiegelman, 1993a,b], a solitary wave’s semi-analytical 1D solution is

presented in our paper [Richard et al., 2012]. To understand differences of char-

acteristics, a comparison of the properties of these waves with the waves produced

in a two-phase mixture with constant effective (bulk) viscosity is presented. It has

been observed that the solitary waves which are observed in a medium whose ef-

fective bulk viscosity is porosity dependent, are steeper (cf fig.5.1) compare to that

of constant effective bulk viscosity medium and their speed decreases as an inverse

function of the background porosity. These phenomena may be a significant tool to

interpret the geochemistry and morphology of melt-related processes. Additionally,

this analytical solution is used in our code PERCOL2D and also in FDCON for

numerical benchmarking (1D) of PERCOL2D.

In McKenzies mathematical model [McKenzie, 1984], a concept of the effective ma-

trix shear and bulk viscosity i.e. viscosities that physically depend of the shape and

volume fraction of pores[McKenzie, 1984; Richter and McKenzie, 1984; Simpson

and Spiegelman, 2011; Simpson et al., 2010a,b], have been introduced. Previously

for the sake of simplicity,assuming a constant background porosity and a bulk vis-

cosity independent of porosity, an analytical solution of solitary wave have been

93
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found in [Nakayama and Mason, 1999; Scott and Stevenson, 1984; Takahashi et al.,

1990; Takahashi and Satsuma, 1988]. Also under this assumption, the shape of

solitary-waves and their properties have been computed numerically in different ge-

ometrical settings viz in 1D [Barcilon and Richter, 1986], in 2D and 3D [Barcilon

and Lovera, 1989; Spiegelman, 1993a; Wiggins and Spiegelman, 1995]. In all these

studies, expressions for the dispersion relation i.e. speed of the wave as a function

of its amplitude and the instability of 1D and 2D-solitary waves in higher dimen-

sions have been highlighted. In [Simpson and Spiegelman, 2011] the solitary wave

solution (in 1D, 2D and 3D) is given with an approximation of small background

porosity in a porosity dependent bulk viscosity settings but the 1D solitary wave

solution which is going to be discussed in subsequent sections, is not having the

approximation of small background porosity and the effect of higher background

porosity is visible in the wave shape (cf. fig.5.1). Since the background poros-

ity changes the compaction length (as discussed in 4.1.3), the original dynamics of

porous wave obtained from two phase flow settings, changes accordingly ( read 4.1.3

for more detail). So, in other words, the small background porosity approximation

doesn’t explain fully the porous wave dynamics.

5.2 Mathematical Formulations

The governing equations we use, are taken from section 2.1. From 2.1, one can see

that, in this formulation effective matrix bulk viscosity is not introduced explicitly.

Therefore, If ηm(1−φ) is replaced by η and ηm(1−φ)
φ

is replaced by ξ then under the

assumption of negligible surface tension, large dirrefence of viscosity between two

phases (i.e. ηf << ηm), small porosity approximation (i.e φ << 1), this formulation

(proposed by [Bercovici et al., 2001]) is equivalent to that of [McKenzie, 1984].

Multiplying eq. 2.1.3 by φ(φ − 1) and eq. 2.1.4 by (1 − φ), we sum them up.

Then using eq. 2.1.1 under the assumption of Γ = 0, one can obtain the equation
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5.2.1.

− ηfφδv

k(φ)
+ (1− φ)δρg − (1− φ)∇Pm +∇.[(1− φ)ηm{∇Vm +∇V t

m}

+∇[(
1

φ
− 2

3
)(1− φ)ηm∇.Vm] = 0 (5.2.1)

Since in 1D, in Lagrangian co-ordinate system velocity of center of mass is zero, i.e.

φδv = Vm, eq. 5.2.1 reduces to:

−ηfVmz − k(φ)(1− φ)δρg + k(φ)
∂

∂z
[(

1

φ
+

4

3
)(1− φ)ηm

∂Vmz
∂z

] = 0 (5.2.2)

A non dimensionalisation of porosity, permeability, velocities of fluid and solid

phase, length-scale and time is introduced using the background values of the poros-

ity, the permeability, the Darcy velocity, the compaction length and the compaction

time respectively.

φ = φ0φ
′

k(φ) = k(φ0)φ′n

(Vmz, Vfz) = k(φ0)
ηf

(1− φ0)δρg(V ′mz, V
′
fz)

z =
√

k(φ0)ηm
φ0ηf

z′

t = 1
(1−φ0)δρg

√
ηmηf
k(φ0)φ0

t′

Lastly, dropping the primes, the 1D eq.5.2.3 can be derived from eq.5.2.2.

−Vm
φn
− 1− φ0φ

1− φ0

+
∂

∂z
[(

1

φ
+

4φ0

3
)(1− φφ0)

∂Vm
∂z

] = 0 (5.2.3)

Also eq. 2.1.1 under the assumption of Γ = 0, now can be written as,

−φ0
∂φ

∂t
=

∂

∂z
(1− φφ0)Vm (5.2.4)

eq.5.2.3 and eq.5.2.4 are similar to [Barcilon and Richter, 1986] except the fact that

η and ξ are constant.

In order to find out the 1D solitary wave solution, we use the ansatz y = z − ct

for 1D forward propagating wave where c is the speed of solitary wave and t is the
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variable denoting time. Then we search for solution for φ(z, t) and Vm(z, t) of the

form f(y) and g(y) respectively (i.e. φ(z, t) = f(y) and Vm(z, t) = g(y)). Hence the

eq.5.2.3 and eq.5.2.4 are reduced to the form

− g

fn
− 1− φ0f

1− φ0

+
d

dy
[(

1

f
+

4φ0

3
)(1− φ0f)g′] = 0 (5.2.5)

and

−φ0cf
′ = [(1− φ0f)g]′ (5.2.6)

respectively. Here ′ denotes the derivative w.r.t ’y’. Now f → 1 and g → −1 when

y →∞. Therefore integrating eq. 5.2.6 within the range ∞ to y, it can be derived

that,

g = −φ0c(f − 1) + (1− φ0)

(1− φ0f)
(5.2.7)

Similarly, from eq.5.2.5 and 5.2.7 it can be derived that,

φ0c(f − 1) + (1− φ0)

(1− φ0f)fn
− 1− φ0f

1− φ0

− φ0(c+ 1)(1− φ0)
d

dy
[(

1

f
+

4φ0

3
)

f ′

1− φ0f
] = 0

(5.2.8)

We know that, for any variable X which is a function of f and y, dX
dy

= f ′ dX
df

. We

assume X = ( 1
f

+ 4φ0
3

) f ′

1−φ0f . Also, keeping in mind that 2X dX
df

= dX2

df
, eq.5.2.9 can

be derived from eq.5.2.8.

φ0c(f − 1) + (1− φ0)

(1− φ0f)fn
− 1− φ0f

1− φ0

− φ0(c+ 1)(1− φ0)(1− φ0f)

2( 1
f

+ 4φ0
3

)

d

df
[
( 1
f

+ 4φ0
3

)2p2

(1− φ0f)2
] = 0

(5.2.9)

where p = f ′. Integrating eq.5.2.9 we have,

( 1
f

+ 4φ0
3

)2p2

(1− φ0f)2
=

2φ0(c− C(f, φ0, n))

(c+ 1)(1− φ0)

∫ f

1

( 1
φ0x

+ 4
3
)(x− 1)

(1− φ0x)2xn
dx (5.2.10)

where

C(f, φ0, n) =

ln(f)
φ0(1−φ0)

+ 4(f−1)
3(1−φ0)

− (1− φ0)
∫ f

1

1
φ0x

+ 4
3

(1−φ0x)2xn
dx

φ0

∫ f
1

( 1
φ0x

+ 4
3

)(x−1)

(1−φ0x)2xn
dx

(5.2.11)
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At the point of maxima i.e. when f = Amax, p = f ′ = 0. Hence, from eq.5.2.10,

one can follow that the wave speed c has to satisfy the eq.5.2.12

c = C(Amax, φ0, n) (5.2.12)

Since, f ′ = df
dy

= p(f, Amax, φ0, n), the shape of the solitary wave centered at y = 0

can be obtained by the eq.5.2.13 which is derived using eq.5.2.10

y = −
∫ Amax

f

1

p(x,Amax, φ0, n)
dx (5.2.13)

where

p(f, Amax, φ0, n) =

√
2φ0(C(Amax, φ0, n)− C(f, φ0, n))

(C(Amax, φ0, n) + 1)(1− φ0)

1− φ0f
1
f

+ 4φ0
3

×

√∫ f

1

( 1
f

+ 4φ0
3

)(x− 1)

(1− φ0x)2xn
dx (5.2.14)

Since p vanishes when x = Amax, to deal with the point of singularity in eq.5.2.13,

the integral is split up around the point x = Amax. The integration is executed

through the ranges x = f to x = Amax − ε and x = Amax − ε to x = Amax

respectively where ε chosen to be a very small number approaches to 0. Hence, we

have,

y = −[

∫ Amax−ε

f

1

p(x,Amax, φ0, n)
dx+

∫ Amax

Amax−ε

1

p(x,Amax, φ0, n)
dx] (5.2.15)

Using Taylor’s series expansion for p2 around the point x = Amax, we have,

p2(x,Amax, φ0, n) = 2κ(x− Amax), where

κ =
1

2

∂p2

∂f

∣∣∣∣
f=Amax

= − φ0(1− φ0Amax)
2

(C(Amax, φ0, n) + 1)(1− φ0)( 1
Amax

+ 4φ0
3

)2
(5.2.16)

d

df
C(f, φ0, n)|f=Amax ×

∫ f

1

( 1
f

+ 4φ0
3

)(x− 1)

(1− φ0x)2xn
dx
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Here κ denotes the curvature of the wave profile at its point of maxima.

Therefore, eq.5.2.15 yields:

y = −[

∫ Amax−ε

f

1

p(x,Amax, φ0, n)
dx+

√
2ε

|κ|
] (5.2.17)

5.2.1 A step by step algorithm for obtaining the solitary

wave solution

A fortran code (SWG) is constructed to generate the solitary following the algorithm

given below:

1. Values of φ0 and n need to be selected.

2. Tabulate C(f, φ0, n) for f ∈ [1, 1
φ0

]

3. Values of f and C should be recorded as fmax and Cmax respectively where
dC
df

= 0.

4. Now Amax should be chosen from [1, fmax].

5. Read C(Amax, φ0, n).

6. Compute p(x,Amax, φ0, n) for x ∈ [1, Amax].

7. To find f i.e. the shape of the wave, the equation f ′ = df
dy

= p(f, Amax, φ0, n)

needs to be solved. In order to do that a 4th order Runge-Kutta method is then to

be used with the value of f at distance ε(= 103) away from the point of maxima

as initial value (f(ymax + ε) = f(ymax + ε2

2!
f ′′(ymax) + o(ε3) ∼ Amax + ε2

2!
κ). In our

model 8000 grid points are used to discretize each profile displayed in fig.5.1.

Assuming n=3, for φ0 = 0.01 and φ0 = 0.05, following the previous algorithm

fig. 5.1 is obtained. In this figure the similar results obtained from [Barcilon and

Richter, 1986] assuming constant viscosity also presented in order to compare results

between [Barcilon and Richter, 1986] and the one from our code.
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Fig. 5.1: Solitary wave profile having amplitude 10 (n=3) and background porosity
φ0 = 0.01 (thin line) and φ0 = 0.05 (bold line) respectively. The corresponding
figures assuming constant viscosity also presented from [Barcilon and Richter, 1986]
in thin dashed line and bold dashed line respectively for φ0 = 0.01 and φ0 = 0.05
respectively.

Remarks: From the fig.5.1 it is observed that,

1) The solitary wave is wider for constant viscosity case.

2) The solitary wave is wider for higher background porosity.

5.2.2 Low background porosity approximation

We consider the case when φ0 << 1 i.e. (1− φ0f) ' 1. In this case ananalogue of

eq.5.2.11 would be
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φ0C(Amax, φ0 << 1, n) = n(n− 1)
ln(Amax) + 1

nAnmax
− 1

n

1− n
An−1
max

+ n−1
Anmax

(5.2.18)

Upon re - dimensionalization of the variables, eq.5.2.18 is identical to the one given

in [Nakayama and Mason, 1992; Scott and Stevenson, 1984] for an effective viscosity

which is inversely proportional to φ.

While comparing this result with the relation φ0c = 2Amax + 1 derived by [Barcilon

and Richter, 1986] assuming constant effective bulk and shear viscosities, for n=3,

significant deviation due to φ dependency of viscosities is observed. The wave speed

scaled by the background porosity has not only a non linear characteristics while

plotted against Amax but also is much smaller than that of [Barcilon and Richter,

1986] when the amplitude of the wave is more than two times the background

porosity. The wave speed scaled by φ0 is almost two times smaller than that of

constant viscosity case when the amplitude of the wave is of a magnitude higher

than its background porosity (cf. fig. 5.2).

This variance of wave speed is mainly due to the non linearity of the wave speed

with the increment of Amax which also causes wave steepening (cf. fig.5.1). As

a consequence, it can be concluded that solitary wave formed in a φ dependent

viscous system, transports less fluid and also has a smaller velocity than the wave

formed in constant viscous system.
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Fig. 5.2: Solitary wave speed scaled by the background porosity φ0 profile against
varying amplitude and n=3 where background porosity φ0 << 1 (solid line). The
corresponding figure assuming constant viscosity also presented from [Barcilon and
Richter, 1986] which is in dashed line. Figure courtesy [Richard et al., 2012]

The parameter value of n is set to 2 or 3 as a good approximation for permeabilities.

n = 2 represents a melt network of tubular (i.e. long cylinders) shape along the

three adjacent grain edges and n = 3 represents a connected disk-shaped inclusion.

For small porosity, disk-shaped inclusions are more likely and so n = 3 was chosen

for the comparisons (cf. fig.5.2).

The similar comparison can be studied for n=2, by comparing the results obtained

from [Michaut et al., 2009] and our code[Richard et al., 2012] respectively.
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5.3 1D solitary wave characteristics

In 4.1.1 and 4.1.2 it has been discussed that how the change of effective height

of the input gaussian (amplitude of the wave-the background value of the wave)

influences the wave’s phase velocity. Here we execute the similar experiment for

Solitary wave’s velocity i.e. the behavior of the solitary wave is observed in two

steps: 1) by changing the amplitude of the wave and 2) by changing the background

porosity.

5.3.1 Effect of variation of background porosity

The characteristics of solitary wave speed with the change of background porosity

φ0 is illustrated in fig.5.3. It is observed that increment of φ0 causes a slower prop-

agation of wave. i.e. solitary wave speed c decreases as soon as the background

porosity φ0 increases.

For a given amplitude, the decrease of wave speed is approximately of order 1
φ0

(cf. fig.5.3) . As soon as the dimensional amplitude of the wave i.e. φ0Amax = 1,

the wave speed drops down to zero (cf. fig.5.3) since in this case only one phase

exists which causes the wave to stop propagating. The effective viscosity of the

background (i.e. the region of solid matrix phase) controls the speed of the wave.

When φ0 increases this viscosity decrease which causes the faster propagation of

wave.

It may seem that this result is different than the case of Gaussian as discussed

in chapter 4. Keeping in mind the difference of dimensional and non dimensional

setting in chapter 4 and in the present one, following the discussion in [Richard

et al., 2012], it can be understood that how upon re-dimensionalisation of vari-

ables changes the relationship between phase velocity of Gaussian with increasing

porosity.
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Fig. 5.3: Non-dimensional speed (c) of solitary wave as a function of its back-
ground porosity for different maximum non-dimensional amplitudes (Amax) using
logarithmic scales. The permeability exponent n = 3. The speed c is decreasing
with increasing background porosity φ0 approximately as an inverse function of φ0.
When the dimensional amplitude i.e φ0Amax = 1, the speed goes to zero. Figure
courtesy [Richard et al., 2012]

According to eq.5.2.12 the phase velocity c is also a function of the maximum

amplitude of the wave i.e. Amax. The larger the amplitude is, the larger is the

solitary wave speed c (cf. fig.5.4). Since, effective viscosity of the two-phase mixture

is inversely proportional to the porosity, the wave speed c has an upper bound. The

solitary wave speed c profile is non linear w.r.t the wave’s maximum amplitude

Amax. When the dimensional amplitude of the wave i.e. φ0Amax approaches to 1

i.e. when there is almost no existence of solid matrix phase, the speed c drops down

to zero. This threshold value of Amax depends on the value of background porosity

φ0. For small background porosity viz φ0 = 0.01, such value of Amax is controlled

by φ0Amax = 0.95 and for large background porosity viz. φ0 = 0.1 the controlling

equation for maximum limit of Amax is φ0Amax = 0.075.



104 Solitary Wave and More

Fig. 5.4: Solitary wave speed c, scaled by φ0 vs. the wave’s maximum dimensional
amplitude φ0Amax for different background porosities (i.e. for φ0 = 0.01, φ0 = 0.05
and φ0 = 0.1 when n=3. Figure courtesy [Richard et al., 2012]

Remarks:

To find the semi analytical solution which resembles with solitary wave solution, of

the system of equations proposed by [Bercovici et al., 2001], the same methodology

has been followed as that of [Barcilon and Richter, 1986]. The difference between the

results presented by [Rabinowicz et al., 2002; Scott and Stevenson, 1984; Simpson

and Spiegelman, 2011] and [Richard et al., 2012] is that, no prior approximations

are made about background porosity φ0. The effect of porosity dependent effective

viscosity of solid phase on the shape and speed of a solitary wave has been distin-

guished this study from [Barcilon and Richter, 1986; Scott and Stevenson, 1984].

There are two significant points to be summarized in this study.

1) The solitary wave traveling in a medium whose effective viscosity is inversely
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proportional with porosity, is sharper and slower than the one traveling in a con-

stant viscous medium.

2) For a given amplitude over background porosity ratio, the non-dimensional speed

of a wave traveling in a medium having large background porosity, is smaller than

the one traveling in a medium having small background porosity. The sharpening

of the wave propagating through a porosity dependent viscous medium, relative to

the one traveling in a medium having constant effective viscosity is proportionally

smaller.

5.4 Benchmarking of 1D solution

The solitary wave solution obtained from the code SWG, is used as an initial input

in PERCOL2D and in FDCON. Then the propagation of the wave in both the codes

PERCOL2D and FDCON are observed. In both the figures the wave propagates

preserving its shape almost at the same time steps (cf. fig.5.4).
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(b)

Fig. 5.4: (a) propagation of φ profile using FDCON with initial input of solitary
wave solution obtained from SWG having φ0 = 0.01 and amplitude 0.1 at initial
time step. (b) propagation of φ profile using PERCOL2D with initial input of
solitary wave solution obtained from SWG having φ0 = 0.01 and amplitude 0.1 at
initial time step under fixed boundary conditions

The difference of propagation of solitary wave as obtained from SWG, FDCON and

PERCOL2D is within 1% relative error (cf. fig. 5.5)



5.4 Benchmarking of 1D solution 107

2 3 4 5 6 7 8 9 10
3

3.5

4

4.5

5

5.5

6

6.5

7
x 10

−3

Amplitude of the wave

φ 0c

Comparison of wave speed from various code

 

 

φ
0
c from SWG

φ
0
c from FDCON

φ
0
c from percol2D

Fig. 5.5: Solitary wave speed multiplied by background porosity (n=2) as a function
of non dimensional amplitude of the wave

Remarks: 1) The error shown in fig.5.5 is probably a numerical error due to the

resolution of the model. Numerous experiments show that number of grid points

per compaction length strongly influences the accuracy and convergence of the so-

lution (not shown here). Hence, a test with the improvement of resolution is needed

in order to check whether the accuracy is better than the present case.

2) The propagation and phase velocity comparison tests thus benchmarks PER-

COL2D together with FDCON using the solitary wave solution obtained from

SWG.

In the next chapter a detail study on the dynamics of porous wave, melt and solid

velocities and the subsequent comparisons with FDCON in order to benchmark the

code in 2D will be discussed.



Chapter 6

Comparison of 2D two phase flow

results obtained from two

different codes (PERCOL2D and

FDCON) and implementation of a

different viscosity formulations

6.1 Introduction

At low background viscosities, the melt extraction method is governed by either

melt transport in a compacting host rock or by the advective transport of melt

through a convective host rock. Therefore, the shear and compaction viscosity ra-

tio controls the fact that whether melt transport will be executed via compaction

waves (i.e. symmetrical or channel flow) [Aharonov et al., 1995; Hesse et al., 2011;

Hewitt, 2009; Kelemen et al., 1995a,b; Rabinowicz and Vigneresse, 2004; Spiegel-

man et al., 2001; Weatherley, 2012] or via convective diapirism which is nothing but

upwelling driven by the buoyancy of the locally accumulated melt [Bercovici and

108
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Ricard, 2003; Bercovici et al., 2001; Berkowitz and Ewing, 1998; Keller et al., 2013;

McKenzie, 1984; Scott and Stevenson, 1984, 1986a, 1989; Spiegelman, 1993a,b,c;

Šrámek et al., 2007].

The melt present at the inter-granular areas, are expected to form an interconnected

network, even at low porosity [McKenzie, 1984; Zhu et al., 2011]. Therefore the melt

is able to traverse through the porous solid matrix. Since melt has relatively lower

density than solid matrix, it will rise buoyantly. Hence, the separation of melt

from matrix causes matrix to compact in order to compensate the motion. To get

an insight of the melt migration process when melt percolates through a viscously

compacting porous matrix due to its buoyancy, we have set up a FORTRAN code

called PERCOL2D. This work establishes a melt migration model which requires

the theoretical knowledge of two phase flow through porous and viscously compact-

ing media using the governing equations proposed by [Bercovici et al., 2001]. The

mathematical formulations prescribed by [Bercovici et al., 2001] is different than

the formulation proposed by [McKenzie, 1984] in the sense that the presence of the

interfacial area between the two phases and thus the surface energy or interfacial

surface force is considered in [Bercovici et al., 2001] formulation which has not been

so in [McKenzie, 1984]. Due to inclusion of interfacial surface force, pressure dif-

ference (between two phase) term is non-zero even if surface tension is negligible

(in our model) as long as the two-phase medium is deforming. Also, the theory

proposed in [Bercovici et al., 2001], is more generalized than [McKenzie, 1984] ac-

cording to some physical point of view namely, ratio of viscosities of the two phases

is kept arbitrary so that one of the phases needs not to be much less viscous than

the other all the time. This choice of viscosity values makes the set of equations

invariant to the permutation of phases which is exploited in our model develop-

ment. Moreover, melting rate is a prescribed term in [McKenzie, 1984] whereas

it is presented as a coupling term with the deformation process of the two-phase

mixture. Although, melting or freezing is neglected in our model, in this way, it

is possible for us to study the effect of the dynamical deformation on the phase

change. But we need to restrict our focus to a univariant phase change which is not

the case in [McKenzie, 1984]. As a matter of simplicity to start with the numerical

experiments with PERCOL2D, source term and surface tension terms are assumed

to be zero. Hence, at present state our model is somewhat equivalent or similar to
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that of [McKenzie, 1984] which will be discussed later in this chapter by comparing

our results with the results obtained from FDCON which uses the Mckenzie formu-

lations [Schmeling, 2000]. Now when the source term is either zero or prescribed

then the energy equation is neglected and hence these studies become as kinematic

where the temperature has no role which is the reason that we do not deal with

any temperature issue and the energy equation itself at the moment.

6.2 Comparison of 2D two phase flow results ob-

tained from PERCOL2D and FDCON

6.2.1 equivalence of mathematical framework used by PER-

COL2D and FDCON

We consider in our model that both the matrix and fluid phases to be incompressible.

But In [McKenzie, 1984], matrix was considered as compressible macroscopically

(i.e. the intrinsic matrix material is incompressible) and the liquid phase was con-

sidered as an incompressible fluid with negligible viscosity compare to the matrix

viscosity.

It can be shown from [Šrámek, 2007] that mathematical framework of our model

and physical background can be comparable to [Schmeling, 2000]version although

[Schmeling, 2000] uses formulations proposed by [McKenzie, 1984]. In this 2D ver-

sion of benchmarking we keep all other parameters same as described in tab.4.1

excluding the number of grid points along horizontal and vertical direction i.e. nx

and nz which are now each 100.

All the other physical assumptions of 1D simulations as mentioned in chapter 3,

viz. negligible surface tension, zero source term etc. are same in 2D too. Also, the

notations of all other variables are kept same. Here only fixed boundary condition

can be used unlike the case in 1D where application of periodicity on boundary

condition is possible (ref. 3.1.2.2). It is because due to having more number of grid
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points together in vertical and horizontal directions, using BSOR solver is impossible

as it slows down the solution beyond the limitation and starts to oscillate as well.

The matrix required for using direct solver method in PERCOL2D was written only

considering the fixed boundary conditions. Writing another matrix for periodic

boundary condition was time consuming and therefore, here we will discuss about

the comparative results only under fixed boundary conditions.

Since the mathematical framework for PERCOL2D has already been discussed in

chapter 3, here the mathematical framework used for FDCON are given in brief and

thereafter they have been shown equivalent to the mathematical framework used

by PERCOL2D. For this comparison, we keep the assumptions of negligible surface

tension, zero source term everything same in FDCON formulations. The governing

equations used for FDCON are as follows:

1) Matrix mass conservation

∂(1− φ)

∂t
= −∇.(1− φ)Vm −

Γ̇

ρm
(6.2.1)

2) Fluid mass conservation

∂φ

∂t
= −∇.φVf +

Γ̇

ρf
(6.2.2)

3) Fluid momentum conservation equation

ηfφ

k(φ)
δv + ρfg −∇Pf = 0 (6.2.3)

4) Matrix momentum conservation equation

ρ̄g −∇P +∇.¯̄τ = 0 (6.2.4)

where ¯̄τ is the viscous stress tensor and ¯̄τ = ηs(∇Vm+∇V t
m)+(ηb− 2

3
ηs)

¯̄I∇.Vm and
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P is the dynamic pressure of fluid or matrix (i.e. P = Pf or Pm) as they are equal

because of the zero surface tension approximation at the interface of solid matrix

and fluid melt. Here ηs and ηb are effective shear and bulk viscosity of the matrix

which are of the form
ηs = ηm(1− φ)

ηb =
ηm(1− φ)

φ

(6.2.5)

respectively in PERCOL2D formulations.

Now eq. 2.1.1, 2.1.2, 2.1.3 and eq. 6.2.1, 6.2.2, 6.2.3 respectively are directly

comparable as they are exactly same in PERCOL2D and FDCON.

But eq. 2.1.4 and eq. 6.2.4 are not directly comparable in that way. Therefore a

brief derivation is required to prove the equivalence of eq. 2.1.4 and 6.2.4. In order

to do it first eq. 2.1.3 and eq. 2.1.4 are multiplied by φ and φ
1−φ respectively and

then added. The resultant equation is then

φ(1− φ)δρg− φ(1− φ)∇(δP ) + φ∇.[(1− φ) ¯̄τm]− ηf
φ2

k(φ)
δv + φδP∇φ = 0 (6.2.6)

Then dividing eq. 6.2.6 by φ and doing some simple arithmetic calculations one can

get

(1− φ)δρg −∇[(1− φ)δP ] +∇.[(1− φ) ¯̄τm]− ηf
φ

k(φ)
δv = 0 (6.2.7)

Since ηf � ηm, from eq. 2.1.5, eq. 2.1.1 and 6.2.5, it is possible to derive that

(1−φ)δP = −ηb∇.Vm. Putting this value of (1−φ)δP in eq. 6.2.7 and then adding

the equation with eq. 2.1.3 or with eq. 6.2.3 the equation ρ̄g +∇.¯̄τ −∇Pf = 0, can

be obtained which is exactly the same as eq. 6.2.4 since in FDCON formulations it

has been assumed that Pf = P .

It must be noted that despite of the difference of assumptions about δP in FDCON

and PERCOL2D (i.e. δP = 0 in FDCON and its non zero quantity in PERCOL2D),

use of different stress tensors in eq. 2.1.4 and 6.2.4 makes these formulations equiv-

alent to each other at the final level.
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The Helmhotz decomposition used in FDCON is of the form Vm = v1 + v2 where

v1 = ∇ × Ψ and v2 = ∇χ. Here Ψ is the stream function defined in the similar

way as it was defined for PERCOL2D in chapter 3 and χ is the velocity potential

for the irrotational part of the flow. If this decomposition is compared with the

decomposition used in PERCOL2D, it can be seen that ∇χ = φ2∇ξ.
Therefore, ∂χ

∂x
= φ2 ∂ξ

∂x
and ∂χ

∂z
= φ2 ∂ξ

∂z

Since at the present scenario, the temperature and energy equations are not under

consideration of PERCOL2D, the resulting dimensional 2D flow equation neglect-

ing energy and temperature equations and considering full compaction as used in

FDCON is:

G[ηsGψ] + 4
∂2

∂x∂z
[ηs(

∂2ψ

∂x∂z
)] = δρg

∂φ

∂x
− 2

∂2

∂x∂z
[ηsGχ] + 2G[ηs

∂2

∂x∂z
(χ)] (6.2.8)

, where G ≡ ∂2

∂x2
− ∂2

∂z2

Now using the fact ∂χ
∂x

= φ2 ∂ξ
∂x

, ∂χ
∂z

= φ2 ∂ξ
∂z

and substituting the value of ηs with

ηm(1 − φ), eq. 2.3.4 can be obtained from eq.6.2.8. Hence the decomposition

used in FDCON [Schmeling, 2000; Šrámek, 2007] and the decomposition used in

PERCOL2D are proved to be equivalent formulations.

To start with the benchmarking process, the assumption of θ = ξ kept unchanged

while changing the code settings from 1D to 2D for the code PERCOL2D. The idea

is to increase the computational complications while converting the code from 1D

to 2D step by step. Although its not physical since v̄ no more has the value zero in

2D unlike the case in 1D. The intention of keeping this simplification is to test that

how this over simplification effects the physical results of PERCOL2D from that

of FDCON in 2D as FDCON doesn’t use this oversimplification. If the deviation

is within the range of 15 − 20%, then the complications of calculating θ can be

avoided in some cases. But if its not, then we come to the conclusion that the idea

of keeping this over simplification in 2D is neither physical nor computationally

effective.
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6.2.2 Comparison of 2D results obtained from FDCON and

PERCOL2D

A Gaussian of amplitude 0.05 whose maximum cross sectional radius is 7 km and

having a background value of 0.01 has been chosen for the initial input of porous

wave in PERCOL2D and FDCON for the required comparison.Solitary wave’s wave-

length has been observed as a summation of 30-40 compaction lengths [Barcilon and

Lovera, 1989; Barcilon and Richter, 1986; Richard et al., 2012; Scott and Steven-

son, 1984, 1986a; Simpson and Spiegelman, 2011]. This observation is based on 1D

results although. As discussed in chapter 4, we have compaction length δ = 300

m which means the possible range of width of an equivalent solitary wave is sup-

posed to be from 9 - 12 km. Also from fig.4.20(a) we have seen that the Gaussian

of width 7 km propagates almost like a soliton though its amplitude is different

i.e. 0.11. So, as a possible approximation to a solitary wave like profile, we have

chosen the Gaussian of amplitude 0.05 and of width 7 km as an initial input of

porosity in PERCOL2D and FDCON. The profiles of porosity φ, stream function

ψ, the horizontal vertical segregation velocity (Vfx− Vmx) and the vertical segrega-

tion velocity (Vmz − Vfz) are presented hereafter, obtained from PERCOL2D and

FDCON at the initial time step, at the time step when they travel halfway the

model box and at the time step when they reach near the boundary. The time

step is calculated using the Courant number as 0.1 in both the code PERCOL2D

and in FDCON. This courant number is a necessary condition which is required to

guarantee convergence process of time iterative scheme for solving certain partial

differential equation [Courant et al., 1928]. The results from PERCOL2D are pre-

sented in non dimensional scaling although the code is a dimensional one, so that

the results can be easy to compare with those of FDCON. In order to do that the

non dimensionalisation of the variables are executed following the non dimension-

alisation formulations provided in [Schmeling, 2000] which are as follows:

spatial variable x=hx’,

velocity u = κ
h
u′,

time t = h2

κ
t′,

matrix viscosity η = ηmη
′ and
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matrix density ρ = ρmρ
′ , where h denotes the height of the model box, value of

thermal diffusivity κ is taken as 10−6m2/s, ηm and ρm are taken from table 4.1

An observation is made on the displacement of porous profile along the vertical

direction of non dimensional model box from fig.6.1(a), (c), (e). Thus speed of

the porous wave, obtained from FDCON is 3.9× 10−9 m/s (which is in quite good

agreement with fig.4.12 (b)) and the speed of the porous wave obtained from PER-

COL2D (by similar observation from fig. .6.1(b), (d), (f)) is 3.5× 10−9 m/s.

In the fig. 6.1 it can be observed that amplitude of porous wave obtained from

PERCOL2D increases 5% more than the porosity profile obtained from FDCON

while propagating. Moreover, the porous wave obtained from PERCOL2D travels

slower (9.43%) than the porous wave obtained from FDCON.

The magnitude and span of the stream function profiles obtained from FDCON

and PERCOL2D are significantly different which can be seen in fig.6.2. The stream

function obtained from FDCON almost fills the model box but the stream function

profile obtained from PERCOL2D is occupying much smaller region compare to

FDCON.

Also, the magnitude of stream function profile obtained from FDCON is approxi-

mately 50% more than the one obtained from PERCOL2D. At time t = 0.038668

Myr (cf. fig. 6.2(c),(d)), the magnitude of the stream function obtained from PER-

COL2D deviates approximately 16% compare to the highest magnitude of stream

function obtained from FDCON. The difference of highest magnitudes of stream

functions obtained from PERCOL2D and FDCON becomes approximately 50%

when the stream function almost reaches the boundary for both the programs FD-

CON and PERCOL2D. The maximum amplitude of stream function obtained from

FDCON decreases with due course of time while propagating but its the opposite

i.e. the magnitude of maximum amplitude increases during the time propagation

of stream function profiles obtained from PERCOL2D

It can be observed from fig.6.3 that both the horizontal and vertically segregation

velocity profiles obtained from PERCOL2D and FDCON are significantly different

than each other . The horizontal segregation velocity profile obtained from FDCON

is of a pattern of 4 petals while the one obtained from PERCOL2D has an 8 petals

pattern. Although the core 4 petals pattern of the horizontal segregation velocity

profile obtained from PERCOL2D has some resemblances with the one obtained
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from FDCON. But this core part is occupying much smaller area of the model box

when compared to the one obtained from FDCON. The increment of maximum am-

plitude of the profile obtained from PERCOL2D is within 10-15% compare to the

one obtained from FDCON. From fig. 6.3(a) horizontal divergence of melt in top

of porous wave and convegence at the bottom part of porous wave can be observed

which is consistent with the moving porous wave. Since, over pressure in the top

of the wave pushes the melt to the sides and upper direction. But in fig. 6.3(b),

outer lobes are not physical as background melt in front of anomaly converges to

the central line and percolates back towards the wave.

One can observe that the profile obtained from FDCON (cf. fig. 6.4(a)) is vertically

elongated whereas the profile obtained from PERCOL2D ( fig. 6.4(b)) is horizon-

tally elongated. The reason behind the deviation of pattern of vertical segregation

velocity profiles obtained from PERCOL2D and FDCON is probably due to min-

imal effect of stream function on the vertical segregation velocity profile obtained

from PERCOL2D compare to the effect of stream function on the vertical segrega-

tion profile obtained from FDCON. Although the tendency of vertical elongation of

the core part of vertical segregation velocity profile with course of time is present

in both the figures. Also, while propagating towards the upper boundary of model

box, the vertical segregation velocity profile obtained from FDCON shows approx-

imately 16% increment of its maximum amplitude compare to the one obtained

from PERCOL2D. Comparing the absolute amplitudes of vertical and horizontal

segregation profiles, one can see that amplitude of vertical segregation profile is

almost of one order magnitude higher on average than the amplitude of horizontal

segregation profile with course of time. Since vertical segregation profile has more

significant contribution for melt upwelling than stream function, the relative differ-

ences between porosity profiles obtained from FDCON and PERCOL2D (5%) are

small.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.1: Comparison of porosity profiles obtained FDCON (left column) and PER-
COL2D (right column) at various time steps. The initial input for porous wave is a
Gaussian wave of amplitude 0.05 and having the maximum cross sectional diameter
of 7 km and the background porosity value of 0.01
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.2: Comparison of stream functions obtained FDCON (left column) and PER-
COL2D (right column) at various time steps.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.3: Comparison of horizontal segregation velocity profiles obtained from FD-
CON (left column) and PERCOL2D (right column) at various time steps.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.4: Comparison of vertical segregation velocities obtained from FDCON (left
column) and PERCOL2D (right column) at various time steps.
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Conclusion : The 1D oversimplification which doesn’t allow the relative vertical

movement of two phase flow (i.e. v̄ = 0), simply neglects the large scale buoyancy

force and so the buoyancy effect on stream function ψ is not visible. Therefore,

this 1D approximation doesn’t allow large scale downwelling. On the contrary, in

FDCON due to this large scale buoyancy effect, the porous wave moves towards the

upper boundary faster than PERCOL2D.

In spite of the disagreement in stream function and horizontal segregation velocity

profile, the porous wave profile and the vertical segregation velocity profiles are

within 15% of deviation. Since in PERCOL2D due to the oversimplification, the

effect of buoyancy force on stream function becomes negligible and therefore its not

capable of upwelling the matrix due to buoyancy, its not a wise idea to use this

over simplification for PERCOL2D anymore when the 2D profiles are investigated.

Therefore, PERCOL2D is left for future work upon excluding the oversimplification.

Therefore, the logical conclusion is to continue the 2D experiments with FDCON

implementing the new viscosity formulations [Schmeling et al., 2012], are carried

out with the code FDCON
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6.3 2D results obtained using different viscosity

formulation

6.3.1 Motivation and theoretical background

Effective bulk and shear viscosity of matrix play an important role to drive the

melt percolation in two phase flow setting and also for the mechanism of matrix

compaction process. Although a number of experiments have been executed to

determine shear viscosity [Faul and Jackson, 2007; Hirth and Kohlstedt, 1995a],

the effective bulk viscosity of partially molten rock has not been much investigated

both experimentally and theoretically. The effective bulk viscosity and effective

shear viscosity of matrix obtained from the effective viscosity formulations used in

PERCOL2D (eq. 6.2.5), are respectively slightly below and above the upper Hashin

Shtrikman bound [Hashin and Shtrikman, 1963], which represents the upper bound

for all possible isotropically distributed pore geometries.

In the effective shear and bulk viscosity formulations which does not incorporate

melt fraction, for solid-liquid composites based on grain-boundary contiguity pro-

posed by [Takei, 1998; Takei and Holtzman, 2009a,b], it has been shown that the

bulk viscosity drops from infinity (when melt fraction is zero) to the order of the

intrinsic shear viscosity ηs0 at a grain contiguity of ∼ 0.1. Later, both the effective

bulk and shear viscosity of matrix reach the value zero when the contiguity value

approaches to zero for increasing melt fraction. The either formulations proposed

and used in [Simpson et al., 2010b], [Richard et al., 2012] are not able to predict

the disaggregation of the material at melt fractions below one due to the reason

that effective shear and bulk modulus approach to zero then.

The melt grain contiguity is associated with the geometrical feature of melt network.

The bulk and shear viscosities predicted to become zero due to zero bulk and shear

modulus of matrix when the melt fractions are 50 and 20 percent respectively for

spherical melt fractions and tapered melt tubules. As a consequence, the partially

molten rock starts to disaggregate.
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Therefore, incorporation of melt network geometry is necessary to predict the effec-

tive bulk and shear viscosity of matrix. The revised viscosity formulation which in-

corporates the phenomena of melt network geometry has been proposed in [Schmel-

ing et al., 2012] based on elastic moduli theory of a fluid filled poroelastic medium

according to which the effective bulk and shear viscosity of matrix are :

ηs = ηm(1− φ

c1

)k1

ηb = ηmc2
(c1 − φ)k2

φ

(6.3.1)

, when c1 ≤ φ ≤ 1 otherwise ηs = 0 = ηb. Here k1 = a1[a2 +α(1−a2)], c1 = b1α
1+b2αk3

,

c2 = 4
3
αc1

−k2 [c3(1− α) + α], a1 = 0.97, a2 = 0.8, b1 = 2.2455, b2 = 3.45, k2 = 1.25,

k3 = 1.29 and c3 = 2.4. In this formulation, α = 0.1 stands for the aspect ratio

of oblate ellipsoidal inclusions whose net effect is equivalent to that of tapered

tubules which is the geometry of melt network we use in our model. Throughout our

model, n=2 has been chosen in the permeability law. How this viscosity formulation

varies from the Bercovici’s formulations, have been shown in fig.6.5 and in fig.6.6

respectively. These two figures indicate that the deviations of the effective bulk

viscosities are more than the deviation of effective shear viscosities proposed by

[Schmeling et al., 2012] and [Bercovici et al., 2001]. These deviations are more or less

conservative according to the theoretical study but according to the experimental

study ([Hirth and Kohlstedt, 1995a,b]), these deviations are even stronger with

increasing value of melt fraction. Comparing fig. 6.5 and fig. 6.6 it can be concluded

that both the effective bulk viscosity and effective shear viscosity of matrix deviate

in the same manner with increasing porosity in 1D and 2D. Also, one can notice

from fig. 6.5 and fig. 6.6 that both the effective bulk and shear viscosities are much

weaker according to [Schmeling et al., 2012] formulation compare to [Bercovici et al.,

2001] formulation with increasing porosity. In [Bercovici et al., 2001] formulation,

effective shear viscosity reduces by maximum 10% whereas it reduces by 50 %

according to [Schmeling et al., 2012] formulation with increasing melt fraction (cf.

fig. 6.5(b)).
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Fig. 6.5: Analytical formulation (1D) of (a) effective bulk viscosities and (b) shear
viscosities proposed by [Bercovici et al., 2001] and [Schmeling et al., 2012]
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(a) (b)

(c) (d)

Fig. 6.6: With the input of porous wave having amplitude 0.1, background porosity
as 0.01 and diameter as 7 km, the porosity dependent bulk and shear viscosities
are: (a) effective bulk viscosity according to [Bercovici et al., 2001] (b) effective bulk
viscosity according to [Schmeling et al., 2012] (c) effective shear viscosity according
to [Bercovici et al., 2001] and (d) effective shear viscosity according to [Schmeling
et al., 2012] formulation .
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Fig. 6.7: (a) Position of φmax at different time step and (b) Increment of maximum
value of porosity (φmax) in course of time for different non dimensional amplitudes
(0.04, 0.06, 0.08 and 0.1 respectively) of two dimensional porous wave having 7 km
maximum cross sectional diameter
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An experiment is conducted for different amplitude of input porous waves having 7

km maximum cross sectional diameter to see their velocity and maximum amplitude

variations with respect to time according to the viscosity formulations of [Bercovici

et al., 2001] and [Schmeling et al., 2012]. The result of this experiment is presented

in fig.6.7.

The vertical displacement rate of porous waves according to both the formulations

are almost linear. From fig.6.7(a), it can be concluded that, for each amplitude,

velocity of a porous wave having a certain amplitude and obtained from viscosity

formulations of [Schmeling et al., 2012], is always higher than the velocity of the

porous wave having the same amplitude, obtained from viscosity formulations of

[Bercovici et al., 2001].

Also, the rate of increment of maximum value of porosity (φmax) is higher according

to [Schmeling et al., 2012] formulation compare to [Bercovici et al., 2001] formulation

(cf. fig. 6.7(b)). The rate of increment of φmax slows down for both the formulations

as soon as the wave approaches towards the vertical upper boundary of the non

dimensional model box since our model has a fixed boundary condition.

6.3.2 2D results from FDCON using the new viscosity for-

mulation

Using the viscosity model as described in 6.3.1 following sets of results containing

the propagation of porosity wave profile, horizontal and vertical segregation velocity

profiles, effective bulk and shear viscosity profiles and stream function profiles, are

presented. From fig. 6.11 and fig. 6.12 it can be observed that the amplitude of

porous wave, stream function, horizontal and vertical segregation velocity increase

much faster than the case where the viscosity formulations proposed by [Bercovici

et al., 2001] have been used (cf. fig. 6.11, fig. 6.12 and left column of fig. 6.1 , fig.

6.2, fig. 6.3and fig. 6.4).

The core part of the vertical segregation profile is divided into two with the viscosity

formulation proposed by [Schmeling et al., 2012] when it reaches near the upper

boundary of the model box (cf. right column of fig. 6.12).
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Also, the phase velocity of porous wave is much larger (42%) in fig. 6.11 when

compared to fig.6.1 and its because of having lesser bulk viscosity in former case

(cf. fig. 6.6).

From fig. 6.8 to fig. 6.19 it can be observed that, as soon as the amplitude of input

porous wave increases from 0.04 to 0.1, speed of porous wave increases with course

of time (cf. fig. 6.7) and the 8 petals pattern horizontal segregation velocity profile

is first observed when the input porous wave’s amplitude is 0.08. The reason behind

this kind of pattern which starts to show up from this certain amplitude is probably

because of the emergence of low viscous region surrounding the melt anomaly w.r.t

increase of porosity (cf. fig. 6.5). Due to having low viscous region, the vertical

segregation velocity will create some extra components in order to fill up the low

viscous region. According to that mechanism, we get the 8 petals pattern of hori-

zontal segregation velocity of which the inner 4 petals correspond to the flow in the

low viscous regime and the outer 4 petals correspond to the flow through compact-

ing to decompacting medium. Also, it can be observed that effective bulk viscosity

influences the vertical segregation velocity profile and therefore the porosity pro-

file as well. After the porous wave achieves a certain amplitude (approximately

0.15), FDCON fails to compute the porosity and other velocity profiles for further

time steps due to the instability arose in the porous wave profile which causes the

desegregation of melt.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.8: The left column represents the time propagation profile of 7 km wide
porous wave having amplitude 0.04, background porosity as 0.01 and the right
column represents the time propagation of stream function profile using the new
viscosity formulation [Schmeling et al., 2012].
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.9: The left column represents the time propagation profile of horizontal seg-
regation velocity and the right column represents the time propagation of vertical
segregation velocity profile using the new viscosity formulation [Schmeling et al.,
2012] when the input porous wave is 7km wide having amplitude 0.04 and back-
ground porosity as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.10: The left column represents the time propagation profile of effective bulk
viscosity and the right column represents the time propagation of effective shear
viscosity profile using the new viscosity formulation [Schmeling et al., 2012] when
the input porous wave is 7km wide having amplitude 0.04 and background porosity
as 0.01.



132 Comparison of 2D two phase flow results

(a) (b)

(c) (d)

(e) (f)

Fig. 6.11: The left column represents the time propagation profile of 7 km wide
porous wave having amplitude 0.06, background porosity as 0.01 and the right
column represents the time propagation of stream function profile using the new
viscosity formulation [Schmeling et al., 2012].



6.3 2D results implementing a different viscosity formulation 133

(a) (b)

(c) (d)

(e) (f)

Fig. 6.12: The left column represents the time propagation profile of horizontal seg-
regation velocity and the right column represents the time propagation of vertical
segregation velocity profile using the new viscosity formulation [Schmeling et al.,
2012] when the input porous wave is 7 km wide having amplitude 0.06 and back-
ground porosity as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.13: The left column represents the time propagation profile of effective bulk
viscosity and the right column represents the time propagation of effective shear
viscosity profile using the new viscosity formulation [Schmeling et al., 2012] when
the input porous wave is 7 km wide having amplitude 0.06 and background porosity
as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.14: The left column represents the time propagation profile of 7 km wide
porous wave having amplitude 0.08, background porosity as 0.01 and the right
column represents the time propagation of stream function profile using the new
viscosity formulation [Schmeling et al., 2012] when the input porous wave is 7 km
wide having amplitude 0.08 and background porosity as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.15: The left column represents the time propagation profile of horizontal
segregation velocity and the right column represents the time propagation of vertical
segregation velocity profile using the new viscosity formulation [Schmeling et al.,
2012].
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.16: The left column represents the time propagation profile of effective bulk
viscosity and the right column represents the time propagation of effective shear
viscosity profile using the new viscosity formulation [Schmeling et al., 2012] when
the input porous wave is 7 km wide having amplitude 0.08 and background porosity
as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.17: The left column represents the time propagation profile of 7 km wide
porous wave having amplitude 0.1, background porosity as 0.01 and the right column
represents the time propagation of stream function profile using the new viscosity
formulation [Schmeling et al., 2012].
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.18: The left column represents the time propagation profile of horizontal seg-
regation velocity and the right column represents the time propagation of vertical
segregation velocity profile using the new viscosity formulation [Schmeling et al.,
2012] when the input porous wave is 7 km wide having amplitude 0.1 and back-
ground porosity as 0.01.
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(a) (b)

(c) (d)

(e) (f)

Fig. 6.19: The left column represents the time propagation profile of effective bulk
viscosity and the right column represents the time propagation of effective shear
viscosity profile using the new viscosity formulation [Schmeling et al., 2012] when
the input porous wave is 7 km wide having amplitude 0.1 and background porosity
as 0.01.
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If fig. 6.1 - fig. 6.4 and fig. 6.11 - fig. 6.13 are compared it can be seen that the

time propagation of porosity and the vertical segregation velocity distributions as

obtained in fig. 6.11 - fig. 6.13 are narrower compare to fig. 6.1 - fig. 6.4. The possi-

ble explanation of this characteristics of these profiles is that, the local compaction

length (computed according to [McKenzie, 1984] formulation i.e. δ =

√
ζ+ 4η

3

ηf
k(φ),

where ζ is the effective bulk viscosity, η is the effective shear viscosity, k(φ) is the

permeability function and ηf is the viscosity of fluid.) incorporating both effective

bulk and shear viscosity has a higher value when viscosity formulation of [Bercovici

et al., 2001] is used compare to the local compaction length when viscosity formu-

lation of [Schmeling et al., 2012] is used. Since the solitary wave solution to which

the system of equations 6.2.1 - 6.2.7 tend to converge, is usually 22-25 local com-

paction length wide, is wider when viscosity formulation of [Bercovici et al., 2001] is

used compare to the solitary wave solution when viscosity formulation of [Schmeling

et al., 2012] is used. Therefore, the porosity and vertical segregation velocity profiles

of fig. 6.11 - fig. 6.13 tend to converge to a narrower solitary wave solution compare

to the fig. 6.1 - fig. 6.4. In order to compare this convergence process, we make a

plot (cf. fig. 6.20) of speed of each input wave (i.e. of amplitudes 0.04, 0.06, 0.08

and 0.1 respectively) with varying time according to the formulations of [Bercovici

et al., 2001] and of [Schmeling et al., 2012]. Combining the observations from fig.

6.7(b) and fig. 6.20, it can be observed that according to [Bercovici et al., 2001]

formulations, the input porous waves having amplitudes 0.04 and 0.06 approach

to their equivalent solitary waves (when compared to the dispersion relationship

between speed and solitary wave amplitude as observed in fig. 2b of [Simpson and

Spiegelman, 2011]) much faster than the porosity waves having similar amplitudes

and obtained using the viscosity formulations from [Schmeling et al., 2012]. The

higher amplitude waves (i.e 0.08 and 0.1) takes longer time to converge towards the

solitary wave for both the formulations but the convergence process is always faster

according to [Bercovici et al., 2001] compare to [Schmeling et al., 2012] formulation.

The reason for unusual longer amplitude of non dimensional velocity for the wave

having amplitude 0.1 and obtained using the [Schmeling et al., 2012] formulations,

is probably the numerical instability arises in FDCON as soon as maximum value

of porosity exceeds the value 15%.
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Fig. 6.20: Comparison of speed of the porous waves obtained from [Bercovici et al.,
2001] and [Schmeling et al., 2012] respectively with the solitary wave speed profile
as obtained from [Simpson and Spiegelman, 2011] with respect to the increment of
φmax at different time steps for the input of two dimensional porous wave having
7 km maximum cross sectional diameter and different non dimensional amplitudes
(0.04, 0.06, 0.08 and 0.1 respectively)

Therefore, it can be concluded that, the strong porosity dependence of bulk and

shear viscosity according to [Schmeling et al., 2012] formulation leads to significantly

narrower porosity waves compared to the time evolution of porous waves obtained

using the [Bercovici et al., 2001] formulation. Also, for a certain amplitude, weaker

viscosity ([Schmeling et al., 2012]) makes propagation of porous wave faster almost

by a multiple of 2 than the one which uses the stronger viscosity formulations of

[Bercovici et al., 2001]. As the amplitude of input porous wave distribution increases

from 0.04 to 0.1, the velocity of the wave also increases (cf. fig. 6.20) which we
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have observe in 1D case as well (cf. fig. 4.12). But the speed decreases in fig. 6.20

with the increment of stationary maximum value of porous wave (i.e. φmax).

In the next chapter summary and conclusions extracted from chapter 1 - 6 will be

discussed.



Chapter 7

Summary of Results and

Conclusion

Melt segregation is known as a combined process containing two stage of individual

processes. The first one is generation of magma by partial melting at depth and the

second one is melt migration towards the surface of the earth. Melt migration occurs

through various methods like melt transport via channels, melt transport through

dykes and melt transport through porous medium when the matrix is compacting.

These various methods of melt transport take place at different regions inside the

earth which is shown schematically at fig. 4.1.

This thesis focuses on the melt transport through porous medium considering the

matrix compaction which takes place at greater depth of earth compare to rest of

the melt transport processes. In this thesis it is shown that how a code is set up

describing the two phase flow process through porous medium and thereafter how

is it benchmarked in 1D and partially in 2D with the help of solitary wave solution

and another two phase flow code FDCON respectively.

144
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Partial melting depends on temperature, pressure, and chemical composition of the

lithosphere and asthenosphere. Melt migration is governed by the principles of

conservation of mass and momentum. The model of porous flow was first proposed

by [Frank, 1968], in which a partially molten region is regarded as a saturated porous

medium. This model is supported by experimental evidence. [Waff and Bulau, 1979]

shows that liquid formed by small degrees of partial melting will be distributed in

an interconnected network along the grain edges of the residual crystals if the angle

between two crystal faces in equilibrium with liquid (dihedral angle) is less than 60◦.

The average dihedral angle is observed to be about 45◦ in experiments on partially

molten basalts [Waff and Bulau, 1982, 1979; Watson, 1982]. The reconstructed 3-D

melt distribution is shown in Fig.2.1 [Garapić et al., 2013], when the grain size is

33 µm and melt fraction is 3.6%

Crystalline material containing a small amount of melt can be regarded as a porous

medium or matrix which is saturated with fluid (melt). Migration of melt through

the matrix is driven by pressure gradients produced by the buoyancy of the melt or

the deformation of the matrix by matrix compaction process.

Effective bulk and shear viscosity of matrix play an important role to drive the

melt percolation in two phase flow setting and also for the mechanism of matrix

compaction process. Theoretical framework regarding viscosity of the matrix con-

sidering the melt network geometry [Schmeling et al., 2012] has been applied to

FDCON and the two phase flow characteristics due to implication of this new vis-

cosity formulations also have been observed in this thesis

This thesis consists of six chapters.

The first chapter gives an overview of the theoretical background and motivations

behind the study of numerical modeling of two phase flow through porous medium
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under the matrix compaction considering the melt as a fluid phase and the matrix

as a solid phase.

The second chapter describes the governing equations and the mathematical frame-

work required to set up the code. A step by step algorithm which is used to set up

the code is also provided in this chapter cf. fig.2.2.

Chapter 3 gives detail insight of the numerical solvers used in the code and a com-

parison between iterative solver and direct solver also has been discussed which

concludes that use of direct solver is more effective than the use of iterative method

for the particular numerical settings used to set up the code PERCOL2D.

Fourth chapter describes some numerical experiments which are executed to differ-

entiate the effect of periodic and fixed boundary conditions. It is also shown that

how the width of the input porous wave which is comparable to a certain number

of compaction lengths behave differently when the compaction length is changed

due to variation of either the matrix viscosity or the background porosity or the

permeability constant. How the phase velocity of porous wave is changed under

different conditions like different width and amplitude of the porous wave or due to

use of different compaction lengths in the model are also discussed in this chapter.

The numerical experiments under periodic boundary condition show almost solitary

wave like characteristics when time propagation of porous wave, fluid velocity and

matrix velocity are observed. This indicates that the governing equations have a

solution which is a solitary wave [Barcilon and Lovera, 1989; Barcilon and Richter,

1986; Scott and Stevenson, 1984; Spiegelman, 1993a,b]

Chapter 5 gives the solution of this solitary wave (1D) when the two phase mix-

ture effective bulk and shear viscosity are functions of porosity. The mathematical

derivations and a schematic algorithm to get the 1D solitary wave solution from

the governing equations (eq.2.1.1-eq.2.1.5) are provided and thereafter how both
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the code PERCOL2D and FDCON have been benchmarked in 1D using the soli-

tary wave solution, are also discussed in this chapter. A comparison of solitary

wave’s velocity obtained from the analytical solution given by the code SWG and

the phase velocity obtained from time propagation profiles of porosity in the code

PERCOL2D and FDCON are also presented in cf. fig. 5.5 to make this bench-

marking more precise and clear.

Chapter 6 mainly gives an overview of a partial agreement of the time propaga-

tion of various profiles like porosity, fluid velocity, matrix velocity, stream function

and the segregation velocity obtained from two different code PERCOL2D and FD-

CON. The agreement is partial because of the oversimplification of the terms θ and

ξ whose gradient denotes the differential flux between the matrix and the fluid and

flux due to matrix compaction respectively. In future the benchmarking needs to

be completed upon removing the over simplification.

Another main aspect of this chapter is, implication of a different viscosity formula-

tions proposed by [Schmeling et al., 2012] in FDCON and observing the two phase

flow characteristics due to this implications.

To highlight, this thesis introduces the following facts:

1) 1D solitary wave solution obtained from the governing equations proposed by

[Bercovici et al., 2001] to describe the two phase flow system considering the matrix

compaction and assuming effective bulk and shear viscosity of matrix as a function

of porosity.

2) Implication of the solitary wave solution to benchmark the code PERCOL2D

and FDCON in 1D.

3) Implication of the bulk and shear viscosity of matrix considering the melt ge-

ometry [Schmeling et al., 2012] in FDCON and observation of the two phase flow

characteristics from the time propagation profiles of porosity, melt and fluid ve-
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locity, segregation velocity and the stream function. Here we found that, stronger

porosity dependence of bulk and shear viscosity as formulated in [Schmeling et al.,

2012] leads to the propagation of significantly narrower porosity waves compared

to the time evolution of porous waves at corresponding time intervals which are

obtained using the viscosity formulation of [Bercovici et al., 2001] and which has a

weaker dependence on variation of porosity or melt fraction.

The work carried out in this thesis can be applied to model the subduction zone

in future where at certain depths amphibole becomes unstable due to prescribed

pressure and temperature condition and releases water [Iwamori, 1998; Maruyama

and Okamoto, 2007]. By application of this code in subduction zone (parallel to

trench) setting, how the water released by amphibole travels through the mantle

wedge due to the compaction of matrix and thus triggers partial melting and forms

magma chamber, can be explained. In reality, these magma chambers are the roots

of the volcanoes observed at the surface. Therefore, this code will give a scope to

investigate the relation between volcano spacing and fluid percolation in the mantle

wedge in future by its successful implementation in the subduction zone settings.

Also, application of this code in subduction zone (perpendicular to trench) setting,

will be able to solve for the full two phase flow equation system in the mantle

wedge with prescribed no-slip boundary conditions for the flow. This application

will be unique in the sense that the formulation proposed by [Bercovici et al., 2001]

allows for computing the pressure difference between the two-phases which enables

to investigate the temporal evolution of the effective pressure produced by fluid

generation due to phase change and by the background shear stress caused by the

large scale subducting flow. The numerical modeling carried out in this thesis,

can also be applied to highly porous region of mid ocean ridges. Because, strong

porosity dependance of shear and bulk viscosity leads to (since the ratio of effective
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bulk and shear viscosity is < 10 for porosity having amplitude 0.06 or larger) melt

focussing even stronger in such highly porous region according to the study of [Katz,

2008] without assigning any arbitrary value to the constant which represents the

ratio of effective bulk and shear viscosity of the matrix.
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