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Non-Technical Summary 

Labor costs make up a large share of firms’ total costs and therefore firms might be forced to 
reduce payroll expenses when they face financial constraints due to reduced credit availability. 
Financially constrained firms can, in principle, reduce their payroll expenses along two different 
margins: They can either discharge workers while keeping wages fixed, or they can lower wages 
while avoiding layoffs and keeping employment stable. On the one hand, the notion of wage 
rigidity suggests that financially constrained firms may find it easier to reduce labor costs by 
laying off workers rather than by lowering wages. On the other hand, the concept of labor 
hoarding posits that, if feasible, adjusting wages while retaining workers allows firms to avoid the 
costs of firing, re-hiring, and re-training workers; thereby putting them in a better position to 
expand when the economy recovers. Thus, the inability or unwillingness of firms to reduce their 
payroll by cutting wages is likely to exacerbate the long-run effects of credit market disruptions 
on real firm outcomes. 

In this paper, I study the long-run effects of the 2008-09 financial crisis on corporate investment 
and firm growth and how these effects depend on nominal wage rigidities at the firm level. 
Empirically investigating the effect of credit availability on firm behavior faces the challenge of 
disentangling banks’ credit supply from firms’ credit demand. To address this challenge, I use 
loan- and firm-level data of U.S. nonfinancial firms and exploit variation in the refinancing needs 
of firms during the 2008-09 financial crisis due to maturing term loans and expiring credit lines. 
Moreover, I construct a firm-level measure of wage rigidity which is based on the decomposition 
of payroll changes into changes in the average wage and changes in employment. Firms with a 
higher degree of wage rigidity can be expected to adjust their payroll via changes in the level of 
employment rather than via changes in the level of the average wage. I then assess how the 
presence of rigid wages (as measured by the wage share of payroll adjustments) affects the 
long-run investment policies and recovery growth paths of firms following a credit supply shock. 

My main findings are as follows: First, I show that firms which are more adversely affected by 
the reduced credit availability during the 2008-09 financial crisis exhibit an investment gap of 2 
percentage points on a quarterly basis over a period of 2 years compared to similar firms less 
affected by the reduced credit availability. Two years after the crisis, this investment gap closes 
and both groups of firms converge to similar investment paths. However, affected firms do not 
invest more when access to external finance becomes available again and do not offset the 
temporary investment gap. Hence, this temporary investment gap due to temporarily reduced 
credit availability results in a persistent accumulated growth gap of 8 percentage points which is 
still present a full 6 years after the banking crisis. Therefore, I provide novel firm-level evidence 
of persistent negative long-run effects of banking crises on the real economy. I then show that 
wage rigidities at the firm level significantly exacerbate these negative long-run effects. I find that 
firms with more rigid wages respond to reduced credit availability by laying off workers, while 
firms with flexible wages respond by reducing wages. Latter firms are thus able to keep their 
workforce on board during the crisis and can therefore avoid the costs of firing, re-hiring, and re-
training workers after the crisis. Hence, they are in a better position to expand when the 
economy recovers. Consistent with this, I find that firms with more rigid wages exhibit a steeper 
drop in investment and grow more slowly than affected firms with more flexible wages. 
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My paper emphasizes the role of labor market frictions in the amplification of financial shocks 
and has important policy implications. My results suggest that policy measures which enhance 
wage flexibility and/or facilitate labor hoarding behavior of firms might be suitable to alleviate the 
negative real effects of banking crises. This is consistent with the so called “German labor 
market miracle” and the fast recovery of the German economy in the aftermath of the 2008-09 
financial crisis. During the crisis, the German government aggressively expanded short-time 
work (“Kurzarbeit”) programs which subsidized the payroll expenses of firms which refrained 
from laying off workers. These policy measures effectively constituted an injection of wage 
flexibility into the German labor market and allowed firms to weather the crisis while keeping 
their workforce on board, putting them in a better position to quickly scale back operations 
following the crisis. The results in my paper provide corroborating evidence for this economic 
mechanism. 
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Abstract

This paper studies the long-run effects of credit market disruptions on real firm outcomes and

how these effects depend on nominal wage rigidities at the firm level. I trace out the long-run

investment and growth trajectories of firms which are more adversely affected by a transitory

shock to aggregate credit supply. Affected firms exhibit a temporary investment gap for two

years following the shock, resulting in a persistent accumulated growth gap. I show that affected

firms with a higher degree of wage rigidity exhibit a steeper drop in investment and grow more

slowly than affected firms with more flexible wages.
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The Global Financial Crisis of 2008-09 was followed by the Great Recession and a subsequent

slow recovery both in the United States and many other advanced economies (Reinhart and Rogoff,

2014). The protracted nature of the recovery as well as considerable heterogeneity in the recovery

paths across countries has sparked an ongoing debate about the long-run real effects of banking

crises, with many important questions remaining unresolved (Romer and Romer, 2017). To what

extent does the aftermath of banking crises represent a causal relationship between credit market

disruptions and economic activity? Do banking crises have persistent negative real effects or is

there a full recovery in the long run? And what explains the heterogeneity in the recovery paths

across countries?

Answering these questions empirically is challenging. First, the observed negative correlation

between banking crises and real outcomes does not necessarily imply a causal effect of credit

market disruptions on economic activity (Dell’Ariccia, Detragiache, and Rajan, 2008). An adverse

economic shock could also cause financial distress in the banking sector through a reduction in

credit demand, suggesting reverse causality. However, disentangling banks’ credit supply from

credit demand is difficult, especially when using aggregate data.1 Second, assessing the long-run

effects of banking crises and the extent of the recovery requires a measure of “returning to normal”

(Fatás and Mihov, 2013). The existing literature on the recovery of real GDP following financial

crises employs two different measures of recovery: The deviations of GDP from the previous peak

(Reinhart and Rogoff, 2014) and the deviations of GDP from potential output, that is the output

gap. The first measure has the drawback that it ignores the growth of the trend occurring during

recessions, and the second measure has the disadvantage that potential output and the output gap

can only be estimated with great uncertainty. Thus, both approaches (again relying on aggregate

data) suffer from the lack of a credible counterfactual of how economic activity would have evolved

in the absence of a banking crisis. Finally, explaining the heterogeneity in the recovery paths across

countries faces the challenge that countries differ vastly along many important economic dimensions.

This makes it difficult to isolate specific channels (for example labor market frictions) affecting the

recovery trajectories following a banking crisis. How banking crises affect real outcomes in the long

run and what explains variation in the aftermath of banking crises thus remain empirical questions.

1Consistent with the empirical approach in this paper, Romer and Romer (2017) suggest that “the most fruitful
approach to establishing causation may lie in combining natural experiments with detailed cross-section evidence.”
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In this paper, I study the long-run effects of the 2008-09 financial crisis on corporate investment

and firm growth and how these effects depend on nominal wage rigidities at the firm level. To

address the empirical challenges mentioned above, I use loan- and firm-level data and exploit

exogenous variation in the refinancing needs of U.S. firms during the 2008-09 financial crisis to

identify the effect of credit market disruptions on real firm outcomes. I use a local projection

difference-in-differences matching estimation approach and trace out the trajectories of investment

and firm growth over a period of 6 years after the crisis for firms more adversely affected by the

reduction in aggregate credit supply. Moreover, I construct a novel firm-level measure of wage

rigidity consistent with the notion of labor hoarding and based on the decomposition of payroll

changes into changes in the average wage and changes in employment. I assess how the presence

of rigid wages at the firm level affects the response of firms to a credit supply shock.

My main findings are as follows. First, I show that firms which are more adversely affected by

a reduction in aggregate credit supply reduce investment by 2 percentage points over a period of 2

years compared to similar firms in the control group. These results are consistent with the short-

run findings of the existing corporate finance literature on the effects of credit market disruptions

on firm investment. I then investigate how affected firms adjust their investment policies in the

long run and provide novel evidence on firms’ recovery paths after the initial drop in investment.

I find that 2 years after the shock the investment gap closes and both groups of firms converge

to similar investment paths. There is, however, no catch-up effect in the long run. Affected firms

do not invest more when access to external finance becomes available again and do not offset the

temporary investment gap. Hence, this temporary investment gap due to a transitory credit supply

shock results in a persistent accumulated growth gap of 8 percentage points which is present a full

6 years after the banking crisis. These findings provide novel firm-level evidence of significant long-

run effects of banking crises on real outcomes. Finally, I show that wage rigidities at the firm level

significantly exacerbate the negative long-run effects of credit market disruptions. Consistent with

the notion of labor hoarding, I find that affected firms with more rigid wages exhibit a steeper drop

in investment and grow more slowly than affected firms with more flexible wages. These results

emphasize the role of labor market frictions in the amplification of financial shocks and provide

corroborating evidence for recent findings in the macroeconomic literature on financial frictions

(Ajello, 2016).
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Empirically investigating the effect of credit availability on firm behavior faces the traditional

identification challenge of disentangling banks’ credit supply from firms’ credit demand. Follow-

ing Peek and Rosengren (2000), a number of papers in the corporate finance literature employ

identification strategies based on negative shocks to bank health resulting in reduced bank-specific

credit supply to study the effect on firms borrowing from the affected banks.2 While such shocks

are arguably exogenous with respect to aggregate firm demand, identification relying on bank-firm

relationships additionally requires the assumption that bank-firm matching in the loan market

is exogenous to firm-specific credit demand, an assumption which has recently been called into

question (Schwert, 2017).

In contrast, the empirical strategy employed in this paper does not rely on bank-firm relation-

ships for identification. I exploit exogenous variation in the refinancing needs of U.S. firms due to

maturing term loans and expiring credit lines during the credit crunch in the wake of the 2008-09

financial crisis. Since such long-term debt instruments are a large and important source of corpo-

rate funding (Sufi, 2007), firms with refinancing needs during this period can be expected to be

more adversely affected by the credit crunch than firms which do not have to roll over maturing

debt during this same period.3

My empirical strategy relies on two identification assumptions. First, the 2008-09 financial

crisis arguably constituted a period of reduced credit availability in the aggregate. Ivashina and

Scharfstein (2010) show that the observed drop in syndicated lending during this period cannot

be explained by demand effects alone. Similarly, Adrian, Colla, and Shin (2013) report that the

evidence points overwhelmingly to a shock in the supply of credit by banks. Although Becker

and Ivashina (2014) provide evidence that during the financial crisis firms substituted away from

contracting bank credit supply toward public debt, Adrian, Colla, and Shin (2013) show that

the outward shift of the demand curve for bond financing steeply increased the cost of external

financing even for firms with access to the bond market. Furthermore, the financial crisis did

2In this spirit, Chava and Purnanandam (2011) exploit banks’ exposure to Russian sovereign debt during the
Russian crisis in 1998; Chodorow-Reich (2014) exploits variation in lender health following the Lehman bankruptcy
in 2008; and Acharya, Eisert, Eufinger, and Hirsch (2016) exploit banks’ exposure to the European sovereign debt
crisis from 2010 to 2012.

3My identification strategy is similar in spirit to that of Almeida, Campello, Laranjeira, and Weisbenner (2012).
While their study is based on firm balance sheet data, I additionally make use of loan-level data containing detailed
information on the maturity and expiration dates of individual loan facilities. Similar identification ideas have recently
also been employed by Duval, Hong, and Timmer (2017) and Garicano and Steinwender (2016).
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not only negatively impact the supply of bank credit and the cost of bond finance, but also the

commercial paper market (Kacperczyk and Schnabl, 2010) and firms’ costs of issuing equity (Belo,

Lin, and Yang, 2014). Thus, firms facing the need to substitute maturing term loans or expiring

credit lines with other sources of external financing during this period were likely to suffer from the

financial frictions affecting all modes of corporate funding.

Second, firms’ refinancing needs during the credit crunch in the wake of the 2008-09 financial

crisis can plausibly be considered exogenous to firms’ performance in the years following the shock.

As I will show in Section III, the maturity of the median loan facility in my sample is 5 years. Thus,

whether a firm had a term loan maturing or a credit line expiring during this period of reduced credit

availability is determined by decisions made several years in the past. It is difficult to argue that a

firm which took out a term loan or credit line in 2004 made this decision anticipating the refinancing

difficulties it would face 5 years down the road. This exogenous variation in refinancing needs

translates into quasi-experimental variation in how adversely a firm is affected by the reduction in

aggregate credit supply.

I exploit this exogenous variation in firms’ exposure to the credit crunch and employ a difference-

in-differences matching estimation approach to identify how affected firms adjust their corporate

policies and growth trajectories in the long run compared to otherwise similar firms less affected

by the reduction in aggregate credit supply. Instead of collapsing my sample into a single pre- and

post-treatment period, I separately estimate the treatment effect for the change in firm outcomes

between my pre-treatment period and each of the quarters during my post-treatment period. This

allows me to disentangle short-run effects from long-run effects and trace out a treatment effect

curve over time similar in spirit to the local projection method of estimating impulse response

functions.

I then investigate how wage rigidities at the firm level affect the recovery paths of firms following

a banking crisis. While wage rigidity is a well-documented feature of the labor market and a

central topic in the macroeconomic literature on financial frictions, its firm-level consequences

have received relatively little attention thus far. However, payroll expenses make up a large share

of firms’ total costs (see e.g. Klasa, Maxwell, and Ortiz-Molina (2009)). Thus, the inability or

unwillingness of firms to reduce labor costs by lowering wages is likely to affect corporate investment

and employment, especially in the case of financially constrained firms. Moreover, the concept of
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labor hoarding posits that, if feasible, adjusting wages while retaining workers allows firms to avoid

the costs of firing, re-hiring, and re-training workers; thereby putting them in a better position

to expand when the economy recovers (Biddle, 2014). To assess how the presence of rigid wages

affects the recovery paths of firms to a credit supply shock, I construct a novel firm-level measure

of wage rigidity based on the decomposition of payroll changes into components related to changes

in the average wage and changes in employment. I then separately trace out the trajectories of

investment, firm growth, employment, and wages for financially constrained firms with high and

low levels of wage rigidity.

The remainder of this paper proceeds as follows. Section I discusses how my paper contributes

to the related literature. In Section II, I discuss the empirical strategy used for identification.

Section III describes the data. Section IV reports the results on the long-run real effects of banking

crises and Section V reports the results on the role of wage rigidity. Robustness checks are presented

in Section VI. Section VII concludes.

I. Literature

Since the financial crisis of 2008-09, a growing literature in both corporate finance and macroeco-

nomics examines the effects of bank lending frictions on the real economy. Despite sharing common

themes and insights, these two strands of literature remain largely disconnected regarding two im-

portant aspects: The long-run effects of financial shocks and the role of wage rigidity in amplifying

these shocks. While these two aspects are central topics in the macroeconomic literature on finan-

cial frictions, they have received little attention in the empirical corporate finance literature thus

far. In this paper, I attempt to bridge the gap between these two strands of literature by studying

these questions from a corporate finance perspective.

My paper therefore contributes to several strands of literature. First, my work complements and

extends the existing corporate finance literature on the short-run effects of credit market disruptions

on real firm outcomes. Chava and Purnanandam (2011) find that firms dependent on banks with

substantial exposure to Russian sovereign debt in 1998 significantly cut their investment in the 6

quarters after the shock. Almeida, Campello, Laranjeira, and Weisbenner (2012) employ a similar

identification strategy as this paper and find that firms with a large fraction of their long-term
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debt maturing during the financial crisis reduce investment by 2.5 percentage points over the next

3 quarters compared to firms in the control group. Studying employment effects, Chodorow-Reich

(2014) exploits variation in lender health following the Lehman Brothers bankruptcy and shows

that firms borrowing from less healthy lenders experience an additional decline in employment of

4 percentage points. Finally, Cingano, Manaresi, and Sette (2016) use Italian credit register data

and find that for firms borrowing from banks affected by the 2007 interbank market freeze, total

investment expenditure in the 4 subsequent years would have been more than 20 percent higher

than observed. While this literature so far focuses on a short-run horizon of 3 to 8 quarters following

a credit supply shock, it provides little evidence on the recovery paths of firms in the aftermath of

the shock. In contrast, my paper studies the long-run effects of credit market disruptions over a

time horizon of 6 years following the shock.4 This allows me to assess both the short-run effects

on firms’ corporate policies immediately following the shock, as well as the long-run adjustments

made by firms in the aftermath of a banking crisis.

My paper also contributes to the macroeconomic literature on recoveries from financial crises.

In an early study, Cerra and Saxena (2008) document the behavior of output following financial

(and political) crises in 190 countries and find highly persistent output losses ranging between 4

and 16 percent by the end of 10 years following various crises. Papell and Prodan (2012) study the

statistical behavior of GDP after financial crises and find, in contrast to Cerra and Saxena (2008),

that after on average 9 years output returns to its trend growth path, so that long-run potential

GDP is not affected. Fatás and Mihov (2013) provide a discussion of the difficulties associated

with “measuring recovery” when using aggregate data. They analyze the recoveries for the U.S.

business cycles since 1950 and find considerable heterogeneity in the speed and shape of recovery

phases associated with different recession periods. In a comprehensive study, Reinhart and Rogoff

(2014) examine the evolution of real per capita GDP around 100 banking crises. They measure the

duration of recovery as the number of years it takes to reach the prior peak in real per capita GDP

and find that recoveries from financial crises take on average 8 years.5 Most recently, Romer and

4Cingano, Manaresi, and Sette (2016) also consider a longer time horizon of 4 years. However, their analysis is
restricted to a period of reduced credit supply during the first phase of the Italian recession (2006-2010). As credit
supply in the Italian banking sector is considered to be still significantly below pre-crisis levels IMF (2016), their
paper investigates the effect of a prolonged reduction in credit supply on firms’ corporate policies, but does not study
the recovery paths of firms in the long run when credit becomes available again.

5See Reinhart and Rogoff (2009a) and Reinhart and Rogoff (2009b) for related studies.
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Romer (2017) provide new evidence on the aftermath of financial crises in advanced countries using a

new measure of financial distress derived from narrative accounts in the OECD Economic Outlooks.

They find that the average decline in output following a financial crisis is statistically significant,

but only moderate in size with about 6 percent. Moreover, they report large heterogeneity in the

aftermaths of financial crises across different countries, highlighting the need for further research

on what accounts for this large variation. While this literature suggests a causal effect of banking

crises on long-run real outcomes, most papers acknowledge that this evidence is far from conclusive.

As identifying exogenous shocks to credit supply is difficult when using aggregate data, Romer

and Romer (2017) suggest that “the most fruitful approach to establishing causation may lie in

combining natural experiments with detailed cross-section evidence.” My paper contributes to this

literature by providing such quasi-experimental micro-level evidence.

More generally, my paper also contributes to the macroeconomic literature on financial frictions

by providing novel firm-level evidence on the long-run effects of financial shocks and the role of

wage rigidity in the propagation and amplification of such shocks.6 Following Bernanke, Gertler,

and Gilchrist (1999), earlier papers in the financial frictions literature study the role of credit

markets as a “financial accelerator” for the amplification of shocks originating in other sectors of

the economy. In contrast, more recent papers investigate shocks originating in the financial sector.

Jermann and Quadrini (2012) model financial shocks as innovations to the borrowing capacity of

firms and find that such shocks are important for capturing the dynamics of real business cycle

quantities, especially the demand for labor. Christiano, Motto, and Rostagno (2014) investigate

shocks to the riskiness of credit contracts and report that such “risk shocks” account for a large

share of the fluctuations in investment and other macroeconomic variables. Closest in spirit to

this paper, Ajello (2016) reports that shocks to the cost of financial intermediation account for

thirty percent of the fluctuations in investment and that wage rigidities are a necessary feature to

create amplification of financial shocks. My paper is complementary to this literature regarding two

aspects: First, while identification in macroeconomics is often based on the calibration of structural

models, I exploit quasi-experimental variation in firms’ refinancing needs for identification. Second,

whereas the macroeconomic literature focuses on the dynamics of aggregate variables, I study these

6See Brunnermeier, Eisenbach, and Sannikov (2012) for a comprehensive survey of the macroeconomic literature
on financial frictions.

8



questions from a corporate finance perspective and provide firm-level evidence on the long-run

effects of financial shocks and the role of wage rigidity.

Finally, my paper is also related to a growing stream of literature on the interaction of financial

and labor market frictions. Schoefer (2015) explores the financial channel of wage rigidity and inter

alia concludes that smoother cash flows from less rigid wages would help firms whether recessions

with smoother investment and employment. Ouimet and Simintzi (2017) exploit heterogeneity in

the timing of long-term wage agreements of UK firms to examine the effect of higher wages on

firm performance during the 2008 financial crisis. Wang (2017) calibrates an equilibrium model of

wage dynamics and finds that more flexible wage profiles can help mitigate the effects of financial

constraints on investment. I contribute to this growing literature by exploiting a quasi-experimental

shock to credit supply and explicitly investigating how wage rigidity affects the short- and long-run

response of firms to such a shock.

II. Empirical Strategy

My empirical strategy relies on two important identification assumptions: First, the 2008-09

financial crisis arguably constituted a shock to aggregate credit supply. Second, the extent to

which a firm was affected by this reduction in aggregate credit supply can plausibly be considered

exogenous to the firm’s performance in the years following the shock. In this section, I first discuss

the two identification assumptions. I then describe the local projection difference-in-differences

matching estimator and finally explain how I use my proposed firm-level measure of wage rigidity

to investigate the role of wage rigidity in the amplification of credit supply shocks.

A. The 2009 Credit Crunch in the Syndicated Loan Market

The 2008-09 financial crisis constituted a period of limited access to many sources of external

financing. In this paper, I focus on the credit crunch in the syndicated loan market using loan-level

data from Thomson Reuters LPC’s Dealscan database. Syndicated loans, that is term loans and

credit lines, are a large and important source of corporate finance (Sufi, 2007). Figure 1 shows the

detrended quarterly total log volume of newly issued term loans and credit lines to U.S. nonfinancial

borrowers over the period from 1995 to 2016. The two dashed horizontal lines denote two standard
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deviations around the mean volume of newly issued loans over the whole period. As indicated

by the two dashed vertical lines, between the fourth quarter of 2008 and the first quarter of 2010

credit activity in the syndicated loan market fell significantly below the long-run average of loan

originations.

[Figure 1 about here]

In principle, this observed drop in credit activity might not reflect a credit crunch but could be

driven by a reduction in firms’ credit demand. However, Ivashina and Scharfstein (2010) show

that the reduction in syndicated lending in the wake of the financial crisis cannot be explained

by demand effects alone. Likewise, Adrian, Colla, and Shin (2013) argue that the evidence from

the 2008-09 financial crisis points overwhelmingly to a shock in the supply of credit by banks and

other financial intermediaries.7 It is, however, possible that during the crisis firms substituted

away from contracting bank credit supply toward other sources of external finance to mitigate the

negative effects of the credit crunch. While Becker and Ivashina (2014) provide evidence for firms’

substitution away from contracting bank credit supply toward public debt, Adrian, Colla, and

Shin (2013) show that the outward shift of the demand curve for bond financing steeply increased

the cost of external financing even for firms with access to the bond market (see also Friewald,

Jankowitsch, and Subrahmanyam (2012)). Furthermore, the 2008-09 financial crisis also negatively

affected the commercial paper market (Kacperczyk and Schnabl, 2010) and firms’ costs of issuing

equity (Belo, Lin, and Yang, 2014). Thus, firms facing the need to substitute maturing term

loans or expiring credit lines with other sources of external financing during this period were likely

to suffer from the financial frictions affecting all modes of corporate funding. It should also be

noted that my identification strategy does not depend on the contraction in syndicated lending

to be purely supply-side driven. I only require that there was (besides possible demand effects) a

significant and sizable drop in the supply of credit which made it harder and costlier for firms to

substitute maturing loans with new credit in the syndicated loan market or other sources of external

finance. Thus, I argue that the period from 2008-Q4 to 2010-Q1 constituted a period of reduced

7In a similar vein, Almeida, Campello, Laranjeira, and Weisbenner (2012), Becker and Ivashina (2014), Campello,
Graham, and Harvey (2010), and Chodorow-Reich (2014) also argue that the observed reduction in lending activity
during the crisis can (mainly) be attributed to a reduction in credit supply rather than (purely) be attributed to a
reduction in credit demand.
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access to external financing which defines the treatment period in this paper. Section VI provides

a robustness check using an alternative definition of the credit crunch period in the syndicated loan

market.

B. Exogenous Variation in Firms’ Refinancing Needs

The extent to which a firm is affected by this reduction in aggregate credit supply depends

on the firm’s need for external financing. Financing needs are particularly high for firms which

are confronted with the necessity to refinance maturing term loans or substitute expiring credit

lines. The Thomson Reuters LPC’s Dealscan database contains data on syndicated loans at the

individual loan facility level, including information on the maturity and end date of each facility.

With reference to the refinancing risk associated with maturing term loans and expiring credit lines,

I define the treatment group to be firms i which had at least one loan facility j maturing during

the period from 2008-Q4 to 2010-Q1. Conversely, I define the control group pool to be firms which

had neither a term loan maturing nor a credit line expiring during this period.

Treatmenti =


1 if ∃Facilityi,j : Maturity Date(Facilityi,j) ∈ [2008-Q4, 2010-Q1]

0 if 6 ∃Facilityi,j : Maturity Date(Facilityi,j) ∈ [2008-Q4, 2010-Q1]

(1)

Note that this definition of treatment firms is rather conservative as the treatment group may

contain firms for which the volume of maturing loans constitutes only a small share of the firm’s

overall corporate financing. Section VI provides a robustness check showing that the results become

even stronger, once I only include firms in the treatment group for which the share of maturing

loans of overall financing is above a certain threshold. Figure 2 illustrates the basic idea behind

my identification strategy.

[Figure 2 about here]

Exploiting firms’ refinancing needs for identification requires those needs to be exogenous to firms’

performance in the years following the shock. As I show in Section III, the maturity of the median

loan facility in my sample is 5 years. Thus, whether a firm had a term loan maturing or credit line

expiring during the 2009 credit crunch is determined by financing decisions made several years in the

past. It is hard to argue that a firm which took out a loan in 2004 made this decision anticipating
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the refinancing difficulties it would face 5 years down the road. Nonetheless, to alleviate concerns

that the results are driven by other firm characteristics potentially correlated with firms’ refinancing

needs, I combine my difference-in-differences approach with an appropriate matching methodology,

as discussed below.

Despite the contraction in credit supply in the wake of the financial crisis, it is still possible

that firms with refinancing needs during this period were able to roll over maturing term loans or

renew expiring credit lines, which would constitute a threat to my identification strategy. Figure 3

shows the average quarterly outstanding loan volumes for firms in the treatment group and firms

in the control group pool relative to the third quarter of 2008.

[Figure 3 about here]

The decrease in outstanding loan volumes for firms in the treatment group starting in the fourth

quarter of 2008 indicates those firms were not able to fully refinance their maturing term loans and

expiring credit lines.

C. The Local Projection Difference-in-Differences Matching Estimation Approach

The quasi-experimental variation in how adversely firms were affected by the contraction in

credit supply lends itself to a difference-in-differences research design. To alleviate concerns that my

results are driven by other firm characteristics which were found to be associated with refinancing

risk or firms’ corporate policies, I combine the difference-in-differences approach with an appropriate

matching methodology. This paper uses the bias-corrected Abadie and Imbens (2006) matching

estimator, which has recently been used in the corporate finance literature by Almeida, Campello,

Laranjeira, and Weisbenner (2012), Campello and Giambona (2013), Gropp, Mosk, Ongena, and

Wix (2016), and Kahle and Stulz (2013).8 In contrast to standard propensity score matching, the

Abadie and Imbens (2006) matching estimator minimizes the (Mahalanobis) distance between a

vector of observed matching covariates across firms in the treatment group and firms in the control

group pool and introduces a bias correction to account for inexact matches on continuous variables.

The estimator conveniently allows for exact matches on predefined categorical matching covariates

(e.g. the SIC industry code) and additionally produces heteroskedastic-robust standard errors.

8See Abadie and Imbens (2002) and Abadie and Imbens (2006) for a more detailed explanation and Abadie,
Drukker, Herr, and Imbens (2004) for an implementation of this estimator.
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To each firm in my treatment group, I match one firm from the pool of control group firms to

produce a balanced sample in terms of firm size, the investment ratio, cash holdings, Q, cash flow,

return on assets, and long-term leverage as of 2008-Q3, the quarter immediately before the treat-

ment period. These matching covariates capture potential differences in firms’ growth prospects,

liquidity, profitability, and capital structure prior to the financial crisis. Additionally, I require

an exact match on the 1-digit SIC industry code. The main outcome variables examined are the

change in investment, the change in the logarithm of property, plant, and equipment (PPE) assets

as a measure of firm growth, the change in the logarithm of employment, and the change in the

logarithm of wages.

I estimate the average treatment effect on the treated (ATT) for the change in the outcome

variables between 2008-Q3 (the quarter immediately before the treatment period) and each of the

23 post-treatment quarters from 2010-Q2 to 2015-Q4. Thus, I estimate

τ̂hATT =
1

NT

∑
i:Ti=1

[
∆hYi −∆hỸi(0)

]
∀h = 1, · · · , 23 (2)

where NT is the number of firms in the treatment group, Ti = 1 denotes the belonging of firm i to the

treatment group, ∆hYi is the observed change in outcome variable Y between the pre-treatment

period and the hth quarter of the post-treatment period for treatment firm i, and ∆hỸi(0) the

corresponding imputed value of the change in the outcome variable for the matched control firm.

Separately estimating the treatment effect for each of the post-treatment quarters, instead of

collapsing my sample into a single pre- and post-treatment period, allows me to disentangle short-

run effects from long-run effects and trace out a treatment effect curve over time. This methodology

is similar in spirit to the local projection method of estimating impulse response functions (Jordà,

2005), which is based on sequential regressions of the endogenous variable shifted forward in time.9

D. Measuring Firm-Level Wage Rigidity: The Wage Share of Payroll Adjustment

Besides providing little evidence on the long-run effects of credit market disruptions, the existing

corporate finance literature also has little to say about how wage rigidity affects the response of

9See Favara and Imbs (2015), Jordà, Schularick, and Taylor (2013), Jordà, Richter, Schularick, and Taylor (2017),
and Mian, Sufi, and Verner (2017) for recent applications of local projection techniques in Finance.
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firms to financial shocks. However, downward nominal wage rigidity (the scarcity of nominal wages

cuts even during recessions) is a well-documented feature of the labor market.10 The notion of

wage rigidity suggests that financially constrained firms may find it easier to reduce labor costs by

laying off workers rather than by lowering wages (see e.g. Pischke (2016)). On the other hand, the

concept of labor hoarding posits that, if feasible, adjusting wages while retaining workers allows

firms to avoid the costs of firing, re-hiring, and re-training workers; thereby putting them in a

better position to expand when the economy recovers (Biddle, 2014). Thus, as payroll expenses

make up a large share of firms’ total costs (see e.g. Klasa, Maxwell, and Ortiz-Molina (2009)), the

inability or unwillingness of firms to reduce their payroll by cutting wages is likely to exacerbate

the long-run effects of credit market disruptions on real firm outcomes.

In this paper, I construct a novel firm-level measure of wage rigidity to assess how the presence of

rigid wages affects the response of firms to a credit supply shock. My proposed measure is based on

premise that firms can essentially reduce their payroll expenses along two different margins: They

can either discharge workers while keeping wages fixed, or they can lower wages while avoiding

layoffs and keeping employment stable.11 Pischke (2016) shows that employment fluctuations are

stronger for occupations with more rigid wages than for occupations with more flexible wages. Thus,

firms with a higher degree of wage rigidity can be expected to adjust their payroll via changes in

the level of employment rather than via changes in the level of the average wage. Since the payroll

of a firm i in quarter t is given by the product of its number of employees and its average wage

paid, this implies

∆Log
(
Payrolli,t

)
= ∆Log

(
Employmenti,t

)
+ ∆Log

(
Wagei,t

)
(3)

I define my measure of wage rigidity for firm i as the wage share of payroll adjustment θi given by

θi =
1

T

T∑
t=1

∆Log
(
Wagei,t

)
∆Log

(
Payrolli,t

) (4)

where T is the number of quarters in the pre-treatment period over which the measure is calculated.

10See Dickens et al. (2007) for a comprehensive study on downward nominal wage rigidity in 16 countries.
11Due to data constraints, I abstract from other margins of labor cost adjustment, such as bonuses and non-pay

benefits.
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According to this notion of wage rigidity based on Pischke (2016), I define firms with low values of

θ to have a high degree of wage rigidity and firms with high values of θ to have a low degree of wage

rigidity. To assess how the presence of rigid wages affects the response of firms to a credit supply

shock, I split the treatment group of affected firms by the median value of θ into two subsamples:

Affected firms with a high degree of wage rigidity and affected firms with a low degrees of wage

rigidity;

Rigid Wagesi =


1 if Treatmenti = 1 & θi < Q50(θ)

0 if Treatmenti = 1 & θi ≥ Q50(θ)

(5)

where Treatmenti is the treatment variable as defined in Equation 1 in Section II.B, θi is the firm-

level measure of wage rigidity as defined in Equation 4, and Q50(θ) is the median value of θ for

firms in the treatment group.

I then conduct two different matching exercises. First, to compare the treatment effect curves

for the full sample with those for the two subsamples, I run the matching estimation described in

Section II.C separately for financially constrained with rigid wages

TRigid
i =


1 if Treatmenti = 1 & Rigid Wagesi = 1

0 if Treatmenti = 0

(6)

and financially constrained firms with flexible wages

TFlexible
i =


1 if Treatmenti = 1 & Rigid Wagesi = 0

0 if Treatmenti = 0

(7)

and trace out the treatment effect curves on investment, growth, employment, and wages for each

of the two groups.

This analysis, however, is subject to the caveat that wage rigidities at the firm level could be

correlated with other firm characteristics which might explain the heterogeneity in firms’ responses

to a credit supply shock. The main concern in this regard is firm size. Previous literature has found
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that small firms tend to exhibit a higher degree of wage rigidity than large firms.12 Large firms,

however, are also likely to be less affected by a reduction in bank credit supply, as they tend to

have better access to alternative sources of external finance in both bond and equity markets. To

alleviate these concerns, I conduct a within treatment group matching exercise. I match affected

firms with rigid wages to affected firms with flexible wages to produce a sample of treatment group

firms which is balanced in terms of relevant firm characteristics:

TRigid vs. Flexible
i =


1 if Treatmenti = 1 & Rigid Wagesi = 1

0 if Treatmenti = 1 & Rigid Wagesi = 0

I then run the matching estimation described in Section II.C for this sample and trace out the

treatment effect curves on investment, growth, employment, and wages for affected firms with a

high degree of wage rigidity.

III. Data

I construct a novel data set combining data from three different sources. I obtain loan-level

data on syndicated loans from Thomson Reuters LPC’s Dealscan database, quarterly data on firms’

balance sheets and income statements from Compustat’s North America Fundamentals Quarterly

database, and data on wages from the Quarterly Workforce Indicators (QWI) data set of the

Longitudinal Employer-Household Dynamics (LEHD) program of the U.S. Census Bureau. The

definitions of all variables used in the paper are summarized in Table I.

[Table I about here]

A. Loan-Level Data

The Thomson Reuter LPC’s database contains detailed loan-level information on syndicated

loan contract terms, maturities, as well as the identities of borrowers and lenders. I begin by

collecting all term loan and credit line facilities issued by U.S. firms over the period from 1985

12 Du Caju, Fuss, and Wintr (2007) find that wage rigidity is much higher for small firms, as large firms usually
have firm-level collective wage agreements which enhances wage flexibility. Similarly, Avouyi-Dovi, Fougére, and
Gautier (2013) report that negotiating wages is more costly for small firms, resulting in a lower frequency of wage
changes.
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to 2016.13 I distinguish between loan facilities maturing during the credit crunch period in the

syndicated loan market between 2008-Q4 and 2010-Q1 (treatment facilities), and facilities maturing

either before 2008-Q4 or after 2010-Q1 (non-treatment facilities). As shown in Table II, syndicated

loan facilities tend to be long-term financing instruments. The maturity of the median loan facility

in my sample is 60 months, that is 5 years. Thus, whether a firm had a term loan maturing or

a credit line expiring during the credit crunch period from 2008-Q4 to 2010-Q1 is determined by

financing decisions made several years in the past.

[Table II about here]

The unit of observation in the Dealscan database is a loan facility at the time of origination. To

merge loan-level data from Dealscan with quarterly balance sheet data from Compustat, I calculate

the outstanding amount of term loans and credit lines of firm j in quarter t using the maturity date

contained in the database. The resulting dataset contains the volume of outstanding and maturing

loan facilities at the firm-quarter level.

B. Firm Balance Sheet Data

I then merge this dataset with the Compustat North America Fundamentals Quarterly database

using the Dealscan-Compustat Linking Database from Chava and Roberts (2008).14 I exclude all

financial borrowers (SIC industry codes 6000 - 6999), all not-for-profit and governmental enterprises

(SIC codes > 8000), and all firms not incorporated in the U.S. according to Compustat’s foreign

incorporation code.

The first dependent variable from Compustat is the change in investment, defined as the 4-

quarter moving average of the ratio of quarterly capital expenditures to the fourth lag of quarterly

property, plant, and equipment (PPE) assets.15 The second dependent variable from Compustat

is the change in the logarithm of PPE assets as a measure of firm growth, and the third dependent

variable from Compustat is the change in the logarithm of employment. I conduct my matching

procedure to balance treatment and control firms in terms of pre-treatment values of size, investment

13For term loans and credit lines, I follow the definition of Berg, Saunders, and Steffen (2016).
14I thank Sudheer Chava and Michael Roberts for making this Linking Database available on WRDS.
15Note that the Compustat item capxy represents year-to-date capital expenditures, which I first transform to

reflect quarterly values. I then use the moving average of quarterly values to account for seasonality in capital
expenditures.
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ratio, cash holdings, Q, cash flow, return on assets, and long-term leverage. Additionally, I require

an exact match on the 1-digit SIC industry code. All dependent growth variables are winsorized

at the 5% level to reduce noise from extreme values, and all matching covariates are winsorized at

the 1% level.

C. Wage and Payroll Data

I obtain wage data at the State × 4-digit NAICS industry × Firm-size level from the Quarterly

Workforce Indicators (QWI) dataset of the Longitudinal Employer-Household Dynamics (LEHD)

program of the U.S. Census Bureau.16 The QWI dataset is based on unemployment insurance (UI)

wage records and covers about 92 percent of all private non-farm employment in the U.S.17 I obtain

quarterly wage data on the average monthly earnings of employees with a stable job throughout

the quarter. Following Kuehn, Simutin, and Wang (2017) and Tuzel and Zhang (2017), I merge

the QWI data to firms in Compustat based on their 4-digit NAICS industry code, the state of

their headquarters, and the number of employees. I calculate a firm’s payroll by multiplying the

average wage obtained from the QWI dataset with the firm’s number of employees obtained from

Compustat.

Payrolli,t = WageQWI
i,t × EmploymentCS

i,t (8)

One caveat to this analysis is that the QWI data contains information at the business establishment

level. Thus, wage data will be subject to measurement error for firms with production facilities

outside of their headquarters state. However, Chaney, Sraer, and Thesmar (2012) show that head-

quarters and production facilities tend to cluster in the same state, making headquarters location

a reasonable proxy for firm location (see also Tuzel and Zhang (2017)). While Compustat con-

tains data on firms’ staff expenses, this data item (XLR) is however sparsely populated. To assess

the validity of my combined QWI-Compustat payroll measure, I regress this variable against staff

16The QWI database classifies firms into five size buckets based on the number of employees: 0-19, 20-49, 50-249,
250-499, and 500+ employees.

17See Abowd, Stephens, Vilhuber, Andersson, McKinney, Roemer, and Woodcock (2009) for a detailed description
of the construction of the Quarterly Workforce Indicators.
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expenses from Compustat for firms for which both data sources are available:

Log
(
Payrolli,t

)
= α+ β × Log (XLRi,t) + εi,t

This regression yields a slope coefficient of 0.93 and an adjusted R2 of 0.88. The scatter plot in

Figure 4 als shows a strong positive correlation between the two variables. I thus argue that my

combined QWI-Compustat payroll measure provides a reasonable approximation for firms’ actual

payroll expenses. Finally, I use the wage and payroll data from QWI and Compustat to calculate

my measure of wage rigidity for each firm as defined in Equation 4 in Section II.

IV. The Long-Run Real Effects of Banking Crises

A. Matching Quality

I start the empirical analysis by providing summary statistics of the sample firms before and

after matching. Table III shows the mean values of the matching covariates for treated firms, non-

treated firms and firms in the matched control group as of 2008-Q3, the quarter immediately before

the treatment period. I provide two different matching quality diagnostics for the balancedness of

the sample: the standardized bias defined as the difference of sample means between treated and

non-treated firms as a percentage of the square root of the average of sample variances in both

groups; and the two-sample t-statistic for differences in means.

[Table III about here]

Panel A of Table III compares the 736 treated and 1,013 non-treated firms in the unmatched sample.

Treated firms differ from non-treated firms along several important dimensions. The average treated

firm is significantly larger than the average non-treated firm, has a lower pre-crisis investment ratio,

lower cash holdings, a lower Q, a higher return on assets, and a higher long-term leverage. These

differences between treated and non-treated firms emphasize the necessity of employing a matching

procedure.

To each of the 736 treated firms in my sample I match one firm from the control group pool of

1,013 non-treated firms to produce a balanced sample in terms of the pre-treatment firm character-

istics. Additionally, I require an exact match on the 1-digit SIC industry code. Panel B of Table III
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shows the mean values of the matching covariates for treated firms and matched control firms af-

ter applying the matching procedure. The matched sample is balanced in terms of all matching

covariates. The standardized bias ranges between 1.54 and 7.78 percent in absolute values and the

differences in means become statistically insignificant. This successful matching procedure allevi-

ates concerns that my results might be driven by differences in firms’ growth prospects, liquidity,

profitability, and capital structure prior to the financial crises.

B. Firm-Level Investment and Growth Dynamics

I now examine how firms more adversely affected by the reduction in aggregate credit supply

adjust their investment policies and growth trajectories over a period of 6 years following the credit

supply shock. Identification in a difference-in-differences framework crucially relies on the parallel

trend assumption to hold. Figure 5 shows the evolution of the mean change in investment ratios

relative to 2008-Q3 for both treated firms (solid blue line) and the sample of matched control firms

(dashed red line). The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and end of the

credit crunch period in my sample. The figure shows that, prior to the financial crisis, there is no

significant difference in the investment dynamics between the two groups of firms, as indicated by

the overlapping 95% confidence intervals (marked by the dotted lines). Starting in 2008, there is

a decrease in investment of similar magnitude for both treated and control firms. After bottoming

out in the first quarter of 2010, however, control firms begin to increase their investment at a

steeper rate than firms more adversely affected by the reduction in aggregate credit supply. The

figure shows a significant gap in investment between treated and control firms up until the first

quarter of 2012, when the investment trajectories of the two groups start to converge again.

[Figure 5 about here]

Figure 6 shows the evolution of the mean change in the logarithm of property, plant, and equipment

(PPE) assets relative to 2008-Q3 for the two groups of firms. Similarly, there is no significant

difference in growth dynamics between the two groups in the period prior to the financial crisis.

Starting at the end of the treatment period, and consistent with the investment gap shown in

Figure 5, firms more adversely affected by the reduction in aggregate credit supply enter a lower

growth trajectory following the credit crunch. Then, after the investment gap closes in 2013,
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treatment and control firms converge to parallel growth paths until the end of the sample period.

However, as treated firms do not offset the gap in investment by investing more when credit becomes

available again, Figure 6 shows that there remains a persistent growth gap a full 6 years after the

credit supply shock. Taken together, Figure 5 and Figure 6 illustrate that my matching procedure

does a good job at balancing treated and non-treated firms regarding their pre-treatment trends in

investment and firm growth.

[Figure 6 about here]

Columns 1 and 2 of Table IV report the matching estimation results for the average treatment

effect on the treated (ATT) on the change in investment. Starting in the third quarter of 2010,

firms more adversely affected by the reduction in aggregate credit supply begin to significantly

reduce investment by 1.5 percentage points relative to firms in the matched control group. Over

the next two years, the investment gap ranges between 1.5 and 1.7 percentage points per quarter.

These coefficients are of similar magnitude as those found in previous studies on the short-run

effects of credit market disruptions on investment. Almeida et al. (2012) report that firms whose

long-term debt was largely maturing at the onset of the financial crisis cut their investment ratio

by 2.5 percentage points more on a quarterly basis. Acharya, Eisert, Eufinger, and Hirsch (2016)

find that firms borrowing from banks more affected by the European sovereign debt crisis exhibit

a decrease in capital expenditures of 6 percentage points in total over a period of 8 quarters.

Moreover, my results provide novel evidence on the recovery path of firm investment once credit

becomes available again. Beginning in the second quarter of 2012, two years after the end of

the credit crunch, the investment gap starts to close and becomes statistically insignificant and

close to zero in magnitude. However, there is no catch-up effect in the sense that treated firms

do not offset the investment gap from 2010-Q3 to 2012-Q1 and do not invest more than firms in

the control group in the following years. Therefore, as reported in columns 3 and 4 of Table IV,

this temporary investment gap translates into a significant and persistent growth gap. Firms more

adversely affected by the reduction in aggregate credit supply grow 8.6 percentage points less from

2008-Q3 to 2013-Q1 than firms in the control group. This 9 percentage point growth gap does not

close and remains statistically significant until the end of the sample period in 2015-Q4.

[Table IV about here]
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Figure 7 and Figure 8 plot the estimated treatment effects on investment and firm growth and

trace out treatment effect curves over time resembling impulse response functions used in macroe-

conomics. The solid lines represent the matching estimates for the ATT based on the results in

columns 1 and 3 of Table IV, and the dashed lines represent the corresponding 95% confidence

intervals. The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and end of the credit

crunch period in my sample. The two figures additionally plot the estimated effects for the pre-

treatment period from 2006-Q1 to 2010-Q1 not reported in Table IV, providing a formal test of

the parallel trends assumption. Figure 7 illustrates the temporary drop in investment for treated

firms over a period of two years following the credit supply shock. Once credit becomes available

again, treated firms converge back to similar levels of investment as control firms, however without

offsetting the temporary investment gap. Figure 8 thus illustrates how this temporary gap in in-

vestment translates into a persistent growth gap until the end of the sample period. These results

provide evidence of significant long-run effects of credit market disruptions on firm growth.

[Figure 7 and Figure 8 about here]

C. Firm-Level Employment and Wage Dynamics

I now investigate the effects of the credit supply shock on firm-level employment and wage

dynamics. Figure 9 and Figure 10 shows the evolution of employment and wage growth respectively

relative to 2008-Q3 for both treated firms (solid blue line) and the sample of matched control firms

(dashed red line). The figures illustrate the parallel growth paths for employment and wages

prior to the financial crisis. Figure 9 shows a small employment gap between treated and control

firms following the financial crisis. On the other hand, Figure 10 shows almost no differences

in the post-crisis wage dynamics between the two groups of firms and illustrates the only small

overall downward adjustment of wages during the financial crisis. This pattern is in line with the

considerable evidence of downward wage rigidity in the U.S. during and after the Great Recession

(Daly, Hobijn, and Lucking, 2012).

[Figure 9 and Figure 10 about here]

Columns 1 and 2 of Table IV report the matching estimation results for the average treatment effect

on the treated (ATT) on employment growth. Firms more adversely affected by the reduction in
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aggregate credit supply exhibit an additional decline in employment growth of up to 2.2 percentage

points between 2011-Q4 and 2013-Q4. Although these employment effects are not statistically sig-

nificant, their magnitude is comparable to those found in previous studies. Cingano, Manaresi, and

Sette (2016) find that firms affected by a credit crunch lower employment growth by 1.8 percentage

points, and Bentolila, Jansen, Jiménez, and Ruano (2015) report employment losses of about 2.2

percentage points due to a credit supply shock. Using confidential data at the establishment level,

Chodorow-Reich (2014) reports a somewhat larger effect of 4 percentage points.

Columns 3 and 4 of Table IV report the matching estimation results for the average treatment

effect on the treated (ATT) on wage growth. I find small and statistically insignificant wage effects

ranging between 0.1 and 1.2 percentage points in the 3 years after the credit crunch. These results

are in line with the empirical evidence of a significant amount of downward nominal wage rigidity

in the U.S. (Fallick, Lettau, and Wascher, 2016).

[Table V about here]

Figure 11 and Figure 12 plot the estimated treatment effects on employment and wage growth and

trace out the treatment effect curves over time. The solid lines represent the matching estimates

for the ATT based on the results in columns 1 and 3 of Table V, and the dashed lines represent

the corresponding 95% confidence intervals. The two vertical lines mark 2008-Q4 and 2010-Q1, the

beginning and end of the credit crunch period in my sample. The two figures additionally plot the

estimated effects for the pre-treatment period from 2006-Q1 to 2010-Q1 not reported in Table V,

providing a formal test of the parallel trends assumption. While the parallel trend assumption

holds for the wage dynamics shown in Figure 12, Figure 11 shows that treated and control firms do

not share parallel trends in terms of employment growth. Figure 11 illustrates the negative albeit

not statistically significant employment gap starting at the end of the credit crunch period, and

Figure 12 illustrates the weak response of firms’ wage policies in the years after the credit crunch.

[Figure 11 and Figure 12 about here]
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V. The Role of Wage Rigidity

I now turn to the question how wage rigidities at the firm level affect firms’ investment, growth,

employment, and wage dynamics in response to a credit supply shock. While downward nominal

wage rigidity is a well-documented feature of the labor market and a central topic in the macroe-

conomic literature on financial frictions, its consequences have received relatively little attention

in the corporate finance literature thus far. In the presence of rigid wages, financially constrained

firms may find it easier to reduce labor costs by laying off workers rather than by lowering wages

(Pischke, 2016). On the other hand, the concept of labor hoarding posits that, if feasible, adjusting

wages while retaining workers allows firms to avoid the costs of firing, re-hiring, and re-training

workers; thereby putting them in a better position to expand when the economy recovers. Thus,

the inability of unwillingness of firms to reduce their payroll expenses by cutting wages is likely to

exacerbate the negative long-run effects of credit market disruptions on real firm outcomes.

To assess how the presence of rigid wages affects the response of firms to a credit supply shock, I

split my treatment group of firms more adversely affected by a reduction in aggregate credit supply

into two subsamples based on my firm-level measure of wage rigidity: Affected firms with a high

degree of wage rigidity and affected firms with a low degree of wage rigidity. I then conduct two

different matching exercises. First, to compare the treatment effect curves for the full sample with

those for the two subsamples, I run the matching estimation described in Section II separately for

affected firms with rigid wages and affected firms with flexible wages and trace out the treatment

effect curves for each of the two groups. Second, to alleviate concerns that these results reflect other

differences between firms which are correlated with wage rigidity (most importantly firm size), I

conduct a within treatment group analysis and match affected firms with rigid wages to affected

firms with flexible wages.

A. Affected Firms with Rigid and Flexible Wages versus Unaffected Firms

This section presents the estimation results of the first matching exercise. I compare the treat-

ment effect curves for the full sample estimated in Section IV with the treatment effect curves for

affected firms with rigid wages and affected firms with flexible wages respectively.

Column 1 of Table VI reports the matching estimation results for the average treatment effect
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on the treated (ATT) on the change in investment for affected firms with rigid wages. Those firms

significantly reduce investment by up to 2.5 percentage points relative to unaffected firms in the

matched control group. This decrease in investment is larger in magnitude than the investment

drop for the full sample of affected firms reported in Table IV. Beginning in the second quarter of

2012, the investment gap for affected firms with rigid wages starts to close and becomes statistically

significant and close to zero in magnitude. In contrast, there is no significant drop in investment for

affected firms with flexible wages, as shown in Column 2 of Table VI. In line with Schoefer (2015) and

Wang (2017), these findings suggests that wage flexibility at the firm level can mitigate the negative

effects of restricted access to external finance. Moreover, these results provide corroborating firm-

level evidence for recent findings in the macroeconomic literature on financial frictions that wage

rigidities are a necessary feature to create amplification of financial shocks (Ajello, 2016). Columns 3

and 4 of Table VI report the corresponding matching estimation results on firm growth. Consistent

with the significant investment gap for affected firms with rigid wages, Column 3 shows a large and

persistent growth gap for those firms. Affected firms with rigid wages grow 12.2 percentage points

less from 2008-Q3 to 2012-Q3 than unaffected firms in the matched control group. This growth

gap remains large and statistically significant until almost the end of the sample period in 2015-Q4.

Conversely, and consistent with the respective investment results, the growth gap for affected firms

with flexible wages is small in magnitude and statistically insignificant, as shown in Column 4 of

Table VI.

[Table VI about here]

Columns 1 and 2 of Table VII report the matching estimation results for the average treatment

effect on the treated (ATT) on employment growth for affected firms with rigid and flexible wages,

respectively. While only weakly statistically significant, the effect of a credit supply shock on

employment growth is negative and large in magnitude for affected firms with rigid wages. Those

firms exhibit an additional decline in employment growth of up to 3.6 percentage points between

2011-Q4 and 2012-Q3 compared to unaffected firms in the matched control group. On the other

hand, employment effects are slightly positive but insignificant for affected firms with flexible wages.

Columns 3 and 4 of Table VII report the corresponding matching estimation results on wage growth.

While there are no significant effects on the wage policies of affected firms with rigid wages, Column
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4 shows that affected firms with a low degree of wage rigidity significantly reduce wages in response

to a credit supply shock.

[Table VII about here]

Figure 13 plots the estimated treatment effects and trace out the treatment effect curves over

time for affected firms with rigid wages. The solid lines represent the matching estimates for the

ATT from Columns 1 and 2 of Table VI and Table VII, respectively. The dashed lines represent

the corresponding 95% confidence intervals. The two vertical lines mark 2008-Q4 and 2010-Q1,

the beginning and end of the credit crunch period in my sample. The four panels additionally

plot the estimated effects for the pre-treatment period, providing a formal test of the parallel trend

assumptions. Panel A of Figure 13 illustrates the steep drop in investment and Panel B the resulting

large growth gap for affected firms with rigid wags. Panel C and Panel D illustrate how those firms

adjust their labor costs following the crisis by reducing employment rather than by lowering wages.

[Figure 13 about here]

Analogously, Figure 14 traces out the treatment effect curves over time for affected firms with

flexible wages based on the matching estimates in Columns 3 and 4 of Table VI and Table VII.

Panel A of Figure 14 shows that affected firms with flexible wages do not significantly reduce

investment in response to a credit supply shock and thus, as shown in Panel B, do not exhibit a

significant growth gap in the years following the credit crunch. Panel C and Panel D illustrate how

affected firms with flexible wages reduce labor costs by cutting wages while keeping employment

stable. Thus, Figure 14 illustrates how wage flexibility at the firm level can mitigate the negative

effects of a credit supply shock on investment and firm growth.

[Figure 14 about here]

Finally, Figure 15 compares the treatment effect curves for the full sample with the treatment effect

curves for affected firms with rigid wages and affected firms with flexible wages, respectively. The

solid black lines represent the matching estimates for the full sample estimated in Section IV; the

dashed blue lines represent the corresponding estimates for affected firms with rigid wages; and the

dotted red lines represent the corresponding estimates for affected firms with flexible wages. The

two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and end of the credit crunch period in
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my sample. Confidence intervals are omitted for clarity. Panel C and Panel D of Figure 15 illustrate

the stark difference in the wage and employment responses of affected firms with rigid and flexible

wages. Firms with higher levels of wage rigidity reduce labor costs by reducing employment, while

firms with low levels of wage rigidity cut wages and keep employment stable.

[Figure 15 about here]

B. Affected Firms with Rigid Wages versus Affected Firms with Flexible Wages

The previous section suggests that firms with rigid wages adjust their corporate policies differ-

ently than firms with flexible wages in response to a credit supply shock. This analysis, however,

is subject to the caveat that wage rigidities at the firm level might be correlated with other firm

characteristics, in particular firm size. Du Caju, Fuss, and Wintr (2007) find that wage rigidity

is much higher for small firms, as large firms usually have firm-level collective wage agreements

which enhances wage flexibility. Similarly, Avouyi-Dovi, Fougére, and Gautier (2013) report that

negotiating wages is more costly for small firms, resulting in a lower frequency of wage changes.

Since large firms are also likely to be less affected by a reduction in bank credit supply, the results

in the previous section may merely reflect other differences between affected firms which are corre-

lated with firm size. To alleviate these concerns, I conduct a within treatment group analysis and

match affected firms with rigid wages to affected firms with flexible wages to produce a sample of

treatment group firms which is balanced in terms of relevant firm characteristics.

Panel A of Table VIII compares the 334 affected firms with rigid wages and the 325 affected

firms with flexible wages in the unmatched sample. As expected, and in line with the empirical

literature on wage rigidity, firms with a high degree of wage rigidity are significantly smaller than

firms with a low degree of wage rigidity. Moreover, the average affected firm with rigid wages has

a higher pre-crisis investment ratio, a lower cash flow, and a higher long-term leverage.

[Table VIII about here]

To each of the 334 affected firms with rigid wages, I match one firm from the control group pool

of affected firms with flexible wages to produce a balanced sample in terms of the relevant firm

characteristics. Panel B of Table VIII shows the mean values of the matching covariates for the two

groups of firms after applying the matching procedure. While statistically significant differences
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remain in terms of the return on assets and the long-term leverage, the matched sample is balanced

in terms of all other matching covariates, most importantly firm size.

Table IX reports the matching estimation results for the average treatment effect on the treated

(ATT) on investment- firm- employment- and wage growth. Column 1 shows that affected firms

with rigid wages exhibit an additional decline in investment by up to 2.3 percentage points relative

to affected firms with flexible wages. There is a significant investment gap between the two groups of

firms for 2 years over the period from 2011-Q2 to 2013-Q1. As shown in Column 2, this temporary

investment gap translates into a growth gap of up to 10.2 percentage points 3 years after the

crisis. While the growth gap becomes statistically insignificant at the end of the sample period,

its magnitude remains large with about 7 percentage points. Columns 3 and 4 of Table IX show

how differently firms with rigid and flexible wages adjust their labor policies in response to a

credit supply shock. Firms with a higher degree of wage rigidity reduce employment by up to

5.5 percentage points more and wages by up to 2.7 percentage points less than firms with flexible

wages.

[Table IX about here]

Figure 16 traces out the treatment effect curves. The solid lines represent the matching estimates

for the ATT based on the results in Table IX, and the dashed lines represent the corresponding 95%

confidence intervals. Panel A illustrates how firms with rigid wages reduce investment compared to

firms with flexible wages in response to a credit supply shock. As shown in Panel B, this translates

into a growth gap which remains large in magnitude until the end of the sample period. Panel C

and Panel D illustrate the relative reduction in employment and the relative increase in wages for

firms with rigid wages relative to firms with flexible wages.

[Figure 16 about here]

Taken together, these findings provide novel firm-level evidence on the role of wage rigidity for

the amplification of financial shocks. Moreover, the results are consistent with the notion of labor

hoarding which posits that, if feasible, adjusting wages while retaining workers might put firms in a

better position to expand when the economy recovers. Thus, labor hoarding behavior due to wage

flexibility might mitigate the negative long-run effects of banking crises. In this regard, the case
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of the Germany economy during and after the financial crisis may provide additional context.18

Like the United States, Germany experienced a credit crunch (Puri, Rocholl, and Steffen, 2011)

and a similarly severe recession during the 2008-09 financial crisis. However, unlike in the United

States, there was virtually no rise in unemployment in Germany during the crisis, an economic

development which has been dubbed the “German labor market miracle” (Burda and Hunt, 2011).

German GDP also recovered slightly faster to pre-crisis levels than U.S. GDP and significantly

faster than the GDP in other major economies (CEA, 2014). The resilience of the German labor

market and the fast recovery of the German economy has often been attributed to short-time work

(“Kurzarbeit”) programs subsidized by the government.19 Under short-time work schemes, firms

refrain from layoffs but instead reduce workers’ hours. Workers are paid the wage for the actual

hours worked plus a compensation (“Kurzarbeitergeld”) between 60 and 67 percent of the net pay

for the hours not demanded. Firms are later reimbursed for the “Kurzarbeitergeld” expenses by

the German Federal Employment Agency. During the financial crisis, the German government

expanded the short-time work scheme by prolonging the duration of firm subsidies from 6 to 24

months and by reducing the required minimum number of affected workers (Burda and Hunt, 2011).

These policy measures effectively constituted an injection of wage flexibility into the German labor

market, as firms were able to reduce labor costs by lowering their wage bill without laying off

workers. The fast recovery of the German economy following the crisis is consistent with my results

that more flexible wages might mitigate the long-run real effects of banking crises.

VI. Robustness Checks

A. Alternative Definition of the Treatment Period

In my baseline specification, I define the period from 2008-Q4 to 2010-Q1 as the credit crunch

period in the syndicated loan market. During these 6 quarters credit activity in the syndicated

loan market was significantly below its long-run average. In this section, I perform a robustness

check using a narrower definition of the treatment period, from 2009-Q1 to 2009-Q4. As the credit

18See Giroud and Mueller (2017) for a similar discussion.
19For a discussion of labor hoarding and short-time work in Germany during the financial crisis, see Dietz, Stops,

and Wawei (2010), Burda and Hunt (2011), Cahuc and Carcillo (2011), Rinne and Zimmermann (2013), Balleer,
Gehrke, Lechthaler, and Merkl (2016), and Giroud and Mueller (2017).
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availability in the syndicated loan market was at its lowest in 2009 (Becker and Ivashina, 2014), I

expect the results to be stronger using this narrower definition of the treatment period. Table X

presents the results of this robustness check. Column 1 shows that firms more adversely affected by

the reduction in aggregate credit supply from 2009-Q1 to 2009-Q4 reduce investment by up to 2.0

percentage points relative to firms in the matched control group over a period of 2 years following

the crisis. As shown in Column 2, this temporary investment gap results in a persistent growth

gap of 12 percentage points. As expected, both the temporary drop in investment as well as the

persistent growth gap are larger in magnitude than for the baseline results in Table IV.

[Table X about here]

B. Alternative Definitions of the Treatment Group

In my baseline specification, I define the treatment group to be firms which had at least one

term loan or credit line maturing during the period from 2008-Q4 to 2010-Q1, and I define the

control group pool to be firms which had neither a term loan nor a credit line maturing during this

period. This definition of the treatment group is rather conservative and might include firms for

which the volume of maturing loans constitutes only a small share of its overall corporate financing.

As such firms have lower refinancing risk, they should be only marginally affected by the reduction

in aggregate credit supply. To address this concern, I perform a robustness check and define the

treatment group to be firms for which the volume of maturing loans during the credit crunch period

exceeds 5 percent (10 percent) of the firm’s total assets. The control group pool remains unchanged

and consists of firms which had neither a term loan nor a credit line maturing during this period.

As firms with a larger volume of maturing loans are expected to be more adversely affected by the

reduction in credit supply, I expect the results to be stronger using this stricter definition of the

treatment group. Table XI presents the results of this robustness check. Columns 1 and 2 show that

firms for which the volume of maturing loans during the credit crunch period exceeds 5 percent (10

percent) of total assets reduce investment by up to 2.0 percentage points (2.3 percentage points)

relative to firms in the matched control group in the years after the crisis. As shown in Columns

3 and 4, this temporary investment gap results in a persistent growth gap of 10 and 12 percentage

points, respectively. As expected, both the temporary drop in investment as well as the persistent
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growth gap are larger in magnitude than for the baseline results in Table IV.

[Table XI about here]

VII. Conclusion

In this paper I have investigated the long-run effects of a banking crisis on real firm outcomes

and how these effects depend on nominal wage rigidities at the firm level. I showed that firms

more adversely affected by a reduction in aggregate credit supply reduce investment over a period

of 2 years following a credit supply shock before returning to normal levels of investment. As firms

do not offset this temporary investment gap, it results in a persistent and significant accumulated

growth gap a full 6 years after the initial shock. I also showed that wage rigidities at the firm level

significantly exacerbate the negative long-run effects of banking crises. Affected firms with higher

levels of wage rigidity exhibit a steeper drop in investment and grow more slowly than affected

firms with flexible wages.

Since the financial crisis of 2008-09, a growing literature examines how the economy recovers in

the aftermath of banking crises. To date, many important questions remain unresolved. To what

extent does the aftermath of banking crises represent a causal relationship between credit market

disruptions and economic activity? Do banking crises have persistent negative real effects or is there

a full recovery in the long run? And what explains the heterogeneity in the recovery paths following

banking crises? While most papers in the existing literature attempt to answer these questions with

aggregate data, this approach has several drawbacks. First, identifying exogenous shocks to credit

supply is difficult when using aggregate data and, second, “measuring recovery” with aggregate

data suffers from the lack of a credible counterfactual of how economic activity would have evolved

in the absence of a banking crisis. In the light of these empirical challenges, Romer and Romer

(2017) suggest that “the most fruitful approach to establishing causation may lie in combining

natural experiments with detailed cross-section evidence.” Studying the long-run effects of credit

market disruptions on real firm outcomes, my paper provides such quasi-experimental firm-level

evidence.
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Appendix A: Figures

Figure 1. Newly Issued Loans By Quarter. This figure shows the detrended quarterly total
log volume of newly issued term loans and credit lines to U.S. nonfinancial borrowers over the
period from 1995 to 2016. The two horizontal lines denote two standard deviations around the
mean volume of newly originated loans over the whole period. The two vertical lines mark the
quarters 2008-Q4 and 2010-Q1, the period during which credit activity fell significantly below the
long-run average of loan originations. This time window defines the credit crunch period in the
syndicated loan market, which I use as the treatment period in this paper.
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Time2008-Q4 2010-Q1

Pre-Crisis Crisis Post-Crisis

Non-Treatment Facility (A)

Non-Treatment Facility (B)

Treatment Facility (C)

Figure 2. Basic Identification Idea. This figure illustrates the basic idea behind my identifica-
tion strategy. I split the loan facilities in my sample into Non-Treatment Facilities maturing either
before (Facilty A) or after (Facility B) the credit crunch period, and Treatment Facilities maturing
during the credit crunch period between 2008-Q4 and 2010-Q1. I define my treatment group to be
firms with at least one treatment facility maturing during the credit crunch period.
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Figure 3. Mean Outstanding Syndicated Loan Volumes By Quarter. This figure shows
the evolution of mean outstanding syndicated loan volumes for both treated firms (solid line) and
non-treated firms (dashed line), relative to 2008-Q3. Treated firms are firms which have at least
one term loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1, while
non-treated firms have neither a term loan maturing nor credit line expiring during this period.
The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and end of the credit crunch
period in my sample.
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Figure 4. Combined QWI-Compustat Payroll Measure versus Compustat Staff Ex-
penses. This figure plots the logarithm of the combined QWI-Compustat payroll measure as
defined in Section III against the logarithm of the Compustat staff expense item XLR for firms for
which both data sources are available. The slope coefficient of the associated regression is 0.93 and
the adjusted R2 is 0.88, indicating that the combined QWI-Compustat payroll measure provides a
reasonable approximation for firms’ actual payroll expenses.
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Figure 5. Mean Change in Investment Ratios Over Time. This figure shows the evolution
of the mean change in investment ratios relative to 2008-Q3 over time for both treated firms (solid
blue line) and matched control firms (dashed red line). Treated firms are firms which have at least
one term loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1, while
non-treated firms in the matched control group have neither a term loan maturing nor credit line
expiring during this period. The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and
end of the credit crunch period in my sample. The dotted lines mark the 95% confidence intervals.
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Figure 6. Mean Firm Growth Over Time. This figure shows the evolution of the mean change
in the logarithm of property, plant, and equipment (PPE) assets relative to 2008-Q3 over time for
both treated firms (solid blue line) and matched control firms (dashed red line). Treated firms are
firms which have at least one term loan maturing or credit line expiring during the period from
2008-Q4 to 2010-Q1, while non-treated firms in the matched control group have neither a term
loan maturing nor credit line expiring during this period. The two vertical lines mark 2008-Q4 and
2010-Q1, the beginning and end of the credit crunch period in my sample. The dotted lines mark
the 95% confidence intervals.

43



Figure 7. Investment: Treatment Effect Curve Over Time. This figure shows the average
treatment effect on the treated (ATT) on the change in investment between 2008-Q3 (the last
quarter before the credit supply shock) and multiple pre- and post periods from 2006-Q1 to 2015-
Q4. Treated firms are firms which have at least one term loan maturing or credit line expiring
during the period from 2008-Q4 to 2010-Q1, while non-treated firms in the matched control group
have neither a term loan maturing nor credit line expiring during this period. The solid line
represents the matching estimates for the ATT based on the results in Table IV. The two dashed
lines represent the 95% confidence intervals. The two vertical lines mark 2008-Q4 and 2010-Q1,
the beginning and end of the credit crunch period in my sample.
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Figure 8. Firm Growth: Treatment Effect Curve Over Time. This figure shows the
average treatment effect on the treated (ATT) on the change in the logarithm of property, plant,
and equipment (PPE) assets between 2008-Q3 (the last quarter before the credit supply shock) and
multiple pre- and post periods from 2006-Q1 to 2015-Q4. Treated firms are firms which have at
least one term loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1,
while non-treated firms in the matched control group have neither a term loan maturing nor credit
line expiring during this period. The solid line represents the matching estimates for the ATT
based on the results in Table IV. The two dashed lines represent the 95% confidence intervals. The
two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and end of the credit crunch period
in my sample.
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Figure 9. Mean Employment Growth Over Time. This figure shows the evolution of the
mean change in the logarithm of employment relative to 2008-Q3 over time for both treated firms
(solid blue line) and matched control firms (dashed red line). Treated firms are firms which have
at least one term loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1,
while non-treated firms in the matched control group have neither a term loan maturing nor credit
line expiring during this period. The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning
and end of the credit crunch period in my sample. The dotted lines mark the 95% confidence
intervals.
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Figure 10. Mean Wage Growth Over Time. This figure shows the evolution of the mean
change in the logarithm of wages relative to 2008-Q3 over time for both treated firms (solid blue
line) and matched control firms (dashed red line). Treated firms are firms which have at least
one term loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1, while
non-treated firms in the matched control group have neither a term loan maturing nor credit line
expiring during this period. The two vertical lines mark 2008-Q4 and 2010-Q1, the beginning and
end of the credit crunch period in my sample. The dotted lines mark the 95% confidence intervals.
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Figure 11. Employment Growth: Treatment Effect Curve Over Time. This figure shows
the average treatment effect on the treated (ATT) on the change in the logarithm of employment
between 2008-Q3 (the last quarter before the credit supply shock) and multiple pre- and post
periods from 2006-Q1 to 2015-Q4. Treated firms are firms which have at least one term loan
maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1, while non-treated
firms in the matched control group have neither a term loan maturing nor credit line expiring
during this period. The solid line represents the matching estimates for the ATT based on the
results in Table V. The two dashed lines represent the 95% confidence intervals. The two vertical
lines mark 2008-Q4 and 2010-Q1, the beginning and end of the credit crunch period in my sample.
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Figure 12. Wage Growth: Treatment Effect Curve Over Time. This figure shows the
average treatment effect on the treated (ATT) on the change in the logarithm of wages between
2008-Q3 (the last quarter before the credit supply shock) and multiple pre- and post periods from
2006-Q1 to 2015-Q4. Treated firms are firms which have at least one term loan maturing or credit
line expiring during the period from 2008-Q4 to 2010-Q1, while non-treated firms in the matched
control group have neither a term loan maturing nor credit line expiring during this period. The
solid line represents the matching estimates for the ATT based on the results in Table V. The
two dashed lines represent the 95% confidence intervals. The two vertical lines mark 2008-Q4 and
2010-Q1, the beginning and end of the credit crunch period in my sample.
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(A) Investment (B) Firm Growth

(C) Employment (D) Wages

Figure 13. Affected Firms With Rigid Wages: Treatment Effect Curves Over Time.
This figure shows the average treatment effect on the treated (ATT) on the change in investment
(Panel A), the change in the logarithm of property, plant, and equipment (PPE) assets (Panel B),
the change in the logarithm of employment (Panel C), and the change in the logarithm of wages
(Panel D) between 2008-Q3 (the last quarter before the credit supply shock) and multiple pre-
and post periods from 2006-Q1 to 2015-Q4. Treated firms are firms which have at least one term
loan maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1 and which have
a below-median wage share of payroll adjustment, while non-treated firms in the matched control
group have neither a term loan maturing nor credit line expiring during this period. The solid lines
in each panel represents the matching estimates for the ATT based on the corresponding results in
Table VI and Table VII. The two dashed lines in each panel represent the 95% confidence intervals.
The two vertical lines in each panel mark 2008-Q4 and 2010-Q1, the beginning and end of the
credit crunch period in my sample.
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(A) Investment (B) Firm Growth

(C) Employment (D) Wages

Figure 14. Affected Firms With Flexible Wages: Treatment Effect Curves Over Time.
This figure shows the average treatment effect on the treated (ATT) on the change in investment
(Panel A), the change in the logarithm of property, plant, and equipment (PPE) assets (Panel B),
the change in the logarithm of employment (Panel C), and the change in the logarithm of wages
(Panel D) between 2008-Q3 (the last quarter before the credit supply shock) and multiple pre- and
post periods from 2006-Q1 to 2015-Q4. Treated firms are firms which have at least one term loan
maturing or credit line expiring during the period from 2008-Q4 to 2010-Q1 and which have an
above-median wage share of payroll adjustment, while non-treated firms in the matched control
group have neither a term loan maturing nor credit line expiring during this period. The solid line
in each panel represents the matching estimates for the ATT based on the corresponding results in
Table VI and Table VII. The two dashed lines in each panel represent the 95% confidence intervals.
The two vertical lines in each panel mark 2008-Q4 and 2010-Q1, the beginning and end of the
credit crunch period in my sample.
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(A) Investment (B) Firm Growth

(C) Employment (D) Wages

Figure 15. Full Sample, Affected Firms with Rigid Wages, and Affected Firms with
Flexible Wages: Comparing Treatment Effect Curves Over Time. This figure compares
the average treatment effects on the treated (ATT) on the change in investment (Panel A), the
change in the logarithm of property, plant, and equipment (PPE) assets (Panel B), the change in the
logarithm of employment (Panel C), and the change in the logarithm of wages (Panel D) between
2008-Q3 (the last quarter before the credit supply shock) and multiple pre- and post periods from
2006-Q1 to 2015-Q4. The solid black line in each panel represent the matching estimates based on
the full sample (Figures 7, 8, 11, and 12), the dashed blue line in each panel represents the matching
estimates based on treatment firms with rigid wages (Figure 13), and the dotted red line in each
panel represents the matching estimates based on treatment firms with flexible wages (Figure 14).
Confidence bands are omitted for clarity. The two vertical lines in each panel mark 2008-Q4 and
2010-Q1, the beginning and end of the credit crunch period in my sample.
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(A) Investment (B) Firm Growth

(C) Employment (D) Wages

Figure 16. Affected Firms With Rigid Wages versus Affected Firms With Flexible
Wages: Treatment Effect Curves Over Time. This figure shows the average treatment
effect on the treated (ATT) on the change in investment (Panel A), the change in the logarithm of
property, plant, and equipment (PPE) assets (Panel B), the change in the logarithm of employment
(Panel C), and the change in the logarithm of wages (Panel D) between 2008-Q3 (the last quarter
before the credit supply shock) and multiple pre- and post periods from 2006-Q1 to 2015-Q4.
Treated firms are firms which have at least one term loan maturing or credit line expiring during the
period from 2008-Q4 to 2010-Q1 and which have a below-median wage share of payroll adjustment.
Non-treated firms in the matched control group are firms which have at least one term loan maturing
or credit line expiring during the period from 2008-Q4 to 2010-Q1 and which have an above-median
wage share of payroll adjustment. The solid line in each panel represents the matching estimates
for the ATT based on the results in Table IX. The two dashed lines in each panel represent the
95% confidence intervals. The two vertical lines in each panel mark 2008-Q4 and 2010-Q1, the
beginning and end of the credit crunch period in my sample.
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Appendix B: Tables

Table I

Variable Definitions

This table shows the definitions of all dependent variables, matching variables, and wage rigidity
variables used in the paper. The definitions provide the items of Compustat’s North America Fun-
damentals Quarterly database or the items of the Quarterly Workforce Indicators (QWI) database
used to construct the variables.

Variable Definition Data Source

Dependent Variables

∆Investment Investmentt+k - Investmentt Compustat

∆ Log PPE Assets Log(ppentq t+k) - Log(ppentq t) Compustat

∆ Log Employment Log(empt+k) - Log(empt) Compustat

∆ Log Wages Log(Waget+k) - Log(Waget) QWI

Log(Wage) (Log(earnst)+Log(earnst−1)+Log(earnst−2)+Log(earnst−3))
4 QWI

Matching Variables

Size Log(atq t) Compustat

Investment
(capxyqt+capxyqt−1+capxyqt−2+capxyqt−3)

ppentqt−4
Compustat

Cash Holdings cheqt
atqt

Compustat

Q atqt+prccqt×cshoqt−ceqqt
atqt

Compustat

Cash Flow ibqt+dpqt
ppentqt−1

Compustat

Return on Assets oibdpqt
atqt−1

Compustat

Long-Term Leverage dlttqt
atqt

Compustat

SIC Industry Code sic Compustat

Wage Rigidity Variables

Payroll empt × earnst Compustat/QWI

Wage Rigidity θt
1
T

∑T
t=1

∆Log(earnst)
∆Log(Payrollt)

Compustat/QWI



Table II

Summary Statistics: Syndicated Loans

This table reports the summary statistics of 1,281 treatment facilities and 6,018 non-treatment
facilities at the individual loan level. A treatment facility is a term loan maturing or credit line
expiring between 2008-Q4 and 2010-Q1, and a non-treatment facility is a term loan maturing or
credit line expiring either before 2008-Q4 or after 2010-Q1. The table reports the means, standard
deviations (SD), as well as the 10th, 50th, and 90th percentiles of the distributions of the respective
sample of loan facilities. The variable Term Loan Indicator takes on the value of 1 if the facility is
a term loan and 0 if the facility is a credit line. The variable Credit Line Indicator vice versa takes
on the value of 1 if the facility is a credit line and 0 if the facility is a term loan. For definitions of
term loans and credit lines, I follow Berg, Saunders, and Steffen (2016).

Treatment Facilities Non-Treatment Facilities

# Mean SD 10th 50th 90th # Mean SD 10th 50th 90th

Facility Volume ($M) 1281 481 1173 25 200 1500 6018 581 1019 40 291 1468

Maturity (Months) 1281 50 24 12 60 70 6018 59 23 36 60 83

Term Loan Indicator 0.35 0.48 0.34 0.47

Credit Line Indicator 0.65 0.48 0.66 0.47
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Table III

Matching Quality

This table provides pre-treatment summary statistics on treated firms, non-treated firms, and
matched control firms. Panel A compares the mean values of firm characteristics of 736 treated
and 1013 non-treated firms in the unmatched sample. Treated firms are firms which have at least
one term loan maturing or credit line expiring during the period from 2008-Q4 and 2010-Q1, while
non-treated firms have neither a term loan maturing nor credit line expiring during this period. The
table provides two different measures for the balancedness of the sample: %Bias is the difference of
the sample means between treated and non-treated firms as a percentage of the square root of the
average of sample variances in both groups; t-stat is the test statistic of the two-sample t-test for
differences in means. Panel B compares the mean values of firm characteristics of treated firms and
the sample of matched control firms based on the Abadie and Imbens (2006) matching estimator.
*, **, and *** indicate statistical significance at the 10%, 5%, and 1% level respectively. The
definitions of all matching covariates are presented in Table I.

Panel A: Treated and Non-Treated Firms (Unmatched Sample)

Matching Covariate Treated Non-Treated %Bias t-Stat

Size 21.62 20.11 81.83 16.69∗∗∗

Investment 5.79 7.27 −27.40 −5.48∗∗∗

Cash Holdings 7.88 15.09 −50.07 −9.96∗∗∗

Q 1.53 1.70 −17.41 −3.37∗∗∗

Cash Flow 8.04 7.94 0.18 0.04
Return on Assets 3.39 2.52 22.58 4.38∗∗∗

Long-Term Leverage 26.64 19.27 34.31 7.01∗∗∗

Number of Firms 736 1013

Panel B: Treated and Control Firms (Matched Sample)

Matching Covariate Treated Control %Bias t-Stat

Size 21.62 21.64 −1.54 −0.28
Investment 5.79 5.49 7.78 1.43
Cash Holdings 7.88 7.72 1.67 0.31
Q 1.53 1.48 7.55 1.33
Cash Flow 8.04 9.18 −2.74 −0.49
Return on Assets 3.39 3.49 −3.96 −0.72
Long-Term Leverage 26.64 25.68 5.15 −0.72
Number of Firms 736 736
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Table IV

Matching Results: Investment and Firm Growth

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on investment and firm growth based on the bias-corrected Abadie and
Imbens (2006) matching estimator. Treated firms are firms which have at least one term loan
maturing or credit line expiring during the period from 2008-Q4 and 2010-Q1, while non-treated
firms have neither a term loan maturing nor credit line expiring during this period. To each
treated firm, I match one control firm from the control group pool of non-treated firms to produce
a balanced sample in terms of firm size, investment ratio, cash holdings, Q, cash flow, return on
assets, and long-term leverage. Additionally I match on the 1-digit SIC industry code. The first
two columns present the estimates and standard errors for the change in the investment ratio, and
the next two columns present the estimates and standard errors for the change in the logarithm of
property, plant, and equipment (PPE) assets. Each row contains the change between the period
before the credit supply shock (2008-Q3) and the respective post-period. *, **, and *** indicate
statistical significance at the 10%, 5%, and 1% level respectively.

Dependent Variable ∆ Investment ∆ Log PPE Assets

(1) (2) (3) (4)
Post Period ATT S.E. ATT S.E.

2010-Q2 −1.2 ∗ 0.7 −2.9 ∗∗ 1.5
2010-Q3 −1.5 ∗∗ 0.7 −3.6 ∗∗ 1.6
2010-Q4 −1.6 ∗∗ 0.8 −4.1 ∗∗ 1.8
2011-Q1 −1.5 ∗ 0.8 −4.6 ∗∗ 2.0
2011-Q2 −1.6 ∗ 0.9 −6.3 ∗∗∗ 2.1
2011-Q3 −1.6 ∗ 0.8 −7.2 ∗∗∗ 2.3
2011-Q4 −1.7 ∗∗ 0.9 −7.9 ∗∗∗ 2.5
2012-Q1 −1.7 ∗∗ 0.9 −8.1 ∗∗∗ 2.6
2012-Q2 −1.5 ∗ 0.9 −7.9 ∗∗∗ 2.7
2012-Q3 −1.6 ∗ 0.9 −8.1 ∗∗∗ 2.8
2012-Q4 −1.1 0.9 −7.5 ∗∗ 3.0
2013-Q1 −1.1 0.9 −8.6 ∗∗∗ 3.1
2013-Q2 −1.0 0.9 −9.5 ∗∗∗ 3.3
2013-Q3 −0.3 0.9 −9.4 ∗∗∗ 3.3
2013-Q4 −0.5 0.9 −7.8 ∗∗ 3.5
2014-Q1 −0.2 0.9 −8.4 ∗∗ 3.6
2014-Q2 0.3 0.9 −9.0 ∗∗ 3.7
2014-Q3 −0.1 0.9 −9.6 ∗∗ 3.7
2014-Q4 −0.4 0.9 −8.7 ∗∗ 3.9
2015-Q1 −0.5 0.9 −9.6 ∗∗ 3.9
2015-Q2 −0.3 0.8 −9.8 ∗∗ 4.0
2015-Q3 −0.4 0.8 −8.0 ∗ 4.1
2015-Q4 −0.4 0.8 −8.7 ∗∗ 4.4

Observations 736 736
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Table V

Matching Results: Employment and Wage Growth

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on employment and wage growth based on the bias-corrected Abadie
and Imbens (2006) matching estimator. Treated firms are firms which have at least one term
loan maturing or credit line expiring during the period from 2008-Q4 and 2010-Q1, while non-
treated firms have neither a term loan maturing nor credit line expiring during this period. To
each treated firm, I match one control firm from the control group pool of non-treated firms to
produce a balanced sample in terms of firm size, investment ratio, cash holdings, Q, cash flow,
return on assets, and long-term leverage. Additionally I match on the 1-digit SIC industry code.
The first two columns present the estimates and standard errors for the change in the logarithm of
employment, and the next two columns present the estimates and standard errors for the change in
the logarithm of wages. Each row contains the change between the period before the credit supply
shock (2008-Q3) and the respective post-period. *, **, and *** indicate statistical significance at
the 10%, 5%, and 1% level respectively.

Dependent Variable ∆ Log Employment ∆ Log Wages

(1) (2) (3) (4)
Post Period ATT S.E. ATT S.E.

2010-Q2 −0.2 0.9 −0.1 0.6
2010-Q3 −0.2 0.9 −0.2 0.6
2010-Q4 −0.7 1.4 −0.2 0.6
2011-Q1 −0.7 1.4 −0.7 0.6
2011-Q2 −0.7 1.4 −1.1 0.6
2011-Q3 −0.7 1.4 −1.2 0.7
2011-Q4 −2.2 1.9 −1.0 0.6
2012-Q1 −2.2 1.9 −1.0 0.6
2012-Q2 −2.2 1.9 −0.5 0.6
2012-Q3 −2.2 1.9 −0.7 0.7
2012-Q4 −2.1 2.2 −0.9 0.7
2013-Q1 −2.1 2.2 −0.9 0.7
2013-Q2 −2.1 2.2 −0.7 0.7
2013-Q3 −2.1 2.2 −0.6 0.7
2013-Q4 −0.2 2.7 −0.7 0.8
2014-Q1 −0.2 2.7 −0.7 0.8
2014-Q2 −0.2 2.7 −1.0 0.8
2014-Q3 −0.2 2.7 −1.1 0.8
2014-Q4 −1.1 3.1 −1.0 0.8
2015-Q1 −1.1 3.1 −1.3 0.8
2015-Q2 −1.1 3.1 −1.4 0.8
2015-Q3 −1.1 3.1 −1.5 0.9
2015-Q4 0.7 3.6 −1.6 0.9

Observations 736 736
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Table VI

Sample Split Matching Results: Investment and Firm Growth

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on investment and firm growth separately for treated firms with rigid
wages and treated firms with flexible wages. Treated firms with rigid (flexible) wages are firms
which have at least one term loan maturing or credit line expiring during the period from 2008-Q4
and 2010-Q1 and which have a below (above) median wage share of payroll adjustment. Non-
treated firms in the control group pool have neither a term loan maturing nor credit line expiring
from 2008-Q4 and 2010-Q1. To each treated firm, I match one control firm from the control group
pool of non-treated firms to produce a balanced sample in terms of firm size, investment ratio,
cash holdings, Q, cash flow, return on assets, and long-term leverage. Additionally, I match on
the 1-digit SIC industry code. Column 1 and 2 present the estimates for the change in investment
and Column 3 and 4 present the estimates for the change in the logarithm of property, plant, and
equipment (PPE) assets. Each row contains the change between the period before the credit supply
shock (2008-Q3) and the respective post-period. *, **, and *** indicate statistical significance at
the 10%, 5%, and 1% level respectively. Standard errors are omitted for brevity.

Dependent Variable ∆ Investment ∆ Log PPE Assets

(1) (2) (3) (4)
Post Period ATT Rigid ATT Flexible ATT Rigid ATT Flexible

2010-Q2 −1.6 ∗ 0.0 −4.4 ∗∗ −1.2
2010-Q3 −1.9 ∗∗ −0.2 −5.4 ∗∗∗ −1.2
2010-Q4 −1.9 ∗ −0.5 −6.3 ∗∗ −1.6
2011-Q1 −2.0 ∗ −0.1 −7.1 ∗∗∗ −1.4
2011-Q2 −2.5 ∗∗ 0.5 −8.9 ∗∗∗ −2.0
2011-Q3 −2.3 ∗∗ 0.3 −10.0 ∗∗∗ −2.6
2011-Q4 −2.0 ∗ 0.3 −11.2 ∗∗∗ −2.2
2012-Q1 −2.1 ∗ 0.1 −11.4 ∗∗∗ −2.1
2012-Q2 −0.9 −0.5 −11.7 ∗∗∗ −2.0
2012-Q3 −1.1 −0.7 −12.2 ∗∗∗ −2.1
2012-Q4 −0.5 −0.6 −10.9 ∗∗∗ −1.5
2013-Q1 −0.6 −0.8 −11.5 ∗∗∗ −2.6
2013-Q2 −0.5 −0.6 −12.1 ∗∗∗ −3.8
2013-Q3 0.2 −0.6 −11.8 ∗∗∗ −4.1
2013-Q4 0.3 −1.4 −8.3 ∗ −3.1
2014-Q1 0.5 −1.3 −9.3 ∗ −3.6
2014-Q2 0.7 −0.7 −9.7 ∗ −4.0
2014-Q3 0.2 −0.7 −10.8 ∗∗ −4.4
2014-Q4 −0.7 −0.7 −10.1 ∗ −3.2
2015-Q1 −0.6 −0.5 −11.9 ∗∗ −4.7
2015-Q2 −0.3 −0.3 −11.4 ∗∗ −5.5
2015-Q3 −0.2 −0.2 −9.6 ∗ −3.6
2015-Q4 −0.5 −0.1 −10.0 −3.2

Observations 334 334
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Table VII

Sample Split Matching Results: Employment and Wage Growth

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on employment and wage growth separately for treated firms with rigid
wages and treated firms with flexible wages. Treated firms with rigid (flexible) wages are firms which
have at least one term loan maturing or credit line expiring during the period from 2008-Q4 and
2010-Q1 and which have a below (above) median wage share of payroll adjustment. Non-treated
firms in the control group pool have neither a term loan maturing nor credit line expiring from
2008-Q4 and 2010-Q1. To each treated firm, I match one control firm from the control group pool
of non-treated firms to produce a balanced sample in terms of firm size, investment ratio, cash
holdings, Q, cash flow, return on assets, and long-term leverage. Additionally, I match on the
1-digit SIC industry code. Column 1 and 2 present the estimates for the change in investment
and Column 3 and 4 present the estimates for the change in the logarithm of property, plant, and
equipment (PPE) assets. Each row contains the change between the period before the credit supply
shock (2008-Q3) and the respective post-period. *, **, and *** indicate statistical significance at
the 10%, 5%, and 1% level respectively. Standard errors are omitted for brevity.

Dependent Variable ∆ Log Employment ∆ Log Wages

(1) (2) (3) (4)
Post Period ATT Rigid ATT Flexible ATT Rigid ATT Flexible

2010-Q2 −2.3 ∗ 1.7 0.9 −1.1
2010-Q3 −2.3 ∗ 1.7 0.9 −1.4 ∗

2010-Q4 −2.3 1.8 0.6 −1.2
2011-Q1 −2.3 1.8 0.1 −1.4 ∗

2011-Q2 −2.3 1.8 −0.4 −1.9 ∗∗

2011-Q3 −2.3 1.8 −0.7 −1.7 ∗

2011-Q4 −3.6 1.2 −0.4 −1.7 ∗

2012-Q1 −3.6 1.2 −0.4 −1.5 ∗

2012-Q2 −3.6 1.2 0.1 −0.9
2012-Q3 −3.6 1.2 0.1 −1.1
2012-Q4 −2.9 0.9 −0.2 −1.1
2013-Q1 −2.9 0.9 −0.2 −1.1
2013-Q2 −2.9 0.9 −0.3 −0.8
2013-Q3 −2.9 0.9 −0.3 −0.8
2013-Q4 0.4 3.1 −0.3 −0.7
2014-Q1 0.4 3.1 −0.4 −0.7
2014-Q2 0.4 3.1 −0.8 −0.8
2014-Q3 0.4 3.1 −1.0 −0.8
2014-Q4 −0.4 2.4 −0.9 −0.7
2015-Q1 −0.4 2.4 −1.1 −0.9
2015-Q2 −0.4 2.4 −1.1 −1.1
2015-Q3 −0.4 2.4 −1.2 −1.1
2015-Q4 0.3 3.6 −1.3 −1.6

Observations 334 334
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Table VIII

Matching Quality: Affected Firms with Rigid and Flexible Wages

This table provides pre-treatment summary statistics on treated firms with rigid wages, treated
firms with flexible wages, and treated firms with flexible wages in the matched control group.
Panel A compares the mean values of firm characteristics of 334 treated firms with rigid wages and
334 treated firms with flexible wages in the unmatched sample. Treated firms with rigid (flexible)
wages are firms which have at least one term loan maturing or credit line expiring during the
period from 2008-Q4 and 2010-Q1 and which have a below (above) median wage share of payroll
adjustment. The table provides two different measures for the balancedness of the sample: %Bias
is the difference of the sample means between treated and non-treated firms as a percentage of the
square root of the average of sample variances in both groups; t-stat is the test statistic of q two-
sample t-test for differences in means. Panel B compares the mean values of firm characteristics of
treated firms with rigid wages and the sample of matched control treated firms with flexible wages
based on the Abadie and Imbens (2006) matching estimator. *, **, and *** indicate statistical
significance at the 10%, 5%, and 1% level respectively. The definitions of all matching covariates
are presented in Table I.

Panel A: Affected Firms with Rigid and Flexible Wages (Unmatched Sample)

Matching Covariate Rigid Flexible %Bias t-Stat

Size 21.39 21.99 −37.95 −4.87∗∗∗

Investment 6.27 5.20 25.49 3.25∗∗∗

Cash Holdings 8.28 7.21 10.85 1.39
Q 1.52 1.55 −4.72 −0.58
Cash Flow −2.17 10.31 −24.37 −2.32∗∗

Return on Assets 3.21 3.58 −13.57 −1.69∗

Long-Term Leverage 28.35 25.31 15.84 2.03∗∗

Number of Firms 334 334

Panel B: Affected Firms with Rigid and Flexible Wages (Matched Sample)

Matching Covariate Rigid Flexible %Bias t-Stat

Size 21.39 21.59 −12.47 −1.61
Investment 6.27 5.65 14.99 1.93∗

Cash Holdings 8.28 8.39 −1.10 −0.14
Q 1.52 1.52 0.03 0.00
Cash Flow −2.17 1.49 −4.34 −0.55
Return on Assets 3.21 3.78 −20.16 −2.55∗∗

Long-Term Leverage 28.35 24.31 18.76 2.42∗∗

Number of Firms 334 334
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Table IX

Matching Results: Affected Firms with Rigid and Flexible Wages

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on investment, firm growth, employment growth, and wage growth
based on the Abadie and Imbens (2006) matching estimator. Treated firms with rigid (flexible)
wages are firms which have at least one term loan maturing or credit line expiring during the
period from 2008-Q4 and 2010-Q1 and which have a below (above) median wage share of payroll
adjustment. To each treated firm with rigid wages, I match one firm from the control group pool
of treated firms with flexible wages to produce a balanced sample in terms of firm size, investment
ratio, cash holdings, Q, cash flow, return on assets, and long-term leverage. Additionally I match
on the 1-digit SIC industry code. Each row contains the change between the period before the
credit supply shock (2008-Q3) and the respective post-period. *, **, and *** indicate statistical
significance at the 10%, 5%, and 1% level respectively. Standard errors are omitted for brevity.

Dependent Variable ∆ Investment ∆ Log PPE Assets ∆ Log Employment ∆ Log Wages

Post Period (1) (2) (3) (4)

2010-Q2 −1.3 −3.0 −2.8 ∗∗ 2.4 ∗∗∗

2010-Q3 −1.3 −4.2 ∗∗ −2.8 ∗∗ 2.7 ∗∗∗

2010-Q4 −0.9 −4.8 ∗∗ −4.1 ∗∗∗ 2.5 ∗∗∗

2011-Q1 −1.6 −5.4 ∗∗ −4.1 ∗∗∗ 2.1 ∗∗

2011-Q2 −2.0 ∗∗ −6.2 ∗∗ −4.1 ∗∗∗ 2.1 ∗∗

2011-Q3 −1.8 ∗ −6.1 ∗∗ −4.1 ∗∗∗ 1.5 ∗

2011-Q4 −2.3 ∗∗ −7.0 ∗∗ −5.5 ∗∗∗ 1.6 ∗

2012-Q1 −2.2 ∗∗ −7.4 ∗∗ −5.5 ∗∗∗ 1.7 ∗∗

2012-Q2 −2.2 ∗∗ −8.3 ∗∗∗ −5.5 ∗∗∗ 1.5 ∗

2012-Q3 −2.3 ∗∗ −8.4 ∗∗ −5.5 ∗∗∗ 1.1
2012-Q4 −1.9 ∗ −10.2 ∗∗∗ −4.2 0.9
2013-Q1 −1.7 ∗ −9.9 ∗∗ −4.2 1.0
2013-Q2 −1.1 −9.8 ∗∗ −4.2 1.0
2013-Q3 −0.8 −8.3 ∗∗ −4.2 1.3
2013-Q4 0.1 −7.6 ∗ −1.6 1.3
2014-Q1 0.4 −7.5 ∗ −1.6 1.4
2014-Q2 0.6 −7.9 ∗ −1.6 1.3
2014-Q3 0.2 −8.3 ∗ −1.6 1.2
2014-Q4 −0.4 −8.7 ∗ −3.0 1.1
2015-Q1 −0.6 −9.1 ∗ −3.0 0.8
2015-Q2 −0.7 −7.8 −3.0 0.9
2015-Q3 −0.6 −6.7 −3.0 0.7
2015-Q4 0.1 −7.1 −2.7 0.9

Observations 334 334 334 334
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Table X

Robustness Check: Alternative Definition of the Treatment Period

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on investment, firm, employment, and wage growth using an alternative
definition for the treatment period. Treated firms are firms which have at least one term loan
maturing or credit line expiring during the period from 2009-Q1 and 2009-Q4. Non-treated firms
in the matched control have neither a term loan maturing nor credit line expiring during this period.
To each treated firm, I match one control firm from the control group pool of non-treated firms
to produce a balanced sample in terms of firm size, investment ratio, cash holdings, Q, cash flow,
return on assets, and long-term leverage. Additionally I match on the 1-digit SIC industry code.
Each row contains the change between the period before the credit supply shock (2008-Q3) and
the respective post-period. *, **, and *** indicate statistical significance at the 10%, 5%, and 1%
level respectively. Standard errors are omitted for brevity.

Dependent Variable ∆ Investment ∆ Log PPE Assets ∆ Log Employment ∆ Log Wages

Post Period (1) (2) (3) (4)

2010-Q2 −0.9 −3.4 ∗∗ −0.3 −0.4
2010-Q3 −1.5 ∗∗ −4.1 ∗∗ −0.3 −0.4
2010-Q4 −1.7 ∗∗ −5.1 ∗∗∗ −0.7 −0.6
2011-Q1 −1.7 ∗∗ −5.1 ∗∗ −0.7 −0.9
2011-Q2 −2.0 ∗∗ −6.8 ∗∗∗ −0.7 −1.3 ∗∗

2011-Q3 −2.0 ∗∗ −7.5 ∗∗∗ −0.7 −1.3 ∗∗

2011-Q4 −1.9 ∗∗ −8.9 ∗∗∗ −2.7 −1.0
2012-Q1 −1.9 ∗∗ −8.9 ∗∗∗ −2.7 −1.1 ∗

2012-Q2 −1.4 ∗ −8.9 ∗∗∗ −2.7 −0.8
2012-Q3 −1.2 −9.0 ∗∗∗ −2.7 −0.8
2012-Q4 −0.6 −9.0 ∗∗∗ −3.0 −1.0
2013-Q1 −0.7 −9.8 ∗∗∗ −3.0 −0.7
2013-Q2 −0.6 −11.0 ∗∗∗ −3.0 −0.5
2013-Q3 −0.5 −11.1 ∗∗∗ −3.0 −0.3
2013-Q4 −0.7 −9.1 ∗∗∗ −1.0 −0.2
2014-Q1 −0.6 −9.7 ∗∗∗ −1.0 −0.3
2014-Q2 −0.4 −10.0 ∗∗∗ −1.0 −0.6
2014-Q3 −0.5 −11.3 ∗∗∗ −1.0 −0.7
2014-Q4 −0.9 −10.5 ∗∗∗ −1.3 −0.8
2015-Q1 −1.0 −12.3 ∗∗∗ −1.3 −0.9
2015-Q2 −0.4 −12.3 ∗∗∗ −1.3 −1.1
2015-Q3 −0.2 −11.5 ∗∗∗ −1.3 −1.2
2015-Q4 −0.1 −11.5 ∗∗∗ −0.5 −1.4

Observations 581 581 581 581
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Table XI

Robustness Check: Alternative Definition of the Treatment Group

This table reports the difference-in-differences matching estimation results for the average treatment
effect on the treated (ATT) on investment, firm, employment, and wage growth using an alternative
definition for the treatment group. Treated firms are firms which have at least one term loan
maturing or credit line expiring during the period from 2008-Q4 and 2010-Q1 and for which the
volume of the maturing term loans or expiring credit lines is more than 5% (10%) of total assets.
Non-treated firms in the matched control group have neither a term loan maturing nor credit line
expiring during this period. To each treated firm, I match one control firm from the control group
pool of non-treated firms to produce a balanced sample in terms of firm size, investment ratio, cash
holdings, Q, cash flow, return on assets, and long-term leverage. Additionally I match on the 1-
digit SIC industry code. Each row contains the change between the period before the credit supply
shock (2008-Q3) and the respective post-period. *, **, and *** indicate statistical significance at
the 10%, 5%, and 1% level respectively. Standard errors are omitted for brevity.

Dep. Var. ∆ Investment ∆ Log PPE Assets ∆ Log Employment ∆ Log Wages

Post Period (1) (2) (3) (4) (5) (6) (7) (8)

> 5% > 10% > 5% > 10% > 5% > 10% > 5% > 10%

2010-Q2 −1.3 ∗ −1.7 ∗∗ −2.8 ∗ −3.6 ∗∗ −0.5 −1.2 0.3 0.7
2010-Q3 −1.6 ∗∗ −2.0 ∗∗ −3.5 ∗∗ −4.5 ∗∗ −0.5 −1.2 0.3 0.6
2010-Q4 −1.7 ∗∗ −2.1 ∗∗ −4.3 ∗∗ −5.4 ∗∗ −1.2 −2.3 0.1 0.3
2011-Q1 −1.4 ∗ −1.6 ∗ −4.3 ∗∗ −5.1 ∗∗ −1.2 −2.3 −0.3 −0.2
2011-Q2 −1.7 ∗ −2.2 ∗∗ −5.8 ∗∗∗ −6.4 ∗∗∗ −1.2 −2.3 −0.8 −0.6
2011-Q3 −1.7 ∗ −2.1 ∗∗ −7.2 ∗∗∗ −7.9 ∗∗∗ −1.2 −2.3 −0.8 −0.7
2011-Q4 −1.8 ∗∗ −2.1 ∗∗ −8.3 ∗∗∗ −8.9 ∗∗∗ −2.5 −3.6 −0.5 −0.3
2012-Q1 −2.0 ∗∗ −2.3 ∗∗ −8.5 ∗∗∗ −9.0 ∗∗∗ −2.5 −3.6 −0.5 −0.5
2012-Q2 −1.7 ∗ −1.8 ∗ −8.5 ∗∗∗ −9.4 ∗∗∗ −2.5 −3.6 −0.1 0.1
2012-Q3 −1.7 ∗ −1.8 ∗ −8.8 ∗∗∗ −10.3 ∗∗∗ −2.5 −4.6 −0.3 0.0
2012-Q4 −1.0 −1.1 −8.2 ∗∗ −10.3 ∗∗∗ −2.9 −4.9 ∗ −0.7 −0.3
2013-Q1 −1.0 −1.3 −9.3 ∗∗∗ −11.8 ∗∗∗ −2.9 −4.9 ∗ −0.5 −0.3
2013-Q2 −0.6 −0.8 −10.1 ∗∗∗ −12.4 ∗∗∗ −2.9 −4.9 ∗ −0.5 −0.3
2013-Q3 0.1 −0.1 −9.9 ∗∗∗ −12.1 ∗∗∗ −2.9 −4.9 ∗ −0.5 −0.3
2013-Q4 −0.2 −0.2 −7.4 ∗∗ −8.8 ∗∗ −1.5 −4.4 −0.4 −0.3
2014-Q1 0.2 0.3 −8.0 ∗∗ −9.5 ∗∗ −1.5 −4.4 −0.5 −0.3
2014-Q2 0.7 1.0 −8.8 ∗∗ −10.7 ∗∗ −1.5 −4.4 −0.8 −0.6
2014-Q3 0.5 0.8 −9.8 ∗∗ −11.8 ∗∗∗ −1.5 −5.4 −0.9 −0.6
2014-Q4 −0.2 0.1 −9.2 ∗∗ −10.7 ∗∗ −2.2 −5.6 −0.8 −0.5
2015-Q1 −0.3 −0.1 −10.6 ∗∗ −12.1 ∗∗∗ −2.2 −5.6 −1.3 −0.8
2015-Q2 0.0 0.4 −10.6 ∗∗ −12.2 ∗∗ −2.2 −5.6 −1.4 ∗ −1.0
2015-Q3 −0.1 0.2 −8.9 ∗∗ −11.2 ∗∗ −2.2 −5.6 −1.5 ∗ −1.4
2015-Q4 −0.1 −0.1 −9.9 ∗∗ −11.9 ∗∗ −1.2 −5.5 −1.9 ∗∗ −2.0 ∗∗

Observations 595 430 595 430 595 430 595 430
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