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#### Abstract

A key solution for public good provision is the voluntary formation of institutions that commit players to cooperate. Such institutions generate inequality if some players decide not to participate but cannot be excluded from cooperation benefits. Prior research with small groups emphasizes the role of fairness concerns with positive effects on cooperation. We show that effects do not generalize to larger groups: if group size increases, groups are less willing to form institutions generating inequality. In contrast to smaller groups, however, this does not increase the number of participating players, thereby limiting the positive impact of institution formation on cooperation.
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[^0]Each society learns to live with a certain amount of such dysfunctional or mis-behavior; but lest the misbehavior feed on itself and lead to general decay, society must be able to marshal from within itself forces which will make as many of the faltering actors as possible revert to the behavior required for its proper functioning.

$$
\text { Hirschman } 1970 \text {, p.1) }
$$

A key solution to manage collective action problems in public good provision is the formation of institutions that commit players to cooperate (Baland and Platteau, 1996; Ostrom, 1999). Examples range from international agreements to halter climate change (e.g., Kyoto Protocol, Paris Climate Agreement) to the governance of common pool resources (e.g., Tang, 1992, Hviding and Baines, 1994; Agrawal and Yadama, 1997). Yet, in case only a subset of players agree to commit, such institutions create inequality as they give players who have not agreed to commit the possibility to free ride.

Previous lab experimental research has shown that such inequality affects the institution formation process, because players who care about inequality, or reciprocity, are unwilling to agree on commitments in the presence of free riders (Kosfeld, Okada and Riedl, 2009; see Dannenberg and Gallier, 2020 for a review). To provide a real-world example, debates along these lines emerged around the Kyoto Protocol and the Paris Climate Agreement once the U.S. had decided to quit the agreement. Experimental results suggest that as a consequence of these fairness concerns only grand institutions, i.e., agreements where all players are committed, are formed. Fairness concerns - or more generally social preferences - thus boost the positive effects of institutions on public good provision. The results are based, however, on relatively small groups of typically around four players, which raises the important question to what extent the results also hold in groups that are larger. Obviously, in most applications (cf. examples above) significantly more players negotiate an agreement. In this paper, we study the effects of a moderate increase in group size by doubling and tripling the number of players from four to eight and twelve and find that social preferences, instead of boosting efficiency, impede the positive effects of institutions on public good provision.

There exist at least three arguments why an increase in group size may influence the institution formation process in the presence of social preferences. Firstly, results from, for example, Schumacher et al. (2017) and Alós-Ferrer, García-Segarra and Ritschel (2022), albeit in different empirical settings, suggest that the role of social preferences becomes
weaker when groups become larger. This implies that institutions smaller than the grand institution are more likely to be formed despite the inequality they entail. Secondly and in concordance with this, our theoretical results in this paper show that individual concerns from social preferences need to be increasingly strong for non-grand institutions to be rejected if groups become larger - even if social preferences themselves are not affected by group size. Again, the implication is that the likelihood for non-grand institutions to be formed should increase. Thirdly and arguing in the other direction, for any institution generating inequality to be blocked, there need to be players who are willing to veto. If social preferences continue to play a role for at least some players, the probability for this to happen mechanically increases with group size, thereby lowering chances for non-grand institutions to be implemented. Existing research is silent on which of the three effects will dominate when group size increases.

We analyze these questions in a stylized laboratory setting where, to the best of our knowledge, we are the first to exogenously vary group size in the context of institution formation. The controlled lab environment allows us to isolate important details of the institution formation process from other channels that are likely to be correlated with institutional outcomes in the field. For example, groups with more cooperatively minded members might be more successful in making use of institutions (Rustagi, 2022) and therefore more likely to endure, leading to a higher likelihood to appear in a sample. Theoretically, we build on the institution formation game as proposed and analyzed in Okada 1993) and Kosfeld, Okada and Riedl (2009). In this game, players can form and join institutions in which they are committed to contributing all their endowment to a linear public good. The formation of an institution is decided unanimously by all players who are willing to commit themselves ${ }^{1}$ Players who do not join are not affected by any commitments and can freely decide on their contribution. Still, they benefit from the other players' contributions. We modify the game such that the profitability of and the payoff inequality in an institution of the same relative size are independent of group size. In our theoretical analysis (cf. Appendix E), we show that as a result of this, the set of equilibria as well as the relative size of the unique strict institutional equilibrium are independent of group size if all players have money-maximizing preferences. If (some) players have social preferences, which we

[^1]model using the framework of Fehr and Schmidt (1999), we establish conditions such that the grand institution is a strict institutional equilibrium or even the unique institutional equilibrium of the game. Importantly, we show that these conditions on social preferences become more demanding (in terms of inequality to be disliked) if group size increases. Thus, social preferences, while continuing to favor the grand institution, need to be increasingly strong for players to reject non-grand institutions in larger groups. But having only one player with sufficiently strong social preferences in a group is sufficient to veto an institution. The likelihood of this increases with group size but decreases when social preferences play a weaker role. In sum, the analysis suggests that (i) if players don't have social preferences, increasing group size has no effects; (ii) if social preferences do play a role, the overall effect on the likelihood for non-grand institutions to be formed depends on how exactly group size affects the role of social preferences. Our design allows us to analyze this role precisely and compare its effects across group sizes. We compare three treatments in a between-subject design: small groups with four players, medium-sized groups with eight players, and large groups with twelve groups.

We report three main results from the experiment. First, increasing group size drastically lowers the probability that institutions smaller than the grand institution are implemented. For example, if 11 out of 12 , or 7 out of 8 , players are willing to form an institution, these institutions are significantly less likely to be implemented in the aggregate than institutions with 3 out of 4 players. Larger groups therefore favor the grand institution even more than smaller groups of four players. Second, this effect is driven by a higher likelihood that at least one player in the group has sufficiently strong social preferences to block any institution involving inequality. In fact, social preferences play a role as important in groups of four as in group of twelve players. In other words, group size does not affect social preferences themselves. For this, we show that individual voting decisions about institutions involving inequality are not affected by group size, neither when we compare the largest non-grand institution across group sizes nor when we consider the same relative group size. Instead we find that the (mechanical) increase in the likelihood of having one player who always votes against institutions involving inequality in a group explains the variation in implementation rates. Third, we show that the stronger emphasis on the grand institution does not translate into more successful formation of such institutions: when group size increases beyond four, average implementation rates fall below $15 \%$ and average efficiency decreases by more than $47 \%$. This is caused by a decrease in the (relative) number of players willing to form an institution. Importantly, all results hold if
we account for learning.
These findings have important implications. Group size severely affects the dynamics which are crucial for the success of institution formation in the presence of inequality, leading to lower efficiency in larger groups. Prior results based on small groups obviously cannot be generalized to scenarios involving as few as eight players or more. Moreover, our results suggest that social preferences still play an important role in larger groups: groups with as many as twelve players do not reveal more money-maximizing behavior than groups of four. However, without additional instruments to harness the positive effects of social preferences in this context, social preferences are a double-edged sword and hinder rather than support the realization of efficient outcomes by means of institution formation in larger groups. Additional instruments to both mobilize as many players as possible to join and reach a consensus among players who are willing to join on how much inequality to tolerate seem to be necessary.

Our paper relates to several strands in the literature. First, our findings contribute to the analysis of heterogeneity between players in the provision of public goods (e.g., Cherry, Kroll and Shogren, 2005, Fischbacher and Gächter, 2010; de Oliveira, Croson and Eckel, 2015) and institutions aimed at promoting cooperation in collective action problems (e.g., Poteete and Ostrom, 2004, Dannenberg, Lange and Sturm, 2014, Gangadharan, Nikiforakis and Villeval, 2017; Schmidt and Ockenfels, 2021). Closest to our study is work by Schmidt and Ockenfels (2021), who show that in groups of four players commitment institutions are superior to individual commitments in the presence of heterogeneity in endowment and how much players benefit from the public good. We contribute to this literature by highlighting that even when players are identical on observables (e.g., endowment), heterogeneity in (unobservable) preferences can still impact the ability of institutions to solve collective action problems in larger groups. While we consider heterogeneity in social preferences, our results are also informative about other factors which could give rise to heterogeneity in commitment preferences.

Next, our results contribute to the literature on institution formation in lab experiments (e.g., Page, Putterman and Unel, 2005, Ertan, Page and Putterman, 2009; Sutter, Haigner and Kocher, 2010; Markussen, Putterman and Tyran, 2014, Kamei, Putterman and Tyran, 2015; Dickinson, Masclet and Villeval, 2015; Kamei, Putterman and Tyran, 2019; Schmidt and Ockenfels, 2021). While groups with more than four players have been studied (e.g., Gürerk, Irlenbusch and Rockenbach, 2006, 2014, Dannenberg, Lange and Sturm, 2014, McEvoy et al., 2011, Kamei, Putterman and Tyran, 2019), we are - to the best of our
knowledge - the first to analyze group-size effects by exogenously varying the size of the group in the context of institution formation in social dilemma situations. Moreover, we do so in an environment in which the material incentives to form and the inequality in an institution of the same relative size are orthogonal to group size. As spelt out above, this allows us to trace the overall negative effect of group-size on efficiency to how group size affects the very drivers of institution formation which this literature has highlighted (Kosfeld, Okada and Riedl, 2009; Dannenberg and Gallier, 2020).

We also contribute to the literature on punishment in social dilemma situations. This literature has stressed the importance of decentralized peer punishment in achieving cooperative outcomes (Fehr and Gächter, 2000, 2002; Carpenter, 2007; Masclet and Villeval, 2008; Ambrus and Greiner, 2012; Masclet, Noussair and Villeval, 2013; Solda and Villeval, 2017; Ambrus and Greiner, 2019). However, Gächter, Renner and Sefton (2008) document that peer punishment can lead to lower efficiency in the short run than not having any punishment at all. Individuals also seem to favor centralized punishment (or sanctioning) institutions if it is not possible to agree on a norm on socially appropriate behavior (Fehr and Williams, 2018). We add to this literature in two ways. First, we shed light on individuals' preferences over the size of such centralized institutions. We find that a large majority of subjects in our experiment are willing to implement institutions even if there are other subjects who are not bound by the institution's rules but still benefit from the public good. However, around $20 \%$ of subjects do not tolerate even a single free-rider and exhibit a strong preference for a grand institution. Second, we document that these preferences are not affected by group size.

The absence of group-size effects on the individual willingness to implement institutions in the presence of single (or few) free-riders also has implications for the literature on how many so-called "bad apples" are tolerated in society (de Oliveira, Croson and Eckel, 2015; Guido, Robbett and Romaniuc, 2019) and the influence of group size on social preferences (Schumacher et al., 2017; Mollerstrom, Strulov-Shlain and Taubinsky, 2021; Alós-Ferrer, García-Segarra and Ritschel, 2022). Our findings indicate that the share of tolerated bad apples (i.e., players who do not want to commit themselves) is not sensitive to small increases in group size. Schumacher et al. (2017) and Alós-Ferrer, García-Segarra and Ritschel (2022) document that social preferences are less influential when decisions affect larger groups. While the group size we study in our experiment is smaller than in either of the two studies, we contribute to this literature by showing that groups with as many as twelve players are not sufficient for social preferences to have no influence on behavior
anymore. This is in line with the finding in Mollerstrom, Strulov-Shlain and Taubinsky (2021) that preferences on group-wide redistribution do not seem to depend on group size.

Finally, our findings are related to the more general literature on group-size effects in laboratory experiments. While the group size in our experiment is smaller compared to prior research (e.g., Isaac, Walker and Williams, 1994, Choi, Goyal and Moisan, 2020), we shed light on group-size effects in a previously not-studied domain, namely institution formation games.

The paper proceeds as follows. We describe the institution formation game and outline how money-maximizing and social preferences can affect behavior depending on group size in Section 2, In Section 3 we explain the experimental design and procedures. Section 4 contains our results and we conclude in Section 5.

## 2 Institution Formation Game

We implement a modified version of the $n$-person institution formation game analyzed in Okada (1993) and Kosfeld, Okada and Riedl (2009). As part of an institution, players commit themselves to contributing their full endowment to a linear public good, while players who do not commit benefit from other players' contributions and vice versa. Commitments are enforced by assumption, which allows us to focus on the process of institution formation. This setting has been shown to be equivalent to a sanctioning institution which enforces commitments via centralized sanctions (Kosfeld, Okada and Riedl, 2009). ${ }^{2}$ The number of players $n$ is common knowledge. The institution formation game consists of the following three stages:

Participation stage: All $n$ players simultaneously and independently indicate their willingness to participate in an institution in which they commit all of their endowment to the public good. We refer to players who indicate their willingness as participants and to those who do not as nonparticipants. If there is at least one participant, the outcome of the participation stage is an initiated institution.

Implementation stage: All players are informed about the number of participants. Participants simultaneously and independently decide whether to accept or reject the implementation of the initiated institution. Only if all participants vote in favor of the implementation (unanimity rule), the institution is successfully implemented and the commitments

[^2]become binding. In this case, participants become so-called members, while nonparticipants are not part of the institution (so-called nonmembers). The implementation of the institution is costly and comes at a fixed cost to each member ${ }^{3}$ If at least a single participant votes against the implementation, the institution is not implemented $4^{4}$

Contribution stage: All players are informed about the implementation outcome of the previous stage and simultaneously and independently decide on their contribution to the public good. If an institution has been implemented, only nonmembers can freely decide on their contribution. Members' commitments are enforced and they contribute their full endowment in this case. If no institution has been implemented, all players freely decide on their contribution.

Let us introduce some further notation. A player's payoff $u_{i}$ depends on whether an institution is successfully implemented and if yes, her role in it. Each player $i$ has endowment $w$ and we refer to the player's contribution with $g_{i}$. The marginal per capita return (MPCR) from contributing to the public good is $\delta / n$ with $0<\delta / n<1<\delta$. We thereby hold the social, i.e., total, welfare effect of contributions to the public good constant relative to the group size $n$. While it is socially efficient to contribute $w$, individual incentives are such that each player has a strictly dominant action to contribute zero in case no institution is implemented. Let $S$ denote the set of members of the institution with $s=|S|$, and let $c>0$ be the institution formation cost for each member.

If $S \neq \emptyset$, i.e., an institution is implemented,

$$
u_{i}= \begin{cases}\frac{\delta}{n}\left(s w+\sum_{j \notin S} g_{j}\right)-c & \text { if } i \in S  \tag{1}\\ w-g_{i}+\frac{\delta}{n}\left(s w+\sum_{j \notin S} g_{j}\right) & \text { if } i \notin S\end{cases}
$$

If $S=\emptyset$, i.e., no institution is implemented,

$$
\begin{equation*}
u_{i}=w-g_{i}+\frac{\delta}{n} \sum_{j=1}^{n} g_{j} . \tag{2}
\end{equation*}
$$

Equations (1) and (2) highlight that nonmembers of an institution benefit from members' contributions and do not have to bear the institution formation cost $c$. In addition,

[^3]they are free in their contribution decisions. This allows them to free-ride on members' commitments, leading to payoff inequality between members and nonmembers. Finally, we assume that $\delta w-c>w$, i.e., it is socially optimal to form the grand institution with $s=n{ }^{5}$

Before we proceed to the experiment, we outline the role of group size in this set-up. We provide a full equilibrium analysis based on money-maximizing as well as social preferences, using the model of Fehr and Schmidt (1999), in Appendix E. Previous research has highlighted the importance of monetary and fairness concerns in the institution formation process (Kosfeld, Okada and Riedl, 2009; Dannenberg and Gallier, 2020). Let us first consider monetary concerns, i.e., assume money-maximizing preferences. We call an institution profitable if members' payoff in an institution is higher than without any institution. If an institution of size $s$ is implemented, members contribute $w$ and nonmembers contribute nothing due to $\delta / n<1$. If no institution is implemented, nobody contributes and everybody earns $w$. An institution of size $s$ is thus profitable for a member if

$$
\begin{equation*}
\frac{\delta}{n} s w-c>w . \tag{3}
\end{equation*}
$$

Let $s^{*}$ denote the smallest integer $s$ satisfying this trade-off, characterizing the smallest institution which is profitable to implement. For a fixed $\delta$ (as well as $w$ and $c$ ), the relative size of an institution $s / n$ determines whether an institution is profitable to implement. Moreover, also the relative size of the smallest profitable institution, i.e., $s^{*} / n$, is independent of group size ${ }^{6}$ In Appendix E, we show that an institution of size $s^{*} / n$ is the unique strict equilibrium with an institution implemented on the equilibrium path ${ }^{7}$ We should thus not observe any group-size effects if players were only motivated by monetary concerns.

Next, consider social preferences, i.e., assume that a player's utility depends on the payoff inequality between members (M) and nonmembers (NM). The inequality in payoffs

[^4]is determined by equation (1) for $s<n \|^{8}$
\[

$$
\begin{equation*}
u_{N M}-u_{M}=w+c>0 \tag{4}
\end{equation*}
$$

\]

Notice that the payoff inequality does not depend on $n$. Let $\alpha_{i}$ denote a player's aversion to payoff inequality. If players are sufficiently averse to payoff inequality, all institutions other than the grand institution (with $s=n$ ) are not implemented. In Appendix E we characterize the threshold $\tilde{\alpha}$ for this to hold. We show that two conditions need to be fulfilled for the grand institution to be the unique equilibrium with an institution implemented on the equilibrium path: there need to be (1) sufficiently many players with (2) sufficiently strong social preferences (i.e., $\alpha_{i}>\tilde{\alpha}$ ). If these conditions are fulfilled, social preferences provide an incentive for nonmembers to join, as they do not get the possibility to free-ride on other's contributions.

How does group size affect whether non-grand institutions are implemented in the presence of social preferences? First, social preferences might be sensitive to group size (Schumacher et al., 2017, Alós-Ferrer, García-Segarra and Ritschel, 2022), i.e., individuals might object less to the same inequality in larger groups ${ }^{9}$ This would translate into lower $\alpha_{i}$. We call this the "preference effect". Second, in Appendix E, we show that the threshold itself, $\tilde{\alpha}$, increases with $n$. This reflects that increasing group size allows for relatively larger non-grand institutions (e.g., comprising 11 out of 12 compared to 3 out of 4 players) which are more profitable and generate less inequality. We call this the "threshold effect". Both the preference effect and the threshold effect imply that social preferences, while continuing to favor the grand institution, need to be increasingly strong for players to reject non-grand institutions in larger groups.

However, group size mechanically increases the likelihood that there will be "sufficiently many" players with $\alpha_{i}>\tilde{\alpha}$ in a group. We call this the "composition effect". The overall effect of group size on the implementation of non-grand institutions thus depends on the combination of all three effects. That is, the magnitude of the composition effect and whether the increase in the threshold changes implementation decisions depend on the

[^5]initial distribution of social preferences and how this distribution is affected by group size (i.e., the preference effect).

Summing up, if players had only money-maximizing preferences, group size should not affect the institution formation process and groups should implement institutions of the same relative size, i.e., $s^{*} / n$. Any finding other than that implies the presence of social preferences in small and/or large groups. Notice that this set-up then allows us to disentangle the influence of each of the three effects spelt out above and to infer the role social preferences play at different group sizes. Because institutions of the same relative size feature the same profitability and inequality, we can compare implementation decisions across group sizes while holding constant both profitability and inequality. If social preferences, for example, played a much weaker role in larger groups (the preference effect), we should observe that individual players are more likely to accept profitable non-grand institutions of the same relative size. I.e., non-grand institutions should be implemented more frequently.

## 3 Experimental Design and Procedures

Subjects in our experiment played the institution formation game for 20 rounds in fixed groups (partner matching). At the end, one round was randomly chosen to be payoffrelevant for each group. We adopted a neutral framing for the instructions, following Kosfeld, Okada and Riedl (2009). Before subjects could start with the experiment, they had to answer a set of control questions. See Appendix A for details.

In each round, subjects received 10 points as endowment and the institution costs amounted to 1 point, i.e., $w=10$ and $c=1$. In our first treatment, we implemented the same group size $n=4$ as in Kosfeld, Okada and Riedl (2009); in the other treatments, we doubled and tripled this variable. Every subject only participated in one treatment (between-subject design). This gives us three treatment groups which only differ in the number of players per group, i.e., $n=4$ (Treat-S), $n=8$ (Treat-M), and $n=12$ (Treat-L). We calibrated $\delta=2.4$ such that the smallest institution size which is profitable to implement corresponds to $s^{*}=2,4,6$ respectively for the three treatments. The parameter $\delta$ was chosen such that our Treat-S treatment closely matches the high profitability treatment in Kosfeld, Okada and Riedl (2009). The relative size of the smallest institution which is profitable to implement is 0.5 for all treatment groups ${ }^{10}$

[^6]We piloted the experiment in August 2020 and conducted the sessions in August and September 2020 with oTree (Chen, Schonger and Wickens, 2016). IRB approval was obtained from the joint ethics committee of Goethe University and the University of Mainz prior to conducting the experiment. Subjects were recruited using ORSEE (Greiner, 2015) from the subject pool of the Frankfurt Laboratory for Experimental Economic Research (FLEX) at Goethe University. Due to COVID-19 social distancing rules at that time, the experiment took place online. In Appendix A, we outline the various protocols we implemented to deal with the online implementation $\sqrt{11}$ In total, 308 subjects completed the experiment $V^{12} 56$ subjects participated in treatment Treat-S (14 groups), while 120 and 132 participated in treatments Treat- $M$ and Treat-L (leading to 15 and 11 groups), respectively ${ }^{13}$ On average, the experiment lasted 64 minutes and subjects earned $11.63 €$ with every point in the experiment worth $0.60 €{ }^{14}$ We do not use the data from the pilot sessions in our analysis.

## 4 Results

Before looking at the effect of group size on institution formation, we emphasize that Treat$S$ by and large replicates the results from Kosfeld, Okada and Riedl (2009), despite several differences in the parametrization, subject sample, and decision-making environment (online vs. in-person) ${ }^{15}$

In the following, we focus on how group size affects the implementation of profitable

[^7]non-grand institutions ${ }^{[16}$ We first analyze whether group size affects these dynamics at all and document a substantial negative effect (Result 1). We then take a closer look at individual implementation decisions to pin down the channel for this effect and infer the role social preferences play in larger groups (Result 2). Finally, we analyze how and why this matters for overall efficiency (Result 3). In order to make the results comparable across treatments, we always report the share of participants (i.e., the relative size of an initiated institution) and members (i.e., the relative size of an implemented institution) in the group instead of the respective absolute numbers.

We start by analyzing whether aggregate implementation rates of profitable non-grand institutions are affected by the increase in group size. Figure 1 plots the average group implementation decision, i.e., likelihood that an institution is implemented, conditional on the size of the initiated institution. For convenience, we also illustrate the payoff-optimal voting decision based on the profitability of an institution, i.e., threshold $s^{*}$ (red line).

Figure 1 clearly highlights that groups have a preference for grand institutions, i.e., the likelihood that a profitable institution which involves less than $n$ players is rejected is quite high $\sqrt{17}$ Further, there is a pronounced group-size effect on implementation rates of such institutions. For example, when $n-1$ players participate, we observe an average implementation rate of 0.44 in Treat- $S$ vs. 0.12 in Treat- $M(p=0.034)$ and 0.28 in Treat- $L(p=0.057){ }^{18}$ When comparing implementation rates for institutions with $75 \%$ of subjects in a group participating, these differences are even larger: 0.10 in Treat- $M$ ( $p=0.007$ ) and 0.06 in Treat- $L(p=0.008)$. Importantly, there is no significant difference when we look at smaller profitable institutions. ${ }^{19}$ I.e., group size seems to matter most for the implementation of so-called almost-grand institution with at least $75 \%$ of the players participating (or put differently, with some but not too much inequality).

Summing up, Figure 1 shows that the emphasis on grand institutions does not only persist but actually gets stronger in larger groups. Almost-grand institutions which are

[^8]

Figure 1: Group Implementation Rates
Notes: Average implementation rates of institutions depending on the share of participants in the group (i.e., the relative size of the initiated institution) across all rounds. Group size is 4 (Treat-S), 8 (Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level. The red line indicates which institutions should be implemented based on their profitability alone, i.e., based on $s^{*}$.
implemented sometimes in Treat- $S$ are almost never implemented in larger groups. Recall that implementation rates for these institutions should not be affected in the case of moneymaximizing preferences. In fact, even if social preferences played a role in small but not in large groups, we should observe an increase in the implementation rate of non-grand profitable institutions. This finding therefore indicates that concerns over inequality still matter in larger groups. Result 1 summarizes our findings.

Result 1. Increasing group size significantly lowers the implementation rate of almostgrand institutions. This indicates that players are not only motivated by monetary concerns in large groups.

Since this is a complex game and players might learn over time, results might change when we look at later rounds. While we observe that differences in implementation rates become smaller in rounds 11-20, the pattern is qualitatively similar (see Appendix B for details).

Result 1 highlights that the dynamics of institution formation are affected by group size, but it is silent on why this is the case. For example, social preferences might indeed play a weaker role in larger groups, but a very strong composition effect could hide this. We therefore turn to individual implementation decisions and focus on almost-grand institutions. Figure 2 replicates Figure 1 on the individual level. It plots participants' average individual voting decision across different group sizes depending on the share of participants, i.e., the relative size of the initiated institution. Recall that our set-up allows


Figure 2: Individual Voting Decisions
Notes: Average individual voting decision depending on the share of participants in the group (i.e., the relative size of the initiated institution) across all rounds. Group size is 4 (Treat-S), 8 (Treat-M), or 12 (Treat- $L$ ) players. All data is pooled on the treatment level. The red line indicates which institutions should be implemented based on their profitability alone, i.e., based on $s^{*}$.
us to compare implementation decisions of the same relative institution size across treatments while holding constant profitability and inequality. This helps us in disentangling the different effects and allows to infer the importance of social preferences in larger groups. First, the threshold effect: the preference threshold for rejecting profitable, non-grand institutions increases with group size, because relatively larger almost-grand institutions are possible. E.g., players might tolerate a single free-rider in groups of eight and twelve but
not in groups of four. If the threshold effect influenced behavior, i.e., because some players had $\alpha_{i}$ which are above the threshold for Treat-S but below the threshold for Treat-L, individuals should vote more frequently in favor of the largest non-grand institution in larger groups. While Figure 2 shows that individuals seem to vote more frequently in favor of this institution in Treat- $L$ than in Treat-S, the opposite is true for Treat-M. Moreover, none of these differences is statistically significant ( $p \geq 0.290$ ).

Second, the preference effect: social preferences might play a weaker role in larger groups. Figure 2 indicates that this is not the case, at least on average. Differences between Treat-S and any of the two other treatments are not statistically significant when looking at the individual voting decisions for institutions with $75 \%$ of players participating ${ }^{20}$ However, the distribution of preferences might have changed such that social preferences play a weaker role for some but a stronger role for other players, leading to no change in the average individual voting decision. Figure 3 therefore plots the distribution of voting decisions on almost-grand institutions, averaged on the level of an individual player, in each treatment ${ }^{21}$ Notice that the majority of subjects in our experiment are consistent in their decision to implement almost-grand institutions, i.e., they always vote in favor of or always vote against them. This is reassuring given our interpretation in terms of preferences. Most participants always vote in favor of the implementation of almost-grand institutions. A smaller yet still substantial share of about $20 \%$ of the subjects always vote against the implementation. The shares of these two types are not significantly different across group sizes ( $p \geq 0.331$ ). Further, also the share of subjects whose average willingness to implement almost-grand institutions is at most $x \% \in\{10,20,30\}$ or at least $y \% \in\{70,80,90,100\}$ (i.e., these participants voted for the implementation in at most/least $x \% / y \%$ of cases) is not significantly different between Treat- $S$ and any of the two larger group size treatments ( $p \geq 0.295$ ). The same holds for the standard deviation in the individual average implementation decisions ( $p \geq 0.164$ ). Thus, group size does not seem to affect the distribution

[^9]

Figure 3: Distribution of Average Voting Decision on Almost-Grand Institutions
Notes: Distribution of the average voting decision on almost-grand institutions (i.e., all non-grand institutions with at least $75 \%$ of players participating) across all rounds. The average is computed as the average voting decision for each player who participated at least once in an almost-grand institution. Group size is 4 (Treat-S), $8($ Treat- $M)$, or 12 (Treat- $L$ ) players. All data is pooled on the treatment level.
of individual preferences. Moreover, social preferences do not play a weaker role in larger groups.

These findings suggest that the decrease in the implementation rate of almost-grand institutions is exclusively driven by the composition effect: group size mechanically increases the probability of having at least one player per group with sufficiently strong social preferences to block an almost-grand institution. We therefore look at the share of groups with at least one player who always votes against the implementation of almost-grand institutions. This share should increase with group size. This is indeed what we find. The share of groups with at least one such subject increases from $42 \%$ in Treat-S to $77 \%$ in Treat- $M$ and even $90 \%$ in Treat-L. The differences between Treat-S and Treat-M ( $p=0.082$, Fisher's one-sided exact test) as well as Treat- $L$ are statistically significant ( $p=0.026$, Fisher's one-sided exact test), while the difference between Treat- $M$ and Treat- $L$ is statistically insignificant ( $p \geq 0.404$ ). Moreover, the variation in these shares explains the variation in implementation rates of almost-grand institutions both across treatments (Spearman's $\rho=$ -0.7485 with $p=0.000$ ) and within treatments (Spearman's $\rho=-0.6242$ with $p=0.030$ for Treat-S, $\rho=-0.5609$ with $p=0.046$ for Treat- $M$, and $\rho=-0.7454$ with $p=0.013$ for Treat$L)$. The same mechanism also explains why we do not find a negative effect of group size on implementation rates of even smaller non-grand yet still profitable institutions. If we look at the share of groups who have at least one subject who always votes against non-grand yet still profitable institutions with less than $75 \%$ participants, $91 \%$ of groups in Treat-S already have at least one such subject. The share increases only a bit for larger group sizes with no statistically significant differences across treatments ( $p \geq 0.500$ ). Our results are robust to looking at subjects who almost always vote against it (instead of always) and looking only at rounds 11-20 (cf. Appendix B). Result 2 summarizes our finding.

Result 2. The negative effect of group size on the implementation rate of almost-grand institution is exclusively driven by the composition effect. Moreover, social preferences do not play a weaker role in larger groups.

So far, we have interpreted the decision to vote against the implementation of an almostgrand institutions as evidence of social preferences. To corroborate that interpretation, we perform a simple benchmarking exercise in Appendix C. We calculate the $\alpha_{i}$ based on the model by Fehr and Schmidt (1999) such that an individual would prefer to reject a non-grand institution comprising at least $75 \%$ of group members and compare the share of subjects exhibiting that behavior with the distribution of $\alpha_{i}$ estimated in Blanco, Engel-
mann and Normann (2011). In Blanco, Engelmann and Normann (2011), roughly $26.39 \%$ of subjects have sufficiently strong preferences to reject almost-grand institutions in our experiment. This result $(26.39 \%)$ is very comparable to the share of players who always vote against almost-grand institutions in our experiment, i.e., $18.60 \%$ in Treat-S, $24.49 \%$ in Treat-M, and $15.93 \%$ in Treat- $L{ }^{22}$

We now turn to how overall efficiency is affected by the decrease in the likelihood that institutions involving inequality are implemented. Based on Kosfeld, Okada and Riedl, 2009), the lower implementation rate of almost-grand institutions in larger groups should, in principle, lead to more grand institutions and thus higher efficiency, as nonparticipants should learn that they have no possibility to free ride on other's contributions. However, Figure 4 shows that this is not the case. The share of grand institutions initiated in stage one decreases from about $37 \%$ in Treat- $S$ to $12 \%$ in Treat-M $(p=0.011)$ and even $2 \%$ in Treat- $L(p=0.002)$. The difference between Treat- $M$ and Treat- $L$ is not statistically significant $(p=0.426)$. At the same time, more non-grand yet profitable institutions are initiated, for which the share increases from about $49 \%$ in Treat-S to $70 \%$ in Treat-M and even $90 \%$ in Treat-L. All differences are statistically significant ( $p \leq 0.057$ ) and are robust to looking only at rounds 11-20 (cf. Appendix B).

Where does this effect come from? On the individual level, the data suggest that participants very often continue to participate in the next round when an almost-grand institution was not implemented, regardless of group size. This implies that for the grand institution to be initiated, it really is nonparticipants who need to join. The larger group size (and thus the larger number of nonparticipants), however, might make it more difficult in "coordinating" when to join. ${ }^{23}$ While this is unlikely - recall that participation decisions are not binding, i.e., nonparticipants have nothing to lose by participating - we still present evidence to shed doubt on miscoordination as a potential reason. If group size was just mechanically lowering the likelihood that a grand institution is initiated through miscoordination, nonparticipants should still join at the same rate in large as in small groups on average. This, however, is not the case. When an almost-grand institution is not implemented, the likelihood of a nonparticipant participating in the following round actually

[^10]

Figure 4: Relative Size of Initiated Institutions
Notes: Distribution of the relative size of the initiated institutions, i.e., the share of participants in the group, over all rounds. Group size is $4($ Treat-S), $8($ Treat- $M)$, or 12 (Treat-L) players. All data is pooled on the treatment level.
decreases from $45 \%$ in Treat-S to $28 \%$ in Treat- $M$ and Treat-L. We can also exclude lack of learning among nonparticipants as a potential reason to the extent that the pattern of results is similar when looking at the last 10 rounds (cf. Appendix B). This suggests that nonparticipants either need substantially more periods to learn that almost-grand institutions are rejected or are motivated by other behavioral drivers. We can only speculate here, but conjecture that, for example, social pressure might decline (Olson, 1965) and moral wiggle room (for not committing) might increase (Dana, Weber and Kuang, 2007) as groups become larger.

Since nonparticipants do not join, group size predictably impacts overall implementation rates and efficiency very severely. Panel A in Table 1 displays the overall implementation rate of institutions across treatments, while Panel B shows average contributions to the public good per player and thus overall efficiency. Doubling the group size from four to eight players leads to a pronounced drop in the implementation rates from $41 \%$ in Treat-S to $15 \%$ in Treat- $M(p=0.005)$. In the largest groups with twelve players (Treat-L), the implementation rate even decreases to $11 \%(p=0.004)$. The difference between Treat- $M$ and Treat- $L$ is not statistically significant ( $p=0.990$ ).

Table 1: Institution Formation \& Efficiency

| A. Institution Formation | Treat-S | Treat-M | Treat-L |
| :--- | :---: | :---: | :---: |
| Implementation Rate | 40.67 | 14.81 | 11.36 |
| B. Efficiency |  |  |  |
| Contributions per Player | 5.99 | 3.17 | 2.40 |
| $\quad$ If implementation successful | 9.16 | 9.24 | 8.65 |
| $\quad$ If implementation failed | 3.70 | 2.15 | 1.60 |
| Notes: Group size is $4($ Treat- $S), 8($ Treat- $M)$, or $12($ Treat-L) players. All <br> data refer to averages which are pooled on the treatment level. |  |  |  |

Turning to efficiency, while the average contribution per player is quite high in Treat-S at 5.99 points (out of 10 points), this almost halves to 3.17 points in Treat- $M$ ( $p=0.008$ ) and more than halves to 2.4 points in Treat- $L(p=0.001)$. There is no statistically significant difference between Treat- $M$ and Treat- $L$ though ( $p=0.609$ ). Moreover, the decrease in efficiency is mainly driven by the very low implementation rate in larger groups.

While the average contribution per player in case an institution fails to be implemented decreases significantly when group size increases, the absolute differences are relatively small (3.70 in Treat-S vs. 2.15 in Treat- $M$ with $p=0.029$ and 1.60 in Treat- $L$ with $p=0.005$ ), especially compared to the average contribution per player when an institution is successfully implemented. In this case, subjects contribute close to 9 points on average and any difference across treatments is insignificant ( $p \geq 0.633$ ). Result 3 summarizes.

Result 3. Despite the larger incentive to form grand institutions, fewer grand institutions are initiated in larger groups. Increasing group size therefore reduces the positive impact of institution formation on public good provision significantly.

## 5 Conclusion

We study the effect of group size on the impact of commitment institutions for solving collective action problems. Schmidt and Ockenfels (2021) emphasize that such commitment institutions are greatly superior to individual commitments in achieving cooperation. Because decision makers often cannot be forced to cooperate in the first place, participation in such institutions is voluntary and affords decision makers the power to veto commitments. If not everyone joins the institution, commitment institutions generate inequality. Prior research has stressed the positive effect of social preferences on institution formation - albeit in relatively small groups. Existing research also suggests that social preferences might play a weaker role in larger groups, raising the question how group size affects the institution formation process. We moderately increase the group size up to twelve players and find that social preferences influence behavior as strongly in large groups as in small groups. In fact, their influence on group behavior is amplified by the unanimity rule when group size increases beyond four players. Since the lower implementation rate of non-grand institutions does not increase the number of players willing to commit themselves, however, fewer institutions are formed in larger groups. Instead of boosting efficiency, social preferences therefore greatly inhibit the success of institution formation when group size increases.

These results raise the question on how to solve collection action problems through commitment institutions in larger groups. While relinquishing the power to veto in favor of a simple majority rule seems like a solution at first glance, the lack of (existing) institutions to force people to cooperate lies at the heart of many collective action problems. Future
research may therefore study in more depth why players do not react to the stronger incentive to form grand institution as well as consider additional instruments which retain the power to veto but are better at reaching a consensus on how much inequality to tolerate, i.e., to harness the power of social preferences. Examples for this from smaller group sizes range from announcing (minimum) institution preferences (Masclet, Noussair and Villeval, 2013: Schmidt and Ockenfels, 2021) and renegotiating if no agreement was reached (He and Villeval, 2017) to communicating before voting (Balafoutas et al., 2014). In the absence of such instruments, our results, however, emphasize that social preferences are a doubleedged sword for the ability of commitment institutions to solve collective action problems.
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## A Instructions \& Procedures

## A. 1 Online Implementation Details

All experimental sessions were embedded into a Zoom-meeting with both camera and microphone turned off to protect subjects' privacy/identity. Subjects could only chat with the experimenter and not with each other. We sent out individualized tokens ( 6 random characters, either uppercase letters or digits) by email 24 hours before a session started. Subjects were only allowed into the meeting with their names set to the individualized token. After all subjects had logged into the meeting, the experimenter gave a short verbal introduction and shared details on how to reach the experimenter in case one had problems with the internet connection (see below). The experimenter then shared a link to the session on oTree and subjects had to enter their individualized token again. Subjects never got to know the tokens of others in their group. Subjects were presented with the instructions and had to prove their understanding of the game by answering a similar set of control questions as in Kosfeld, Okada and Riedl (2009). If subjects answered a question incorrectly three times, they were informed about the right answer and could contact the experimenter in case of questions about why their answers were wrong (most did so). Moreover, subjects were also given time and opportunity to better understand the payoff consequences of different member/nonmember-constellations and average contribution by nonmembers, i.e., to learn which institutions are profitable to implement. For this, subjects could simulate the number of (non)members and the average contribution of nonmembers and were presented with the associated earnings of a member and nonmember on a separate "simulation"page before the game began. Subjects were also provided with a summary of the relevant instructions underneath each decision. Subjects were paid via PayPal immediately after the session had ended and had agreed to this form of payment when signing up for the session.

Besides the possibility to message the experimenter on Zoom, subjects also received a mobile phone number which they could call, text, or message on Whatsapp in case of questions or problems of any sort (also after the session had ended in case of questions regarding the payment).

## A. 2 Dealing with Dropouts

In online experiments, subjects can easily drop out from the experiment by just closing the browser window (compared to having to leave the room for normal laboratory experiments). However, subjects can also drop out by just navigating to other websites (in another browser tab) or leave the experiment running in the background while working on other tasks. In order to identify all possible sources of dropouts, we implemented a time limit for each page set to 10 minutes. If a timeout was triggered, a subject was labeled as a dropout. One minute before the timeout, subjects were alerted with a prominent banner that their time to interact with the page was about to run out and the timer was prominently displayed in red in the upper right corner of the website (otherwise it was hidden).

Dropouts were not paid and received a warning that in case of another dropout in a future experiment they would be barred from participating in any future experiment at FLEX. Subjects from the dropout's group were paid depending on how far the experiment had proceeded. If the dropout happened before the end of the second round (or before the first round had even started), subjects received a flat payment of 5 points, since it was not possible to randomly choose a round. If the dropout happened after the second round was successfully completed, a random round was chosen for payout. All subjects were informed about this procedure both verbally in the Zoom session and again as part of the written instructions. All dropouts in the experiment happened before the first round had started.

## A. 3 Instructions and Screenshots

The instructions are based on the instructions in Kosfeld et al. (2009). The following pages contain the English translation of the German instructions used in the experiment. For simplicity, we do not reproduce the original formatting which is very similar to the screenshots of the decisions screens.

## Welcome to the second part of the experiment!

Welcome to the second part of this experiment. Please remember that you can also earn money in this part of the experiment. How much money you earn depends on your decision and the decision of the other participants in this experiment. At the end of the experiment you will receive the money you have earned via PayPal.

It is not allowed to communicate with other participants in this experiment in any way!

If you have a question, please contact us via the chat functionality in Zoom. We will then answer your question. When you click on the "Next"-button, we will explain the instructions for the second part of the experiment in detail. A summary of the relevant instructions will also be displayed together with every decision you will make in this experiment. In this experiment you will still make all decisions on your PC. You will still play with "points" in the second part of the experiment. For every point you will receive $0.60 €$ at the end of the experiment.

## General instructions for the second part

Please read the following instructions for the second part very carefully! We will ask you some questions afterwards to check whether you understood the instructions.

The second part of the experiment consists of several rounds. You are still a member of the same group of participants as in the first part. Every group therefore has the same 4 (8/12) participants as in the first part of the experiment. But now you play with all $\mathbf{3}$ $(7 / 12)$ other group members together. The group composition will not change. You will still receive no information regarding the identity of the other group members - also not after the end of the experiment. The other participants in the experiment will also not receive any information on your identity. Any interaction in this experiment is therefore completely anonymous.

The second part of the experiment consists of 20 rounds. All rounds are identical and consist of 4 phases. All participants receive 10 points at the beginning of each round. In the following, we will refer to these 10 points as endowment. Every round is structured as follows: in the fourth phase of each round, all group members receive information on the decisions which were taken during the previous phases of the round and the resulting earnings. In the third phase of each round, each of the $4(8 / 12)$ group members decides how much of the endowment she wants to contribute to a common project and how much she wants to keep for herself. In the first two phases of each round, all group members decide whether they want to commit themselves to contributing all of their endowment to the project.

One of the 20 rounds will be randomly selected to be paid out at the end of experiment. When you will have completed the 20 th round, you will be informed about which
round was selected. Since you do not know which round will be selected by the random number generator, you should carefully consider your decisions in all rounds.

If a drop-out should happen in the second part of the experiment, you will receive the earnings from the first part of the experiment and a compensation for the second part. The amount of the compensation depends on how many rounds will have been played when the drop-out happens. If the drop-out happens before the end of the second round, it is not possible to randomly select a round. In this case you will receive 5 points as compensation. If the drop-out happens after the end of the second round, a previously played round will be randomly selected.

On the following pages all decisions in each phase of a round will be explained in detail. A summary of the instructions will also be made available every time you make a decision.

## Instructions regarding your earnings

We will start by explaining how your earnings in a given round depend on your decisions in the third phase. On the following pages, we will explain the decisions in the first three phases. Please read the instructions very carefully.

In the third phase all $4(8 / 12)$ group members need to decide how to allocate their endowment (10 points) between a personal account and a common project. Every point which you do not contribute to the common project is automatically transferred to your personal account. Your group members make exactly the same decision with the same rules governing their earnings.

Your earnings from the personal account: for every point which is transferred to your personal account, you receive 1 point and the other group members 0 points.

Your earnings from the common project: for every point which is contributed to the common project, you receive $0.6(0.3 / 0.15)$ points and the other group members $0.6(0.3 / 0.15)$ points. The sum of all earnings of all group members from the common project therefore increases by 2.4 points for every point you contribute to the common project. Your contribution to the project thus also increases the earnings of the other group members.

Your earnings from others' decisions: regardless of how much you contribute to the project, you receive $0.6(0.3 / 0.15)$ points for every point contributed to the common project by another group member.

Potential costs: in addition to the earnings from your personal account and the common project, there can be costs which are deducted from your earnings. On the following page, we explain when these costs apply.

Your total earnings: your total earnings from this decision situation are the sum of the earnings from your personal account and the project, with any potential costs subtracted from it:

$$
\begin{aligned}
\text { Earnings }= & (10-\text { your contribution to the project })+0.6 \times \text { the sum of project } \\
& \text { contributions of all } 4 \text { group members }- \text { potential costs }
\end{aligned}
$$

This decision situation is therefore similar to the first part of the experiment. The second part is different from the first part in that you are not matched with one randomly chosen person. Instead you are playing with all $3(7 / 11)$ other group members simultaneously. Additionally, group members now have the opportunity to engage in commitments. In the following we explain how these commitments (and any potential costs) can matter.

## Instructions regarding your decisions

Now we explain the decisions in all three phases.

## First phase

In the first phase you decide whether you are willing to commit yourself to contributing all 10 points of your endowment to the common project in the third phase. Moreover, we ask you to estimate how many of your 3 (7/11) other group members are willing to commit themselves to contributing their endowment to the common project. When you are satisfied with your decisions, please click "Next". When every group member has made these decisions, the next phase starts.

## Second phase

All group members who were willing to commit to contributing all of their endowment in the first phase now need to decide whether they actually want to implement these commitments. This happens as follows. If you were willing to commit yourself in phase 1 , you now need to decide whether you still want to commit to contributing all of your endowment ( 10 points) to the common project. For this decision, you will receive
information on the number of other group members who were willing to commit their endowment to the project in phase 3 . Only if all group members who were willing to commit themselves in phase 1 are still willing to do so, the commitments are implemented and become binding. If, however, at least one group member - who was willing to commit herself - does not want to commit herself anymore, all commitment are not implemented and do not become binding.

Important: only group members who were willing to commit themselves in phase 1 make these implementation decisions. But all group members receive information on how many other group members were willing to commit themselves. All group members therefore receive exactly the same information, regardless of their decisions in the first phase.

If every group member who was willing to commit herself in phase 1 has made her decision, the next phase starts.

## Third phase

In the third phase you have to choose your contribution to the project.
If the commitments became binding, the contribution decision will be automatically made for all group members who have committed themselves. These group members automatically contribute all of their endowment ( 10 points) to the project. Additionally, these group members also need to pay extra costs. These costs are 1 point and are paid by every group member who has successfully committed herself.

If the commitment did not become binding, every group member can freely decide how many points of her endowment she wants to contribute to the project. In this case, there are no extra costs.

Important: the commitments (if they became binding) only apply to the group members who were willing to commit themselves in phase 1 . Moreover, only those group members need to pay the extra costs. Group members who were not willing to commit themselves, can still freely choose their contribution to the project. When all group members have made this decision, the next phase starts.

## Fourth phase

In the fourth (and last) phase of each round you receive information on how many points were contributed to the project in total. Moreover, we will show you your earnings of this round.

Please read these instructions very carefully. If you have questions, please write us in
the Zoom chat. We will then respond to your question. When you have understood the instructions, you can click on "Next".

## Simulation of earnings

[Please see the respective screenshot in Figure A.1.]

## Control Questions

[All control questions contained a summary of the instructions and an online calculator.]
You will now see a few questions which we ask you to answer. These questions are meant to ensure that you have understood the instructions. You do not receive any money for answering these questions, but you have to answer them correctly to participate in the experiment. All questions are based on fictive examples. In these questions, we refer to the group members as A, B, C, and D (A, B, C, D, E, F, G, and H; A, B, C, D, E, F, G, H, I, J, K, and L).

Question 1: Suppose that nobody has committed herself to contributing all of her endowment to the project. Moreover, all $4(8 / 12)$ group members contribute $\mathbf{0}$ points to the project. What are the earnings of a single player in points?

Question 2: Suppose that nobody has committed herself to contributing all of her endowment to the project. Moreover, all $4(8 / 12)$ group members contribute 10 points to the project. What are the earnings of a single player in points?

Question 3a: Suppose that nobody has committed herself to contributing all of her endowment to the project. Player A (A and E; A, E, and I) contributes 2 points, player B (B and F; B, F, and J) contributes 4 points, player C (C and G; C, G, and K) contributes 5 points, and player $\mathrm{D}(\mathrm{D}$ and $\mathrm{H} ; \mathrm{D}, \mathrm{H}$, and L ) contributes 9 points to the common project. What are the earnings of player B in points?
Question 3b: What are the earnings of player D (H;L) in points?
Question 4a: Suppose that in the first phase half of all group members (players A, D; players A, D, E, H; players A, D, E, H, I, L) were willing to commit to contributing all of
their endowment (10 points) to the project. Also suppose that these commitments have become binding in phase 2. In phase 3, the other group members (players B, D; players B, D, F, G; players B, D, F, G, J, K) contribute $\mathbf{0}$ points points to the common project. How many points does player A (E/I) contribute to the project?
Question 4b: How high are the additional costs for player D in points? Question 4c: How high are the additional costs for player $\mathrm{B}(\mathrm{F} / \mathrm{J})$ in points?

Question 5a: Suppose that in the first phase half of all group members (players A, D; players A, D, E, H; players A, D, E, H, I, L) were willing to commit to contributing all of their endowment ( 10 points) to the project. Also suppose that these commitments have become binding in phase 2. In phase 3, the other group members (players B, D; players B, D, F, G; players B, D, F, G, J, K) contribute $\mathbf{0}$ points points to the common project. What are the earnings of player A in points?
Question 5b: What are the earnings of player $\mathrm{C}(\mathrm{G} / \mathrm{K})$ in points?
Question 6a: Suppose that in the first phase half of all group members (players A, D; players A, D, E, H; players A, D, E, H, I, L) were willing to commit to contributing all of their endowment ( 10 points) to the project. Also suppose that these commitments have not become binding in phase 2. In phase 3, all group members contribute 0 points points to the common project. How high are the additional costs for player A (E/I) in points?
Question 6b: What are the earnings of player A in points?
Question 6c: What are the earnings of player B (F/J) in points?
[Please see Figures A.2 to A.7 for screenshots of the decision screens.]

## Simulation of the decision situation

On this page you can simulate how the number of successfully committed group members and the (average) contribution of not-committed group members influences the earnings of the two types of group members respectively For this, please first choose the number of successfully committed group members:

| 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 2 | 3 | 4 |

Now please choose the average contribution of the not-committed group members to the common project in points:

| $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 |  |

Important: in this experiment you can of course choose neither the number of successfully committed group members nor the average contribution of not-committed group members. This simulation exercise is just meant to make you acquainted with the overall decision situation.

The (average) earnings of a successfully committed group member would be $\mathbf{1 2 , 2}$ point(s).

The (average) earnings of a not-committed group member would be 22,2 point(s).

Please test how different examples influence the earnings of successfully committed and not-committed group members. When you have made yourself sufficiently acquainted with the decision situation, please click on "Next". In the following, we will ask you some questions which you need to answer correctly to start the second part of the experiment. A summary of the instructions which are relevant for each decision phase will always be provided on the decision screen.

## Next

## Summary of the instructions regarding your earnings

In each round your earnings are the sum of two parts and potential costs are deducted.

1. Your earnings from the personal account $=$ number of points from your endowment which you keep for yourself $=$ (10 points - your contribution to the project).
2. Your earnings from the project $=0.6$ * sum of contributions of all 4 group members to the project.
3. Potential costs: if you successfully commit yourself to contributing all of your endowment to the project, you incur extra costs of 1 point. Otherwise there are no extra costs.

Summing up:

> Your earnings $=(10$ points - your contribution to the project $)+0.6 *$ sum of contributions of all $\mathbf{4}$ group members to the project - potential costs

The earnings of each group member in your group are calculated in the same way.
Group members who have successfully committed themselves automatically contribute 10 points. Moreover, these group members also incur extra costs of 1 point. All other group members are free to decide how much they want to contribute to the project and do not incur any extra costs.

Figure A.1: Simulation Page

## First phase


#### Abstract

This round is round 1 of 20 rounds in total.

Are you willing to commit yourself to contributing all of your endowment ( 10 points) to the project? $\bigcirc$ Yes. ONo.

We now ask you to estimate how many of the other group members are willing to commit themselves.

Of the other 3 group members, how many are willing to commit themselves to contributing all of their endowment to the project? $\qquad$


Please click on "Next" to confirm your decision and get to the next phase.

## Next

## Summary of instructions regarding this phase

This phase is the first phase. In this phase you decide whether you are willing to commit yourself to contributing all 10 points of your endowment to the project in the third phase. Please remember that the decision whether this commitment becomes binding will only be made in the next phase, in which all group members who are willing to commit themselves decide on this unanimously.

Moreover, we ask you to estimate how many of the other $\mathbf{3}$ group members are willing to commit themselves to contributing all of their endowment to the project.

Figure A.2: First Phase (Participation Phase)

## Second phase

This round is round 1 of 20 rounds in total.
Of the other $\mathbf{3}$ group members, $\mathbf{2}$ group members are willing to commit themselves, $\mathbf{1}$ group member is not willing. You are willing to commit yourself to contributing your endowment (10 points) to the project.

Do you want to bindingly commit yourself to contributing all of your endowment (10 points) to the project?
$\bigcirc$ Yes. ${ }^{\circ}$ No.
Please click on "Next" to confirm your decision and get to the next phase.

## Next

Summary of instructions regarding this phase
This phase is the second phase. In this phase all group members who, in the first phase, were willing to commit themselves to contributing all of their endowment to the project decide whether to bindingly commit themselves.
If all group members who were willing to commit themselves in the first phase are still willing to commit themselves, these commitments become binding and come into effect.
If at least one group member - who was willing to commit herself - does not want to commit herself anymore, these commitment do not come into effect for any group member and are thus not binding.

Group members who were not willing to commit themselves do not make any decision.

Figure A.3: Second Phase for Participants (Implementation Phase)

## Second phase


#### Abstract

This round is round 1 of 20 rounds in total.

Of the other $\mathbf{3}$ group members all $\mathbf{3}$ group members are willing to commit themselves. You are not willing to commit yourself to contributing your endowment ( 10 points) to the project.


Please click "Next" to get to the next phase.
Next

## Summary of instructions regarding this phase

This phase is the second phase. In this phase all group members who, in the first phase, were willing to commit themselves to contributing all of their endowment to the project decide whether to bindingly commit themselves.
If all group members who were willing to commit themselves in the first phase are still willing to commit themselves, these commitments become binding and come into effect.
If at least one group member - who was willing to commit herself - does not want to commit herself anymore, these commitment do not come into effect for any group member and are thus not binding.

Group members who were not willing to commit themselves do not make any decision.

Figure A.4: Second Phase for Nonparticipants (Implementation Phase)

## Third phase

This round is round 1 of 20 rounds in total.

The commitments have become binding for 3 group members. Your commitment has become binding. You therefore automatically contribute all of your endowment (10 points) to the project.

Please click on "Next" to get to the next phase.

## Next

## Summary of instructions regarding this phase

This phase is the third phase. In this phase all group members decide how much to contribute to the common project. If the commitments became binding, the contribution decision will be automatically made for all group members who have committed themselves. These group members automatically contribute all of their endowment ( 10 points) to the project.
Additionally, these group members also need to pay extra costs. These costs are 1 point and are paid by every group member who has successfully committed herself.

If the commitment did not become binding, every group member can freely decide how many points of the endowment she wants to contribute to the project. In this case, there are no extra costs.

The commitment (if they became binding) only concern the group members who were willing to commit themselves in phase 1. Moreover, only those group members need to pay the extra costs. Group members who have not committed themselves, can still freely choose their contribution to the project.

Your earnings in this rounds are as follows:
Your earnings $=(10$ points $($ endowment $)-10$ points (your commitment $))+0.6 *$ sum of contributions of all 4 group members to the project -1 point (extra costs)

Figure A.5: Third Phase for Members (Contribution Phase)

## Third phase

This round is round 1 of 20 rounds in total.

The commitments have become binding for 3 group members. You have not committed yourself and can freely decide on your contribution to the project. How many points do you want to contribute to the project?

| $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ | $\bigcirc$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Please click on "Next" to confirm your decision and get to the next phase.

## Next

## Summary of instructions regarding this phase

This phase is the third phase. In this phase all group members decide how much to contribute to the common project. If the commitments became binding, the contribution decision will be automatically made for all group members who have committed themselves. These group members automatically contribute all of their endowment ( 10 points) to the project.
Additionally, these group members also need to pay extra costs. These costs are 1 point and are paid by every group member who has successfully committed herself.

If the commitment did not become binding, every group member can freely decide how many points of the endowment she wants to contribute to the project. In this case, there are no extra costs.

The commitment (if they became binding) only concern the group members who were willing to commit themselves in phase 1. Moreover, only those group members need to pay the extra costs. Group members who have not committed themselves, can still freely choose their contribution to the project.

Your earnings in this rounds are as follows:
Your earnings $=(10$ points (endowment) $)$ your contribution to the project $)+0.6^{*}$ sum of contributions of all 4 group members to the project

Figure A.6: Third Phase for Nonmembers (Contribution Phase)

## Results of round 1 (fourth phase)

Of the other group members, 2 group members were willing to commit themselves.
The commitments have become binding for 3 group members. You have committed yourself. Here are the results:

| Your contribution to the project: | 10 points |
| :--- | ---: |
| Sum of all contributions: | 31 points |
| Your earnings from the personal account: | 0 points |
| Your earnings from the project: | 18.6 points |
| Extra costs: | 1 point |
| Your earnings in this round: | 17.6 points |

Please click on "Next" to get to the next phase.
Next

Figure A.7: Fourth Phase (Results)

## B Robustness Checks

## B. 1 Result 1

Result 1 shows that increasing group size significantly decreases implementation rates of almost-grand institutions. This is also true when we account for learning and only consider the last 10 rounds. Figure A. 8 replicates Figure 1 for the last 10 rounds. There still exists a marked difference between small and larger groups. Institutions with three out of four subjects are more frequently implemented than institutions with seven (eleven) out of eight (twelve) subjects. By restricting the analysis to a subset of rounds, we do also lose some observations since not every group initiated an almost-grand institution in rounds 11-20. The statistical tests are thus based on fewer groups with the consequence that only the difference between Treat-S and Treat- $L$ for the $75 \%$ institution remains statistically significant $(p=0.095)$ at conventional levels ( $p=0.142$ for the difference in implementation rate of $75 \%$ institutions between Treat-S and Treat-M) ${ }^{24}$

## B. 2 Result 2

## B.2.1 Learning

Result 2 shows that the decrease in the implementation rates of almost-grand institutions is exclusively driven by the composition effect, i.e., the mechanical increase in the likelihood that at least one subject per group has sufficiently strong preferences to block the implementation of almost-grand institutions. This is also true when we account for learning and only consider the last 10 rounds. See Figure A. 9 which replicates Figure 2 for rounds 11-20. The threshold effect, i.e., larger group sizes allow for relatively larger almost-grand institutions with resulting lower (average) inequality and higher profitability, would imply that the implementation rates of the largest non-grand institution increases with group size. This is also not the case in the last 10 rounds. Average individual voting decisions are not significantly different between Treat-S and any of the two larger group treatments when we consider the largest non-grand institution in each treatment ( $p \geq 0.334$ ), $75 \%$ institutions ( $p \geq 0.584$ ), or $50 \%$ institutions ( $p \geq 0.107$ ). Regarding the preference effect, Figure A. 10 replicates Figure 3 for the last 10 rounds, i.e., rounds 11-20. It clearly shows

[^11]

Figure A.8: Group Implementation Rates (Rounds 11-20)
Notes: Average implementation rates of institutions depending on the share of participants in the group (i.e., the relative size of the initiated institution) for the last 10 rounds (rounds 11-20). Group size is 4 (Treat-S), $8($ Treat- $M)$, or $12($ Treat- $L)$ players. All data is pooled on the treatment level. The red line marks the non-social prediction according to $s^{*}$ and indicates which institutions should be implemented based on their profitability alone. The red line indicates which institutions should be implemented based on their profitability alone, i.e., based on $s^{*}$. No institution with $s / n=0.25$ was initiated for Treat-L.
that group size does not affect individual implementation decisions over almost-grand institutions. Similar to the main analysis, the great majority of subjects consistently vote in favor of the implementation of almost-grand institutions. Again, roughly $20 \%$ of subjects, however, always vote against the implementation of such institutions. Any difference in the share of these subjects is not significantly different across group sizes ( $p \geq 0.202$ ). Moreover, also the share of subjects whose average willingness to implement almost-grand institutions is at most $x \in\{10,20,30\}$ or at least $y \in\{70,80,90,100\}$ (i.e., they voted for the implementation in at most/least $\mathrm{x} \% / \mathrm{y} \%$ of cases when they participated) is not significantly different between Treat-S and any of the two larger group size treatments ( $p \geq 0.202$ ). Consequently, social preferences themselves do not seem to play a weaker role in larger group sizes.

Finally, we also document for rounds 11-20 that the share of groups with at least one


Figure A.9: Individual Voting Decisions (Rounds 11-20)
Notes: Average individual voting decision depending on the share of participants in the group (i.e., the relative size of the initiated institution) for the last 10 rounds (rounds 11-20). Group size is 4 (Treat-S), 8 (Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level. The red line indicates which institutions should be implemented based on their profitability alone, i.e., based on $s^{*}$. No institution with $s / n=0.25$ was initiated for Treat-L.
subject who always votes against the implementation of almost-grand institutions strongly increases when increasing group size beyond four players. While only $44.44 \%$ of groups have one such player in Treat-S, this increases to $88.89 \%$ for both Treat- $M$ and Treat-L ( $p=$ 0.066). Similarly, having at least one player who always votes against the implementation of almost-grand institutions also explains the variation in the implementation rates of almost-grand institutions in rounds 11-20 (Spearman's $\rho=-0.7771$ with $p=0.000$ ). I.e., the composition effect seems to be the main channel through which group size affects the implementation of almost-grand institutions.

## B.2.2 Almost-Always Rejecting Almost-Grand Institutions

In our main analysis, we restrict our attention to subjects who always vote against the implementation of almost-grand institutions. Our results, however, are also robust to


Figure A.10: Distribution of Average Voting Decision on Almost-Grand Institutions (Rounds 11-20)

Notes: Distribution of the average voting decision on almost-grand institutions (i.e., all non-grand institutions with at least $75 \%$ of subjects in a group participating) in rounds 11-20. The average is computed as the average voting decision for each player who participated at least once in an almost-grand institution in rounds 11-20. Group size is $4($ Treat-S $), 8($ Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level.
looking at subjects who almost always vote against the implementation of almost-grand institution. The share of subjects who reject almost-grand institutions in at least $80 \%$ of times (i.e., whose average willingness to implement almost-grand institutions is at most $20 \%$ ) is very comparable across group sizes (cf. Figure 3 and not significantly different with $p \geq 0.299) .{ }^{[25}$ The share of groups with at least one such subject increases from $41.67 \%$ for Treat-S to $84.62 \%$ for Treat- $M(p=0.033)$ and $90.00 \%$ for Treat- $L(p=0.026)$. This can also explain the variation in implementation rates of almost-grand institutions (Spearman's $\rho=-0.7331$ with $p=0.000)$.

## B. 3 Result 3

Result 3 shows that the lower implementation rate of almost-grand institutions in larger groups does not lead to more grand institutions being initiated, which reduces the success of institution formation and public good provision significantly. This finding is again robust to accounting for learning, i.e., only looking at rounds 11-20. In our main analysis, we provided two pieces of evidence for Result 3; the distribution of initiated institutions and the likelihood that nonparticipants change their mind. First consider the distribution of initiated institutions. Figure A.11 replicates Figure 4 for rounds 11-20. Clearly, grand institutions are initiated significantly less frequently in larger groups ( $p=0.012$ for the difference between Treat-S and Treat- $M$ and $p=0.006$ for the difference between Treat- $S$ and Treat-L).

Second, also in rounds 11-20, nonparticipants are less willing to participate in the following round when an almost-grand institution was rejected. The likelihood that a nonparticipant participates in the following round decreases from $47.62 \%$ in Treat-S to $22.22 \%$ in Treat-M $(p=0.065)$ and $26.04 \%$ in Treat- $L(p=0.040)$. Result 3 finds that the effect of group size on the formation dynamics in the presence of inequality has strong economic effects, with overall implementation rates and efficiency decreasing greatly. We also document this effect when accounting for learning, i.e., when looking at rounds 11-20 only. Table A. 1 replicates Table 1 for rounds 11-20. Overall implementation rates and average contributions per player are significantly different: implementation rates decrease from $43.80 \%$ in Treat- $S$ to $17.69 \%$ in Treat- $M(p=0.021$ ) and $14.55 \%$ in Treat- $L$ ( $p=$ 0.021 ). Efficiency also is significantly different ( $p=0.004$ for the difference between Treat-
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Figure A.11: Relative Size of Initiated Institutions (Rounds 11-20)
Notes: Distribution of the relative size of the initiated institutions, i.e., the share of participants in the group, in Rounds 11-20. Group size is $4($ Treat-S $)$, 8 (Treat- $M$ ), or 12 (Treat-L) players. All data is pooled on the treatment level.
$S$ and Treat-M and 0.001 for the difference between Treat- $S$ and Treat- $L$ ) and this reduction is again driven by the decrease in overall implementation rates.

Table A.1: Institution Formation \& Efficiency (Rounds 11-20)

| A. Implementation Success | Treat-S | Treat-M | Treat-L |
| :--- | :---: | :---: | :---: |
| Implementation Rate | 43.80 | 17.69 | 14.55 |
| B. Efficiency |  |  |  |
| Contributions per Player | 6.10 | 2.76 | 2.07 |
| $\quad$ If implementation successful | 9.33 | 9.39 | 8.74 |
| $\quad$ If implementation failed | 3.57 | 1.39 | 0.94 |

Notes: Group size is $4($ Treat-S $), 8($ Treat- $M$ ), or 12 (Treat-L) players. All data refer to averages which are pooled on the treatment level. Data come from rounds 11-20.

## C Additional Analyses

## C. 1 Average Outcome in Each Stage

Table A. 2 lists the average outcome of each formation stage separately for each group size.

Table A.2: Effect of Group Size on Outcomes in Each Stage

| A. Initiated Institutions | Treat-S | Treat-M | Treat-L |
| :--- | :---: | :---: | :---: |
| Number | 268 | 297 | 220 |
| Frequency (in \%) | 95.71 | 99.00 | 100.00 |
| Participants (avg., in \% of group) | 71.55 | 64.23 | 69.09 |
| B. Implemented Institutions |  |  |  |
| Number | 109 | 44 | 25 |
| Frequency (in \%)***/††† | 40.67 | 14.81 | 11.36 |
| Members (avg., in \% of group) | 82.80 | 90.06 | 77.00 |
| C. Contributions per Player |  |  |  |
| Average***/†† | 5.99 | 3.17 | 2.40 |
| Average (successful implementation) | 9.16 | 9.24 | 8.65 |
| Average (failed implementation) ${ }^{* * / \dagger \dagger \dagger}$ | 3.70 | 2.15 | 1.60 |

Notes: Group size is $4($ Treat-S), $8($ Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level. ${ }^{*} /{ }^{\dagger} / \stackrel{\text { denote the statistical significance of pairwise }}{ }$ two-sided Mann-Whitney-U tests with * $\left(^{\dagger}\right.$ ) referring to the difference between Treat-S and Treat-M (Treat-L) and ${ }^{\diamond}$ referring to the difference between Treat-M and Treat-L, based on group-level averages as units of observation. ${ }^{\circ} p<0.1,{ }^{\circ \circ} p<0.05,{ }^{\circ \circ \circ} p<0.01$ (exact p-values).

## C. 2 Subjects Always Rejecting Almost-Grand Institutions

Table A. 3 explores whether subjects who always vote against the implementation of almostgrand institutions (from now on referred to as "nay-sayers") are different from people who
vote at least once in favor of the implementation of an almost-grand institution in terms of their performance in the 12 control questions (total number of incorrect answers), age, sex, or their study program. We test whether the differences are statistically significant using a two-sided Wilcoxon signed-rank test for paired samples (with the exact approximation) based on the respective group-level averages and pool all treatments to ensure sufficient statistical power ${ }^{[66}$ We do not find any statistically significant differences ( $p \geq 0.254$ ). Re-

Table A.3: Differences between Nay-Sayers and Remaining Subjects

|  | Nay-Sayers | Rest |
| :--- | :---: | :---: |
| Age (avg.) | 24.56 | 24.96 |
| Male (in \%) | 38.78 | 47.50 |
| Study program: Economics or Business (in \%) | 34.00 | 37.25 |
| Control questions: number of incorrect answers (avg.) | 8.10 | 7.52 |

Notes: Comparison of age, sex, and study program as well as performance in control questions (number of total incorrect attempts over all 12 control questions) between nay-sayers (subjects who always vote against the implementation of an almost-grand institution when they participate in one) and the remaining subjects who vote for the implementation of such institutions at least once. Observations are pooled across all treatments.
sult 2 suggests that the composition effect severely hinders the successful implementation of non-grand, yet still profitable institutions in the case of heterogeneity in the individual willingness to implement such institutions. We find that a significant share of subjects, which is comparable across group sizes, always votes against the implementation of institutions in the presence of single or very few nonparticipants. This raises the question of whether this behavior can be rationalized with social preferences. In the following, we compute the Fehr-Schmidt-parameter $\alpha_{i}$ which would be in line with this behavior and compare the results to prior research.

To do so, we consider institutions of size of $75 \%$ and compute $\alpha_{i}$ such that the utility of voting in favor of the institution is smaller than the utility of voting against the implementation. This gives a lower bound for $\alpha_{i}$ (rejecting a relatively larger institution requires an

[^13]even higher $\alpha_{i}$ ). For this, we use equation (9) from Appendix Eand assume that in case of no implementation, subjects believe everybody not to contribute anything, while nonparticipants are believed not to contribute anything in case of a successful implementation. In Treat-S it is optimal for participants to reject an almost-grand institution if $\alpha_{i} \geq 1.91$, while this threshold slightly increases to $\alpha_{i} \geq 2.23$ and $\alpha_{i} \geq 2.33$ in Treat- $M$ and Treat-L respectively ${ }^{27}$ These parameters do not appear unrealistically strong at a first glance. To shed more light on this, we compare the share of subjects whose behavior can be rationalized with the parameters above in our experiment with the results in Blanco, Engelmann and Normann (2011). Blanco, Engelmann and Normann (2011) find that roughly 19 out of 72 subjects exhibit behavior which implies $\alpha_{i} \geq 1.5$ in their experiment. This result $(26.39 \%)$ is very comparable to the share of nay-sayers in our experiment, i.e., $18.60 \%$ in Treat-S, $24.49 \%$ in Treat-M, and $15.93 \%$ in Treat-L.
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## D Behavior in Every Group

Figures A.12, A.13, and A.14 give an overview of the key outcomes for every group in every round of our experiment. Player-level overviews are available upon request.

Round

| $\square$ | No implementation | $\square$ |
| :--- | :--- | :--- |
| Avg. contribution |  |  |
| ,$\quad$ Implementation |  |  |

Figure A.12: Behavior of Groups in Treat-S
Notes: Behavior of each group in Treat- $S$ for all rounds, including the share of participants, the final implementation decision, and average contributions per player. Group size is 4 (Treat-S), 8 (Treat-M), or 12 (Treat-L) players.




Round

| $\square$ | No implementation |  |
| :--- | :--- | :--- |
| $\square$ | $\square$ | Avg. contribution |

Figure A.13: Behavior of Groups in Treat-M
Notes: Behavior of each group in Treat-S for all rounds, including the share of participants, the final implementation decision, and average contributions per player. Group size is 4 (Treat-M), 8 (Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level.










Round

| $\square$ | No implementation $\quad \square$ |
| :--- | :--- |
| $\square$, |  |
| Avg. contribution |  |

Figure A.14: Behavior of Groups in Treat-L
Notes: Behavior of each group in Treat-L for all rounds, including the share of participants, the final implementation decision, and average contributions per player. Group size is 4 (Treat-S), 8 (Treat-M), or 12 (Treat-L) players. All data is pooled on the treatment level.

## E Equilibrium Analysis

In this section we describe the pure-strategy equilibria in the institution formation game and how they depend on group size. The game as described in Section 2 is a $n$-player three-stage game in which players have perfect information about the current stage and all previous stages. We therefore consider the set of subgame-perfect Nash equilibria. A pure strategy in this game is given by (i) a participation decision $P_{i} \in\{0,1\}$, (ii) an implementation decision $I_{i}$ conditional on the number of participants $p=|P|$ with $P=\left\{i, P_{i}=1\right\}$, and (iii) a contribution decision conditional on the number of members $s=|S|$.

We consider two separate classes of preferences: when players only care about their own monetary payoff ("money-maximizing preferences") and when players also care about others ("social preferences"). For the latter type of preferences we follow Kosfeld, Okada and Riedl (2009) and assume that players dislike inequality in payoffs based on the model by Fehr and Schmidt (1999). While there exist other social preference models emphasizing, e.g., the role of negative and positive reciprocity, our analysis based on payoff inequality does address such considerations at least qualitatively to the extent that members suffering from disadvantageous payoff inequality (the key driver in the analysis) consider the nonparticipation of other players as intentionally unkind. The following analysis is closely related to Kosfeld, Okada and Riedl (2009).

## E. 1 Money-Maximizing Preferences

Using backwards induction, all members contribute their endowment $w$, since members' commitments are strictly enforced. Nonmembers, however, are free in their contribution decision and will choose to contribute nothing due to $\delta / n<1$. Members of an institution of size $s$ therefore earn $\frac{\delta s w}{n}-c$. If no institution is implemented, nobody contributes and everybody earns $w$. Participants thus have an incentive to implement the institution in the implementation stage if and only if

$$
\begin{equation*}
\frac{\delta}{n} s w-c>w . \tag{5}
\end{equation*}
$$

Let $s^{*}$ denote the smallest integer $s$ satisfying this trade-off, characterizing the minimal institution which is profitable to implement. Due to our assumption that $\delta w-c>w$, $s^{*} \leq n$. Because $\delta / n<1, s^{*} \geq 2$. As the left-hand side of condition (5) is strictly
increasing in $s, s^{*}$ exists and is unique. Thus, players can, in principle, overcome the social dilemma problem. For clarity in exposition, we use the term institutional equilibrium in the following to refer to a subgame perfect Nash equilibrium in which an institution is implemented on the equilibrium path.

Proposition 1. If players have money-maximizing preferences, the institution formation game has an institutional equilibrium with $s$ players becoming members if and only if $s \geq s^{*}$. There also exists an equilibrium in which no institution is formed and nobody contributes to the public good regardless of the number of participants.

The proof is identical to the proof of Proposition 1 in Kosfeld, Okada and Riedl (2009), taking into account the modified payoff structure for the definition of $s^{*}$ as derived in equation (5). From this, it follows that the grand institution with $s=n$ always is an institutional equilibrium ( $s^{*} \leq n$ exists by assumption).

Proposition 1 shows that there exist multiple institutional equilibria if $s^{*}<n$. Players need to coordinate on which institution to form. Strictness as an equilibrium refinement solves this equilibrium selection problem. A subgame perfect Nash equilibrium is called strict if it is strict on the equilibrium path, i.e., players have a unique best response in each stage of the game. This refinement criterion coincides with the concept of a stable coalition in D'Aspremont et al. (1983). If we apply strictness as an equilibrium refinement, only the institutional equilibrium with $s=s^{*}$ members survives. To see this, consider any $s>s^{*}$. In the implementation stage, any single participant is strictly better off by not participating (and not contributing in stage 3) and letting the remaining $s-1 \geq s^{*}$ participating players implement the institution. Thus, there exists a profitable deviation. This is not possible if and only if $s=s^{*}$, because in this case non-participation by a single player leads to the rejection of the institution in the second stage. The threshold $s^{*}$ thus characterizes the unique strict institutional equilibrium.

Rearranging condition (5) (and assuming equality), we see that the relative size $s^{*} / n$ of the unique strict institutional equilibrium is independent of group size $n$, up to the possible rounding to the next integer ${ }^{28}$

$$
\begin{equation*}
\frac{s^{*}}{n}=\frac{w+c}{\delta w} \tag{6}
\end{equation*}
$$

This follows directly from the payoff structure. As group size $n$ increases, the public good becomes individually less attractive due to $\delta / n$. This lowers members' payoffs in

[^15]an institution, which is offset by a proportionate increase in the number of members. Proposition (2) summarizes this.

Proposition 2. If players have money-maximizing preferences, the institution formation game has a unique strict institutional equilibrium with exactly $s^{*}$ players becoming members of the institution. The relative size of this institution is independent of group size, up to rounding to the next integer.

Proof. Consider institution $S$ and the payoff of players in the participation stage:

$$
u_{i}= \begin{cases}\frac{\delta}{n} s w-c & \text { if } i \in S  \tag{7}\\ w+\frac{\delta}{n} s w & \text { if } i \notin S\end{cases}
$$

if $s \geq s^{*}$, and $u_{i}=w$ for $s<s^{*}$. Let $U_{i}^{p}(s)\left(U_{i}^{n p}(s)\right)$ be the utility of participant (nonparticipant; only defined for $s<n$ ) $i$ of an institution of size $s$, with $U_{i}=u_{i}$.

Suppose that $s>s^{*}$ and that an institution is implemented. Further suppose that participant $i$ deviates. Since the remaining $s-1$ participants still implement the institution with $s-1$ members, $U_{i}^{n p}(s-1)-U_{i}^{p}(s)=w\left(1-\frac{\delta}{n}\right)+c>0$. Participant $i$ has an incentive to deviate and $s>s^{*}$ cannot be supported by a Nash equilibrium in the participation stage.

Suppose that $s=s^{*}$. If participant $i$ deviates, the institution is not implemented. By the definition of $s^{*}, U_{i}^{n p}(s-1)-U_{i}^{p}(s)<0$. Moreover, no nonparticipant has an incentive to join the institution, because this reduces the payoff from $w+\frac{\delta}{n} s^{*} w$ to $\frac{\delta}{n}\left(s^{*}+1\right) w-c$. Consequently, every action profile with exactly $s^{*}$ participants in the participation stage is a strict Nash equilibrium.

Suppose that $s=s^{*}-1$. Any single nonparticipant has an incentive to participate as this leads to the implementation of the institution and increases her payoff from $w$ to $\frac{\delta}{n} s^{*} w-c$. Last but not least, consider $s<s^{*}-1$. Any action profile is a Nash equilibrium, but not a strict one.

## E. 2 Social Preferences

We now consider social preferences. Notice at first that if $s^{*}<n$ there exists payoff inequality between members and nonmembers of the institution. Participants anticipating this payoff inequality might object to it and vote against the implementation of an institution of size $s<n$. The grand institution with $s=n$, however, does not generate any
payoff inequality. Sufficiently strong social preferences thus favor the grand institution as the unique institutional equilibrium.

In the following, we assume that players have social preferences based on the model of Fehr and Schmidt (1999) with player $i$ 's utility $U_{i}$ defined as follows:

$$
\begin{equation*}
U_{i}=u_{i}-\alpha_{i} \frac{1}{n-1} \sum_{j \neq i} \max \left\{\left(u_{j}-u_{i}\right), 0\right\}-\beta_{i} \frac{1}{n-1} \sum_{j \neq i} \max \left\{\left(u_{i}-u_{j}\right), 0\right\} \tag{8}
\end{equation*}
$$

The parameter $\alpha_{i}\left(\beta_{i}\right)$ captures the individual-specific aversion towards payoff inequality when player $i$ is behind (ahead). In line with Fehr and Schmidt (1999), we assume that $\beta_{i} \leq \alpha_{i}$ and $0 \leq \beta_{i} \leq 1$ for all $i$.

If no institution is implemented and nobody contributes to the public good, there is no payoff inequality and every player earns $w$. Suppose for the moment that players have limited compassion and do not contribute to the public good when they are nonmembers, i.e., $\beta_{i}<1-\frac{\delta}{n}$ for all $i$. Then, the following equation has to be fulfilled for every participant of an institution of size $s$ such that the institution is successfully implemented:

$$
\begin{equation*}
\frac{\delta}{n} s w-c-\frac{\alpha_{i}}{n-1}(n-s)(w+c)>w . \tag{9}
\end{equation*}
$$

Consider the grand institution $s=n$. Suppose that at least two players have sufficiently high $\alpha_{i}$ such that condition (9) is violated for $s=n-1$. Regardless of which player deviated from the grand institution in the first place, at least one player will therefore object to the implementation of an institution with $s=n-1$. That is, the grand institution is a strict equilibrium ${ }^{29}$ If this condition is even violated for $n-1$ players, no group of players is willing to implement any institution smaller than $n$, as the left-hand side of (9) increases with $s$. The grand institution then is the unique institutional equilibrium.

Suppose next that some players are sufficiently compassionate to contribute as nonmembers, i.e., $\beta_{i}>1-\frac{\delta}{n}$ for some $i$. In this case payoff inequality between members and nonmembers decreases and participants need to dislike disadvantageous inequality even more such that the grand institution becomes the unique strict equilibrium. Proposition 3 summarizes this.

Proposition 3. Suppose that players have social preferences as specified in equation (8) and let $C=\left\{i \left\lvert\, \beta_{i}>1-\frac{\delta}{n}\right.\right\}$. The grand institution is a strict institutional equilibrium if

[^16]and only if there exist at least two players with $\alpha_{i}>\tilde{\alpha}$, where
\[

\tilde{\alpha}= $$
\begin{cases}\frac{(n-1)\left(w\left(\frac{\delta}{n}(n-1)-1\right)-c\right)}{w+c} & \text { if } C=\emptyset,  \tag{10}\\ \frac{(n-1)(w(\delta-1)-c)}{c} & \text { if } C \neq \emptyset .\end{cases}
$$
\]

If at least $n-1$ players satisfy $\alpha_{i}>\tilde{\alpha}$, implementation of the grand institution is the unique institutional equilibrium.

The proof of Proposition 3 builds on the following Lemma $\sqrt{30}$

1. An institution $S$ is called profitable if the payoff of all participants $i \in S$ is strictly greater than if no institution was implemented and everybody contributed nothing (i.e., earning $w$ ).
2. A participant $i$ of institution $S$ is called pivotal if $S$ is profitable but $S-\{i\}$ is not.

Lemma 1. The grand institution with $s=n$ is implemented in a strict subgame perfect equilibrium if and only if every member is pivotal.

Proof. First, suppose that every participant of the grand institution with $s=n$ is pivotal. Then by the definition of pivotal the grand institution is implemented in a strict subgame perfect equilibrium.

Second, suppose that the grand institution is implemented in a strict subgame perfect equilibrium. We show that every participant $i \in S$ is pivotal for this institution. For this, suppose, on the contrary, that participant $i \in S$ is not pivotal, so institution $N-\{i\}$ is still profitable $\forall j \in N-\{i\}$ and is implemented. We will arrive at a contradiction by showing that the non-pivotal player benefits from not participating, i.e. $S=N$ is not a strict equilibrium. For this, let $U_{i}^{p}(s)\left(U_{i}^{n p}(s)\right)$ be the utility of participant (nonparticipant; only defined for $s<n$ ) $i$ of an institution of size $s$ based on equation (8). Let $C=$ $\left\{i \left\lvert\, \beta_{i}>1-\frac{\delta}{n}\right.\right\} \neq \emptyset$. We distinguish between two possible cases:

1. $i \notin C$ : If player $i$ participates in $S=N$, she receives

$$
U_{i}^{p}(n)=\frac{\delta}{n} n w-c
$$

[^17]If player $i$ does not participate in $S=N$ and $i \notin C$, she will contribute 0 , leading to

$$
U_{i}^{n p}(n-1)=w+\frac{\delta}{n}(n-1) w-\frac{\beta_{i}}{n-1}(n-1)(w+c)
$$

Since $i \notin C, 1-\frac{\delta}{n} \geq \beta_{i}$ and thus

$$
U_{i}^{n p}(n-1)-U_{i}^{p}(n)=w\left(1-\frac{\delta}{n}-\beta_{i}\right)+c\left(1-\beta_{i}\right)>0
$$

which is a contradiction. If $C=\emptyset$, only this case is relevant.
2. $i \in C$ : If player $i$ participates in $S=N$, she receives

$$
U_{i}^{p}(n)=\frac{\delta}{n} n w-c
$$

If player $i$ does not participate in $S=N$ and $i \in C$, she will choose $g_{i}=w$. Consequently,

$$
U_{i}^{n p}(n-1)=\frac{\delta}{n} n w-\frac{\beta_{i}}{n-1}(n-1) c
$$

and

$$
U_{i}^{n p}(n-1)-U_{i}^{p}(n)=c\left(1-\beta_{i}\right)>0
$$

which is a contradiction.

## Proof of Proposition 3 .

The grand institution does not involve inequality in payoffs and therefore is profitable by assumption. We now consider the case when player $j$ deviates and show that every participant of the grand institution is pivotal if and only if there exist at least two players with $\alpha_{i}>\tilde{\alpha}$. The first part of Proposition 3 then follows from Lemma 1 .

Suppose player $j$ deviates. Consider the two cases:

1. Deviating player $j \notin C$ : player $j$ will contribute nothing to the public good. The remaining $n-1$ participants thus each earn

$$
\begin{equation*}
U_{i}^{p}(n-1)=\frac{\delta}{n}(n-1) w-c-\frac{\alpha_{i}}{n-1}(w+c) \tag{11}
\end{equation*}
$$

$S=N-\{j\}$ is not profitable, i.e., $U_{i}^{p}(n-1)<w$, if and only if

$$
\begin{equation*}
\alpha_{i}>\frac{(n-1)\left(w\left(\frac{\delta}{n}(n-1)-1\right)-c\right)}{w+c} \equiv \tilde{\alpha}_{1} \tag{12}
\end{equation*}
$$

for at least two players. Thereby, every participant of the grand institution is pivotal if and only if $\alpha_{i}>\tilde{\alpha}_{1}$ for at least two players (one might be the one who deviates). If $C=\emptyset$, only this case is relevant.
2. Deviating player $j \in C$ : Player $j$ will still contribute $w$ (see proof of Lemma 11). Thus, the restriction on $\alpha_{i}$ comes from:

$$
\begin{gather*}
U_{i}^{p}(n-1)=\frac{\delta}{n} n w-c-\frac{\alpha_{i}}{n-1} c<w  \tag{13}\\
\alpha_{i}>\frac{(n-1)(w(\delta-1)-c)}{c} \equiv \tilde{\alpha}_{2} \tag{14}
\end{gather*}
$$

Clearly $\tilde{\alpha}_{2}>\tilde{\alpha}_{1}$. Thus, having at least two players with $\alpha_{i}>\tilde{\alpha}_{2}$ is the stricter condition when $C \neq \emptyset$.

Now consider the second part, i.e., uniqueness. This requires that $\forall s<n$ at least one participant votes against the implementation, i.e., the utility as a member of the institution of size $s$ is smaller than the utility without any institution ( $w$ by assumption).

Suppose at first that $C=\emptyset$. In this case, nonmembers do not contribute to the public good and a members' payoff strictly increases in $s$. Moreover, inequality also strictly decreases in $s$. It follows that the utility of a member of any institution with $s \leq n-1$ is maximized for $s=n-1$. If $\alpha_{i}>\tilde{\alpha}_{1}$ for $n-1$ players, clearly any institution with $s \leq n-1$ will always be rejected by at least a single participant. The grand institution thus is the unique institutional equilibrium.

Now suppose $C \neq \emptyset$. While a member's monetary payoff does not necessarily increase in $s$ anymore ${ }^{31}$, it still holds that the utility of a member of any institution with $s \leq n-1$ is maximized for $s=n-1$ and nonparticipating player $j \in C$. Clearly, the monetary payoff of any institution with $s \leq n-1$ is (weakly) smaller than full contribution by everyone. Moreover, $\sum_{j \neq i}\left|u_{i}-u_{j}\right| \geq c$, when there is just a single nonmember who still contributes

[^18]$w$. It follows that if $n-1$ players are sufficiently averse to inequality to reject this "bestcase" scenario implied by Equation (13), i.e., $\alpha_{i}>\tilde{\alpha}_{2}$, any institution with $s<n$ will also be rejected.

Finally, consider the effect of group size if players have social preferences. In the main text, we distinguish between three possible channels: preference effect, threshold effect, and composition effect. First, the preference effect refers to the conjecture that social preferences themselves might play a weaker role when group size increases (Schumacher et al., 2017; Alós-Ferrer, García-Segarra and Ritschel, 2022). Clearly, this could affect whether there are at least two players with $\alpha_{i}>\tilde{\alpha}$. Second, while the payoffs of members and nonmembers (and thus payoff inequality between them) in an institution of the same relative size do not depend on group size (cf. Proposition 2), larger group sizes allow for larger nongrand institutions which features lower (average) inequality and higher profitability. This increases the threshold $\tilde{\alpha}$ and we refer to it as the threshold effect. Formally, $\tilde{\alpha}$ increases in $n$; depending on the distribution of $\alpha_{i}$, the increase in $\tilde{\alpha}$ can affect the uniqueness and strictness of the grand institution as an equilibrium. Third, for a given distribution of $\alpha_{i}$ in a population, the likelihood that at least subjects have $\alpha_{i}>\tilde{\alpha}$ increases with group size. We refer to this as the composition effect.

In sum, the theoretical analysis makes two important observations. First, if players have money-maximizing preferences, the relative size of the unique strict institutional equilibrium, and thus efficiency, does not vary with group size. This is a very clear prediction on what should happen in the absence of social preferences. Second, social preferences, based on members disliking payoff inequality between themselves and nonmembers, favor the grand institution. The effect of group size on institution formation then depends on the interplay of the preference, threshold, and composition effect.
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[^1]:    ${ }^{1}$ Both practical and theoretical reasons favor the unanimity rule over the majority rule. Practically, the lack of (existing) institutions to force people to cooperate lies at the heart of many collective action problems. Theoretically, the unanimity rule ensures the existence of a unique equilibrium in terms of institution size (cf. Appendix E.

[^2]:    ${ }^{2}$ Also see McEvoy et al. (2011) who study different enforcement mechanisms in a similar set-up.

[^3]:    ${ }^{3}$ From an applied perspective, this cost may capture, e.g., resources needed to enforce commitments. For our analysis here, the cost is actually irrelevant as long as it not too large (which we ensure both in the model and in the experiment).
    ${ }^{4}$ If there are no participants, there is naturally no institution to vote upon.

[^4]:    ${ }^{5}$ Of course, the first-best outcome would be if no institution was formed and all players contributed $w$. However, this outcome is no equilibrium.
    ${ }^{6} \mathrm{Up}$ to rounding. In our setting, we choose the parameters such that the (rounded) $s^{*}$ is proportional to the increase in $n$.
    ${ }^{7}$ Naturally, there always exists an equilibrium in which no institution is implemented and everybody contributes $w$.

[^5]:    ${ }^{8}$ For simplicity, we assume here that nonmembers do not contribute to the public good. We relax this assumption in our formal treatment in Appendix E. If (some) nonmembers also contribute to the public good, equation 4 gives the inequality in payoffs between a member and a non-contributing nonmember, while the inequality between a member and a fully contributing nonmember is given by $c$.
    ${ }^{9}$ While social preferences might also become stronger with group size, the evidence cited above points to social preferences playing a weaker role in larger groups - albeit in different strategic settings.

[^6]:    ${ }^{10}$ As we show in Appendix $\operatorname{E}$, this institution size is also the unique strict equilibrium with an institution

[^7]:    implemented on the equilibrium path assuming money-maximizing preferences.
    ${ }^{11}$ Snowberg and Yariv (2021) and Prissé and Jorrat (2021) find that subjects recruited from the same subject pool exhibit largely similar behavior in various experimental games regardless of whether the experiment took place online or in the lab.
    ${ }^{12}$ Appendix A also contains information on how we dealt with dropouts. In short, dropouts occurred rarely and only before the first round had started, e.g., during control questions. Groups with dropouts were excluded from the rest of the experiment, and subjects from these groups were compensated for their time.
    ${ }^{13}$ Before the institution formation game, subjects also participated in another, unrelated task. However, there was no interaction among subjects in this task and subjects were informed about the outcome only after the overall experiment had ended.
    ${ }^{14}$ We observe some treatment differences in how long subjects took to complete the experiment with longer times occurring in larger groups on average. In principle, this could lead to negative effects on the willingness to participate in or to implement institutions. Below we show that the willingness to implement an institution is not affected by group size. Additional results (available upon request) show that longer wait times specifically do not affect the willingness to participate in and implement institutions.
    ${ }^{15}$ Detailed results available upon request.

[^8]:    ${ }^{16}$ In Appendix C we provide a full overview on how group size affects the outcome of each stage.
    ${ }^{17}$ In Figure 2 we show that almost all participants always vote in favor of the grand institution, i.e., the fact that the implementation rate for grand institutions is less than one is driven by single individuals who occasionally vote against it. This is mirrored in the finding that any differences are not significant.
    ${ }^{18}$ All statistical tests reported are based on group averages as units of independent observations, while the respective p -values refer to pairwise two-sided Mann-Whitney- U tests with the exact $p$-values unless noted otherwise.
    ${ }^{19}$ The differences between Treat- $M$ and Treat- $L$ are not statistically significant ( $p \geq 0.671$ ), neither are any other differences in implementation rates for other profitable institutions for the same relative size, including the grand institution. The results are robust to pooling the implementation rates of all intermediate non-grand institutions to the next smallest institution size which all treatments have in common.

[^9]:    ${ }^{20}$ In fact, no difference between institutions of the same relative size are statistically significant, including the grand institution. Pooling intermediate institution sizes to the next smallest institution all treatments have in common does not lead to a significant difference between Treat- $S$ and any of the two larger groups either ( $p \geq 0.380$ ) with the only exception being between Treat- $S$ and Treat- $L$ for institutions with at least $50 \%$ but strictly less than $75 \%$ of participants $(p=0.004)$. Comparing only Treat- $M$ and Treat- $L$, we find some significant but small differences, with subjects in Treat- $L$ exhibiting a higher willingness to implement institutions with at least $50 \%$ but strictly less than $75 \%$ participants and when pooling all nongrand institutions with at least $75 \%$ participants. For Treat- $L$, we observe only a single group that votes on a $25 \%$-institution.
    ${ }^{21}$ We decided to pool all almost-grand institutions for reasons of statistical power because players' decisions in Treat- $M$ and Treat- $L$ are spread over a larger set of possible almost-grand institutions.

[^10]:    ${ }^{22}$ In Appendix C we also explore whether subjects who always vote against the implementation of almost-grand institutions are different along observable characteristics (i.e., age, gender, study program, performance in control questions) and do not find any statistically significant differences.
    ${ }^{23}$ Importantly, note that there is no problem with multiple institutional equilibria in the experiment. As Figure 3 highlights, participants are very consistent in their decision to reject almost-grand institutions. The only equilibrium other than no institution at all therefore is the grand institution.

[^11]:    ${ }^{24}$ To be specific, while the statistical tests for all all rounds are based on 12 groups for $\operatorname{Treat-S}$ as well as 13 and 9 groups for Treat- $M$ and Treat- $L$ respectively, the number of groups reduces to 9 (Treat-S) and 8 (Treat-M and Treat-L).

[^12]:    ${ }^{25}$ Inspecting Figure 3 shows that there are no additional observations if we set the threshold to $10 \%$ instead of $20 \%$.

[^13]:    ${ }^{26}$ If we conduct the tests separately by treatment we find some significant effects for certain treatments (nay-sayers are less likely to be male $(p=0.078)$ or study Economics or Business $(p=0.043)$ for Treat- $L$ and have less incorrect answers $(p=0.031)$ for Treat- $M)$, but no consistent picture emerges and none of them is significant at a conventional level if we apply the Bonferroni correction for the 12 tests (3 per dimension). Analyses are available upon request.

[^14]:    ${ }^{27}$ If we use the actual average contributions for the respective cases as proxies for beliefs, the thresholds are $\alpha_{i} \geq 1.24$ for Treat-S, $\alpha_{i} \geq 1.94$ for Treat-M, and $\alpha_{i} \geq 1.70$ for Treat-L.

[^15]:    ${ }^{28}$ In the experiment we choose parameters such that $s^{*} / n=0.5$ for all $n$.

[^16]:    ${ }^{29}$ It takes two players, since a single player with sufficiently high $\alpha_{i}$ might be the one deviating from the grand institution.

[^17]:    ${ }^{30}$ If $C=\left\{i \left\lvert\, \beta_{i}>1-\frac{\delta}{n}\right.\right\}=\emptyset$, this Lemma also applies more generally for any institution $S$.

[^18]:    ${ }^{31}$ To be precise, it can actually decrease in $s$. For example, suppose that $n=4$ and $C=\{1,2,3\}$. Clearly, the institution $S=\{1,4\}$ leads to a higher payoff for members than the institution $S=\{1,2,3\}$, since $i=2,3$ contribute regardless of their institution membership while $i=4$ does not.

