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Figure S1. (a) Representative flow cytometric histograms of DNA content of DN1, DN2, DN3b, pre- and
post-selection DP, SP8 and SP4 thymocytes of WT mice at indicated time points. Each plot depicts an
overlay of the DNA content of EdU-BrdU+ (green), EdU+BrdU+ (orange) and EdU+BrdU- (blue) cells. (b)
Statistical analysis of WT thymocyte subpopulations to assess S-phase duration based on RM values of
EdU+BrdU+ cells (mid/late S phase) over time (orange dots). The orange line represents the resulting
linear regression. Numbers adjacent to linear regression show S-phase duration in h calculated based on
linear regression, n = 3-5 mice for each point in time, data from 2 independent experiments.
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Figure S2. (a) Representative flow cytometric histograms of DNA content of EdU-BrdU- DN2, DN3b, DN4
and pre-selection DP thymocytes of WT mice over time. Each plot represents an overlay of the DNA
content at 2, 4 and 6 h.



Figure S3_1

Figure S3_1. Variation in G1-phase but not S-phase duration is required to explain the dual-pulse
labeling kinetics of DN3b thymocytes. Left: The simulation curves under the phase heterogeneity
hypotheses are shown for the most informative experimental variables (see Figure S3_2 for comparison
with all measured variables). Right: The interpretation of the curves is shown, including the expected effect
of each phase variation (𝛿S, 𝛿G1 and 𝛿G2/M) and of the amount of “long G1 cells” (% of non cycling).



Figure S3_2



Figure S3_2

Figure S3_2. Variation in G1-phase but not S-phase duration is required to explain the dual-
pulse labeling kinetics of DN3b thymocytes (detailed curves). The experimental data is shown
in black, and the simulations from 10 independent fits are shown in green according to different
model hypotheses on the stochasticity of phase durations at the population level. No variation: all
the cells have the exact same duration of each cell cycle phase. Variable phases: only one phase
is different between cells, and picked from a lognormal distribution. All phases variables: each
phase follows a different log-normal distribution between different cells. For the top 11 observed
variables, the 4 early time points are used for fitting (learnt), without knowledge of the remaining
two time points (predicted). The bottom two variables, that depict the amount of DNA in EdU-BrdU+

and EdU+BrdU+ cells, were excluded from fitting and used as an independent qualitative validation
dataset. No variation in phase durations, or only variation in the S phase cannot explain the
dynamics of the EdU+BrdU- cells or the DNA levels in EdU-BrdU+ cells, while variation in the G1
phase is sufficient to recapitulate all the observed variables. Allowing all phases to be variable
does not improve the quality of the curves.



Figure S3_3

Figure S3_3. Cell cycle inference in DN2 requires the full 6 time points. (a) Identifiability analysis of
phase durations with 4 (training dataset) or 6 (full dataset) time points. It is not possible to identify the G1
duration with only four time points. (b) Phase heterogeneity or long G1 cells do not improve the cost of
simulations, meaning that DN2 labeling can be explained without phase heterogeneity or long G1 cells.
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Figure S4. (a) Thymocyte subset composition from ctrl (grey, black dots) and irradiated WT (white, white
dots) mice indicated as frequencies with n = 13-14 ctrl mice and n = 12-14 irradiated WT mice. (b)
Representative flow cytometric histograms of DNA content of different thymocyte subsets of ctrl and
irradiated WT mice over time of EdU+BrdU+ (orange), EdU-BrdU+ (green) or EdU+BrdU- (blue) cells. Each
individual plot represents an overlay of the DNA content at 2, 4 and 6 h.



Figure S5

Figure S5. Comparison of hypotheses of modulated phase duration due to irradiation. For each
population, cost of simulating the ctrl and irradiated datasets together with the same phase durations
except the phases hypothetically modulated by irradiation. The model with minimal complexity raising a
minimal cost is kept and shown in a green box.



Table S1

Table S1. Identified durations of cycle phases and variation per population. The average value for the
best set of 10 independent parameter estimations are shown, with the best model hypothesis. The DN2
population required the full dataset (6 time points), while the training data from other populations was
already sufficient to identify the cell cycle phase durations. Confidence intervals are shown, obtained from
10 independent parameter estimation after bootstrapping the experimental data (see Methods).



Table S2

Table S2. Set of parameters defining a dual-pulse simulation for estimating the cell phase
durations. Unknown parameters to be estimated are shown as ‘fitted’ with their respective minimum and
maximum boundaries, depending on the heterogeneity hypothesis and the presence of “long G1” cells.
Simulation parameters are also given.



Table S3

Table S3. Description of agent properties used in the simulation. Events are decided at birth by 
sampling respective distributions. When daughter cells enter the last division in a population, daughter 
cells will be marked either for direct exit after completion of the cycle, or for another division, with a 
probability to have on average Ndiv divisions at the population level. DNA levels are also stored for each 
agent but are continuously updated during the simulation.



Table S4

Table S4: Description of the experimentally observed variables used for estimating the cycle
phases that are directly compared to simulation. Mid/late cells were in the S phase during both labeling
periods, while early cells were not yet in the S phase during the first labeling (EdU) and entered the S
phase during the second labeling (BrdU). Post cells were in the S phase at first labeling and left before the
second labeling. Unstained cells were never in the S phase during the two labeling periods.



Table S5

Table S5. Comparison of cycle heterogeneity hypotheses. The average cost and average AICc value
of 10 independent parameter estimations are shown for each hypothesis on the WT dataset. The best
hypothesis is highlighted in green.



Algorithms 1-4

Algorithms 1-4: Algorithmic description of the agent-based model. 
Algorithm 1: Generation of a new cell at G0, G1 or at a random phase of the cycle. 



Algorithms 1-4

Algorithms 1-4: Algorithmic description of the agent-based model. 
Algorithm 2: Creation of an initial population of cells already at steady-state generations and cycle 
phases. 



Algorithms 1-4

Algorithms 1-4: Algorithmic description of the agent-based model. 
Algorithm 3: Step-by-step update of the population and cell labeling. 



Algorithms 1-4

Algorithms 1-4: Algorithmic description of the agent-based model. 
Algorithm 4: Main organization of a simulation returning the cost of a parameter set.


