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Abstract

This document is divided into eight sections. Section S.1 outlines the nonlinear location scale
model. Specifically, Subsection S.1.1 provides the details and assumptions of the nonlinear location
scale model, while Subsection S.1.2 outlines the estimation. Section S.2 contains two auxiliary
Lemmas and the proofs of all results from the main paper. In particular, Subsection S.2.1 contains
two Lemmas that establish an asymptotic linear representation for the quantile regression and the
location scale model (see Lemma Q.1 and L.1), Subsection S.2.2 gathers the proofs of all Theorems
from the paper, while Subsection S.2.3 contains the proofs of the auxiliary Lemma Q.1 and L.1.
Sections S.3 and S.4 on the other hand outline the differences in the construction of the bootstrap
statistic in the case of a two-sided interval |71, 7] and of nonlinear location scale models (together
with differences in the proof of Theorem 2), respectively. Section S.5 contains an outline of the
bootstrap statistic in the case of the recursive estimation scheme. Section S.6 outlines the possibility
to accommodate predictions from Conditional Autoregressive Value-at-Risk (CAViaR) models in
our test. Finally, Section S.7 displays the results of some additional Monte Carlo simulations, while
Section S.8 introduces an additional Monte Carlo design for the case of equally mis-specified and
overlapping models and Section S.9 provides an additional empirical application to VaR forecasting.
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S.1 Nonlinear Location Scale Model

S.1.1 Model Set-up

Recall the nonlinear location scale model given by:
Yiy1 =m (Xj,t, aj,m) + (X0, 0] e,

where €411 = (ytH —m(Xj, O}Lm)) Jo (X4, 0}’0), and m(-, O;rm) as well as o(-, 0}’0) are some non-
linear functions indexed by some finite dimensional parameter vectors 0} m, and 0;’0. In this case, we

have that the conditional quantile function qT(0;; X) with 9; = (GT/ 9;'0)’ is given by:

j7m’
¢-(0%: Xj0) = m (Xj,t, 0},171) +0(X;4,0% )8! (7). (S.1)

where ,8;7 (1) is the 7 quantile of €;;41. The following condition is a high-level condition for the case
where one or more nonlinear location scale model(s) are used in the comparison. Thus, let || - || denote
the Euclidean norm and V& g(+; @) denote the k-th order partial derivative of the function g(-; o)
with respect to the vector a.! Then, for every model j € {1,...,J}, which can be written as in (S.1),

the following holds:

Assumption A.6:

(i) For every j € {1,...,J}, the estimators 5j,m,R and /B\jJ,R are v/R-consistent for some unique
T

i which lay in the interior of the compact parameter spaces @,, and

population vectors 0}’m and 6
®,, respectively.

(ii) Let Vo C(yss1, Xs, 0, 0j0) and Vg C(y+1, X, 0jm, 05.0) with | € {m o} and j = 1,...,J
denote the first and second order partial derivatives of some objective function ((yst1,Xs,0jm,0;0)
with respect to 8;;. For every j € {1,...,J}, both estimators satisfy the following asymptotic linear

representation:

_ 1
, T (1) ot o
VR (ej,m,R - em) =M 1 V) C(Ysr1, X, 05,01 ,) + 0p(1)

and:

R
R Y (1) ot ot
R (937071% 0]’,0) - Mj,cr 'R ot Voag(ysﬂa XJ,& 0j,m’ 03’,0) + Op(l)

where M ,, = E (V(Oi)lg(yt+1,Xj7t,0;7m,0;’0)> and M, = E (Vg?((ytH,Xj,t,OT ! )) are posi-

]7m’ ‘770-

tive definite while E (vg{ig(ysﬂ, X;s,60,,.6" ) ij,S) —0and E (vg{}g(ysﬂ, X500 .60 ) Xj,s)

2,5 ¥ 3m> 15 Y gm0
= 0 almost surely. Finally, assume that:

E(IIVo)CWor1, Xjs, 0], 05 )I?) <00 and  E (V) C(ss1, Xiis, 0], 01,)[2) < oo

181 ¥ gme ¥ g0 18 ¥ 3mo 7 g0
(iii) For every j € {1,...,J}, it holds that:

0< sup |0(X,0! )| <oo and sup |m(X,0! )| < cc.

Xex e Xex e
In addition, for j = 1,...,J and every 0,,, € ©,, and 0, € ©,, the functions m(-,0,,,) and
o(-,0,,) are continuously differentiable in the parameter vectors 68;,, and 6;, (a.s.), respectively,
with uniformly bounded derivatives.

'More generally, if the derivative is taken with respect to the whole argument of the function, we omit the subscript
in this document.



(iv) For every j = 1,...,J, it holds that E ( € t+1) < 00, and that the Lebesgue density of €11, say

fe; (+), is strictly positive and continuously differentiable with bounded derivatives.

As mentioned before, Assumption A.6 is a high-level condition, which requires that the estimators of
the parameter vectors 0; and BT of the nonlinear location scale model admit an asymptotic linear
representation, which is satisfied for several commonly-used extremum estimators.

S.1.2 Estimation

For nonlinear parametric location scale models, we first estimate the conditional mean and variance
parameters, say 0] m and 9] o, Via quasi-maximum likelihood to get m(Xj, 0] m) and o (X, 0] o). In
a second step, we then estimate the unconditional quantile of the error term €11, using the residuals:

~ Ys+1 —M (Xj,87 /éj,m,R)
Bj,e,R( ) - arg min Z Pr = - BE ) (82)

BeeBe IR 0(Xjs,050.R)

where @767 r(7) is an estimator of the 7-level quantile of ej+1.2 In this case, the conditional quantile
of the model is constructed as:

~

(P, 13 Xji) = m(Xst, 05m.5) + 0(Xj0,05,0,8) Bje,r(7) (S.3)

~/

. - ~! > /
with ¢j,R = (ej,m,Ra 0]’707]{7 Bj,e,R(T)) .

S.2 Proofs

S.2.1 Auxiliary Lemmas

The proofs of the Theorems stated in the main text rely on the the following Lemmas for linear
quantile regression and nonlinear location scale models.

Lemma Q.1: Let qT(Q/JT;Xth) = Xé,t,@;(T). Under Assumptions A.1 and A.3, it holds that:
(i) Foreach 7€ T and all j =1,...,J:

1B.1(r) = 81| = an(),

where ,@}(7‘) is defined in Equation (3) and BJ’R(T) in Equation (4).
(ii) For any j = 1,...,J, the empirical process:

1R1

75 2= Xt (Mg < X581 =) =B (X0 (H{mnr < X508} = 7))

t=1

is stochastically equicontinuous in 3 € B and 7 € T w.r.t. the Lo pseudo-metric:
2
pex7((1,8), (7', 8))* = %%XE ((le,t (1{y1 < Xj/',t/@} —7) = Xijp (1 {yes1 < Xj/',fﬂ,} ) )
J

where Xj;; denotes the [-th element of X;; and d; is the dimension of X ;.

(iii) Foreach j=1,...,Jand 7 € T:

VE (B;.r(r) - Bi(7)

2Throughout, we assume that B, C B.




R—-1
-1 1 1 at
H; (7) < - ;:1 Xia (1{wer < X780 (1)} = 7) | +0p(1);
where H; (1) is defined in Assumption A.3.

For the sake of notational brevity, we drop the model subscript 7 = 1,...,J in the following
statement as well as in the corresponding proof in Subsection S.2.3.

~ ~1 ~ 4 + oottt ! . .
Lemma L.1: Let ¢¥p(7) = <0m7R,007R,[357R(7')> and ' (1) = (0 0, B¢ (T)) . Also, with slight

mir>VYo
abuse of notation, let X denote a compact subset of Rx, the support of X;. Under Assumptions A.1,
A.3, and A.6, it holds that:

(i) For each 7 € T:
[#2() = 91(7)]| = 0pt1).

(ii) For each 7 € T and uniformly in X € A"

VE (4§ X) — 4: (47 X))
= VE((m(X,8,,0) + 7(X,00,1)8r(r)) = (m(X,0},) + o(X,00)8!(r)) )

1

R—1
= ngm(X, ein) (M;wl\/ﬁ Z VOmC(yS—Ha Xs, Ojna 02))
s=1

R—1
1
+v900 (X, 02;) ﬂg(T) Mz;li VOUC(yS+I7XS7GLl702')>

i R—1
CH()'E (fewl(f))WW) (M;} vem«ysﬂ,xs?ek,ez))

X,,6} i
~H(r)"'E <fe(ﬁl (T>>et+lvj"”(““)) (M;11 vex(ysﬂ,xs,ein,@))) + 0p(1)

2(Xy,0)) R~
with: R
e = 21— (X, 01,) and G4y = 2T m(i(t’ On.r)
o(Xy,0}) o(X1,0,.1)
while H (1), M,,, M,, and ((y¢4+1, X, 0;’,, 03) are defined in Assumptions A.3 and A.6, respectively.

S.2.2 Proofs of Theorems

Without loss of generality, we will examine the one-sided case with &; ((0,7];X;), 7 = 1,2, only
since the two-sided case follows by analogous arguments. In addition, as we will apply linearisation
arguments around population parameters 1/);(7'), we adopt a slightly different notation w.r.t. the
main text to make the parameter dependence also in the conditional coverage explicit. We write the
empirical coverage as:

Yial {ys—l-l < (s Xj,t)} K (F%e)
YK (B0) 7

aj,P ("7’;’,1%(7'); Xt) =



while the population counterpart evaluated at the estimated conditional quantile qT(ij7 r; Xjt) be-
comes:

C5 () p(r): Xe) = Froa(ar (3 s )| Xe).

Proof of Theorem 1:
(i) This part of the proof deals with CASE I under Hy. First, note that by a second order Taylor

expansion:

\}?j:;l{X e X} ( (6’1,P ('lAPLR(T); Xj> - T) —L <5'2,P <"Z2,R(7)§ Xj) - T))
- S e (1o () <) 1 e (vior) )
(\f T; HX; € X)VOL (€ ($1600:X)) = 7) (Cu (bra(r) X ) = Cr (4]0 X))

}Tzl X € XL (0 () %,) 1) (Cor (Ban(i%,) - € () X,))
+ (2;13:’2;11{)(3' € X}V(Q)L (Cl <¢J{(T);Xj> — 7') (al,P (@1,12( ) X ) Ch <¢T( ),XJ))2

2\;»71211{}( S X}V 2)L (CQ (’l,be( ) ) — 7') (GQ,P (’(2273(7');Xj> — Oy <¢£(7)7XJ>>2>
Jj=R

+ (3!\1/??;:1{Xj e X}VOL (Crp(m;X;) — 1) (61,P (17)1,R(7');Xj) -G ("H(T)?XJ))?)

;i S, € WVOL @ (11 X,) - 7) (Core ($o,n():X;) = Ca (whir): Xj))g)
N

= Tip+Torp+Tsrpr+ TirP,
where VUL (1), VAL (-), and VOIL (-) denote the first, second, and third order derivative of L (-),
respectively, while C; p (1;X;), | = 1,2, lie between 6;71: (’(/,BLR(T);XJ') and C (’l,b;r(T);XJ). We

organise the proof of part (i) into three steps, each of which deals with one of the terms from the
above expansion in isolation. In particular, we will show that:

Step 1: Pointwise in 7:

Ti,p + To.r,P
T-1
_\/1]3 S xee &3 (L (0 (wlm):%) =) = L (Ca (whr): %) - 7))
t=R
+— S 1(X € XYL (€1 (whm:Xe) = 7) (Moers < ar (W] (7)1 X0} = P (0 (a6 (7): X)X )
t=R
T-1
- = 21X € XTOL (o (8} X) = 7) (Hoer < 040 Xan)} = Foa (- (Wh(r)s X)X ) )

I
=



R-1 R-1
+f (1) yer1, X10) — f (L (T); yer1, Xau) + 0p(1)
t=1 t=1
| T | Tl 7R
E\/F;%(Alt( 7) — Agu(T ))+ﬁt:R(B1t( 7) — Bou(T +R; (D1,4(7) — Day(7))
4 N(0,9())
where
Q(r) = Qaalr) +QpB(T) + Qop(7) + 2QaB(T)
| Tl L Tl
= Avar <\/ﬁ;%(141t< ) Agt( ))) —i—Avar( Pt:ZR Blt Bgt )))
R-1
+Avar (\/R? (D14(7) — Dg’t(T))> (S.4)

N

1 T—1 1 -1
+2Acov (P 2 (A14(T) — Agy(7)), ﬁt (Biy(r) — B2,t(7))> :

Here, for the linear quantile regression model:

Il
vl

<P(¢}(T); Y1, Xj) = Aj (1) (Hj (1) X4 (1 {Z/t+1 — Xj,tﬁ} (1) < O} — 7')) (S.5)

and A;(r) = E (1{Xt e X (VL (C; ((0,7):Xy) = 7) frar (X§,tﬂj(7)|Xt> ngt)). On the other hand,
in the location scale case we have for j =1, 2:
90(1#;(7); Yi+1, Xjit) (S.6)
= () (M5 V0,001, X0, 0], 65) ) + Rya(7) (M 2V 0,y X6, 60 )
+R(r) (B (07 (Hejann < ar (g0} = 7)

v X,,0!
Hj(T)lE(feJ(qT(%tH)) Omen( : )j)) (Mj_,}nvemé(ytﬂv t79m79:§'J))

v X, 00
_H‘(T)_lE fe(qr (€j451))€; 9"0( Jt UJ) M-lvy ¢( X., 0 gT)
J e \dr \&5,t+1) ) €5,t+1 (X 9T> j,o V06 \Yt+1, Aty Uy Ug,
o jt7 oj

with terms &, (7) = E (1{X, € X}v“)L( (hr )—T) feer (@ (850 X501 X ) Vo, m(X;0.0,)).
Rjalr) = E (1{X, € X}VOL (¢ (w7 X)) 77) Fer(ar (1 (7); X5 X0) Vi, 0 (X0, 0, ) ar(eje1) )
and A 5(r) = (I{Xt e v (¢, ( (1) X1) = 7) fira (g (@l (7): X IXi)er (X50,65, ) )

Step 2: Pointwise in 7:

Ts,r,p =Op (f) = op(1).

Step 3: Pointwise in 7:



Thus, in CASE I under Hy, we have that:

Ti,p+To.rp+ T3r P+ TarP

T-1 T—-1 R—1
_ jp;mu )+ 3 (Butr) B o)+ > (Drelr) - Daa(r S

+0p(1),

where the RHS of (S.7) converges to a mean zero Gaussian distribution with variance-covariance kernel
Q(7). We now proceed by proving each step in turn.

Proof of Step 1: We decompose 71 p as follows:
Tir = jﬁgl{xj exy (L (o (wlm:x;) —7) =L (€2 (whr)iX;) = 7))

_ ;ﬁz (1%, € &) (2.(1 (15%,) =) — £ (6 (whr ;) ~ 7))
_E (1{Xj € X} (L <Cl (¢{(7); Xj) - T> ~L (02 ( L), xj) - T>
iy 2B (06 £ (1 (01 ($100) =) ~ e (v,

In CASE I, under both hypotheses, we have that:
;ﬁz (1%, € ) (2 (01 (10:%,) 1) - 2 (€ (i) x,) — 7))
-E (I{Xj € X} (L (C’l ('wJ{(T),X]) — 7') —L (CQ (¢£(T);Xj) — 7'))))

converges weakly to a zero mean Gaussian process by a CLT for strong mixing, bounded observations,
see e.g. Corollary 5.1 in Hall and Heyde (1980). Moreover, under the null hypothesis:

\/11B TZ_IE (115 € 2} (L (r (w0 %) =) = (G2 (wh(r)i X;) = 7)) ) =0,
j=R
and so:
T—
Tip = Z A14(7T) — Agy(7)).
t=R

Turning to 72 g p, note that we can write this term as:

(\;Tz:l 1{X; e X}V L <C’1 (w{(f);XJ) - 'r) ((7171: (@LR(T);X]-) - C1 <1Z’1,R(T)%Xj>>

Z 1{X; € X)L (C (3 X5) = 7) (Cop (P2,(1):X;) = Co (o () Xj)))

j=R

+ (\}ﬁTz:I 1{X; e x}vL <Cl (’I/JJ{(T),X]> — T) (C1 (@/[\71,R(T)§Xj) g (":bJ{(T);XJ'))S'g)

T-1

1{X; e x}vWL (Cz (T,bg(T);Xj) - T) (02 ('lAPQ,R(TﬁXj) - C (wg(TﬁXj)))

%\H

i=R

7



= To,rpP(A) + T2,rP(B).
We start with 73 r p(A) and focus exclusively on the part involving model 1 (the arguments for model
2 will be analogous). Next, define Ny, r = {1/)1 |l — 1/)1(7')“ <CR2, P, € ‘I!} for some constant

C > 0, and note that 1,ADL r(T) € Ny, g with probability approaching one as P — oo by either Lemma
Q.1 or Lemma L.1. Then, the part of 75 g p(A) that involves model 1 reads as:

\/1?75 (1{Xj . X}V(l)L (Cl ('LM(T),XJ) — 7-) (CA'LP (1;X5) — Ch ('wl;XjD
=R

~Br (X, € X)L (01 (w](7):X;) = 7) (Crr (913 X)) = C1 ($13X))) ) ) (89)
+VPEr (11X, € X)L (Cy (1) X,) = 7) (Cop (913X) = CL (913 X)) )

where Er denotes the expectation conditional on the original sample {yt+1,Xt}tT:_11. To show that
the first term of (S.9) is o0,(1) we need to verify that this term is (i) stochastically equicontinuous
for the metric space C equipped with pseudo-metric pc(-), and that for all X € & and v¥; € Ny, g,

(ii) Pr (él,p (y;X) € c) 1 as well as (iii) pe (él,p (11;X), C, (wl;X)) 21 (cf. Andrews, 1994,
p.2265), where we use the Lo pseudo-metric:

~ 2 ~ 2 T
pc (CI,P (¥1;X), C1 (q; X)) = sup E ((Cl,P (1;X) = C1 (915 X)) ‘{yt—i-l?Xt}t:l) )

¢1€N¢1YR,X€X

where E ( : }{yt_i'_l, XU ) denotes the expectation conditional on the sample, while Var ( Hytﬂ, X )
denotes the corresponding variance. Starting with (ii), this follows from Theorem 1 of Andrews (1995)
using A.1, A.4, A.5. Moreover, the results of Theorem 1 of Andrews (1995) also imply convergence
w.r.t. the Ly pseudo-metric since:

~ 2 ~
pe (Cl,P (¥1;X),Ch (¢1;X)) < el Var (Cl,P (%15 X) [{yer1, X;}?zl)
1 P1,Rs

+ sup {(E (6171’ (¥1; X ‘{ytJrle;}tT:l)) -G (¢1;X)>2}

’l»bl eNTl)1,R7XEX
= o0p(1).

Finally, to verify (i), note that the function class:

F = {V(l)L (Cl (1&1(7);35) —T) Cr(pys52): 7€T, ¢y € Ny, g, T € X}

is uniformly bounded by A.2 and A.4, and satisfies an Lo continuity condition with bound:

C sup \T’—T\z—i-é sup [K%4 —¢1H2+6 sup HJ:‘/—.%'HQ
€T, |T'—7|<r1 P1ENy, RllP1—1]I<2 z€X ||z’ —z||<r3

for some generic positive constants C, C , C such that v/ r? + r% + r§ < r. It follows that the bracketing
condition of Theorem 2.2 in Andrews and Pollard (1994) holds because the Ls continuity condition
implies that the bracketing number satisfies:

/1 2d+1

see Andrews and Pollard (1994, p.121). Moreover, setting ) = 2 and v = ¢ = 1, we have that the
mixing condition of Theorem 2.2 therein is satisfied, and hence the first term of (S.9) satisfies the
stochastic equicontinuity condition. On the other hand, for the second term of (S.9), note that:

VPEr (1{Xj e x}vL (01 (1/11 (7); Xj) - T) (@,p (1; X;) = C1 (35 Xj)))

8



_ ) (1) TT; B -
- \/11312;/ e <Cl <¢1( ) Xj) )(1 {s+1 < @ (Y5 X15)}

he fx (X;)
~Fala- (3 X0 )K (7 ) £, ($.10)
+1TZ‘1/ 11 1{X; e x}vL (Cdl (M(T);Xj)—T)
VP S \Ix(xy) Ix(Xy) h

(IH{ys+1 < ar (15 X05)} — Fi1(gr (15 X1,5) X)) K (XS;X]> fx(X;)dX;,

where we use the fact that E[1{y;11 < ¢-(¢;; X1,j) }X;] = Fj11(q-(¥;; X1,5)|X;). Since sup ey |fx(2)—
fx(z)| = op(1) by the bandwidth conditions as well as A.1, A.4, and A.5 (Andrews, 1995, Theorem
1), the second term in (S.10) is of smaller probability order than the first one, and hence we will
focus on the first one in what follows. That is, by change of variables with u = (X — X;)/h (let
ur = (X1,s — X1,;)/h denote its first element), the first term on the RHS of (S.10) equals:

T—1
\/113 2};/ 1{(X, + hu) € X} VDL (01 (w{(f); X+ hu) = 1) (U{gss1 < gr(y; X16 + hun )}

- 8+1(Q7'(¢1§ Xl,s + hul)’XS + hu))K (u) du
= Aip(¥1) + Az p(2Py) + As p(¥1) + Asp(2P1) + As p(¢1),

where:

A1 p(th) 2\/1]3 TZ_I X, e x}vWL (01 (@bl(f); X) - 7)
s=R

(IH{ys1 < QT(¢1§X1,S)} - F3+1(q7('¢1;X1,3)|X3)) )

Ao,p(th:) = jﬁ TE__;: [1xce 2y (VOL (G (91X ) = 7) = L (€1 (vl %) ~ 7))

(1{yst1 < gr (P15 X1,6)} = Foqa(gr (15 X1,)[ X)) K (u) du, (5.11)
1 T-1
A p(thy) = ;/ (X, + hu) € X) — 1{X, € X)) VOL (¢ (w](r):X,) — 7)
(Hysr1 < r(15 X1,5)} = Fara(gr (15 X1,6) X)) K (u) du, (S.12)

T—1
Asp(hy) = jﬁ 3 / X, € XL (C (1) Xs) = 7) (g < a7 (903 X1 + b))}
s=R

(S.13)
—Fsy1(qr(y; X1+ hup)|Xs + hu)) — (1{ys+1 < ¢7 (¥y; XLS)} — For1(g-(¥y; Xl,S)’XS))) K (u) du,

T-1
As.p(ty) = \/113 3 / (1{(X, + hu) € X} — 1{X, € X})
s=R

x (VUL (¢ (1) X+ hu) = 7) = VOL (€1 ()7 X,) = 7))
X (MH{yst1 < g (Yq; X1, + huy)} — F5+1(q7(1,b1;X175 + huy)|Xs + hu)
—(1{ysr1 < g (13 X15)} = Fapa(gr (15 X1,6)[X5))) K (u) du. (S.14)

As for A; p(v;), note that for every 1p; € Ny, g, this term is mean zero by iterated expectations.
Therefore, by a CLT for strong mixing, bounded observations (see Hall and Heyde, 1980, Corollary



5.1), we have again that A; p(1;) converges pointwise in Ny, g to a zero mean Gaussian random
variable. Moreover, similar to before, note that the function class:

= {1{X, € X}VOL (€1 (9] (1) X,) = 7) (1 {yesn < 4, (405 X))}
—Fyi1(a- (%15 X1,6)1Xs)) 91 € Ny v}

is uniformly bounded by A.2 and A.4, and can be shown to satisfy the Ly continuity condition with
bound:

C sup by — |12,
P ENy, RllPI—1[I<T2

It follows again that the bracketing condition of Theorem 2.2 in Andrews and Pollard (1994) holds.
Thus, setting again @ = 2 and v = € = 1 for A.1, we obtain that the empirical process A; p(¢;) is also
stochastically equicontinuous in 4. Since we also show below that supy, e, |Aj p(1)] = op(1),
j=2,...,5, it follows that uniformly in );:

To,r,P(A z_: Bi4(7) = Ba,u(7)) + 0p(1).
t=R

Next, we analyse Ay p(1,) and Ajs p(1p;) from (S.11) and (S.12), respectively. Note that, by Fubini’s
Theorem and iterated expectations, both terms are mean zero. As for the variance, note that:

)
jz; (wleszléglﬁ </1{X5 € X} (v(1>L (01 (M(T);Xs + hu) — r) —vhp (Cl (1/){(7);X5) — T)) K (u) du)

X(I{ys+1 < gr(hy; X1,6)} — Fs+1(qf(1/f1;X1,s)Xs)> ’

+]23T21200v< sup </ (VL (0 ($10) X 4 hu) =) = VOL (G ($](): X ) = 7)) K (u) du)
)

IA

el

(]
5

s=R t>s wleN@L‘lvR
XxH{Xs € X1 {ys+1 < qr (Y15 X1,6)} — For1(g- (913 X1,6)| X

x (/ (v<1>L (01 (;b{(f); X, + hu) - T) —vL (01 (qpi(T); xt) - T)) K (u) du)
x1{X: € X1 {yes1 < g (P13 X1,0)} — Ft+1(qr(¢1;X1,t)Xt)> ’

= Azp(A)+ A2 p(B)
We start with As p(A), which can be bounded by:

E<< [ 9L (C1 (#101X) = 7) TP, (150 K kK () du)2

x sup  |[H{X, € XHI{yst1 < gr (P13 X1,6)} — Fs+1(qf(¢1;X1,s)IXs))l2>
P1ENy, R

= E((/ VAL (C (1) X,) = 7) Ve Fasa (- (9] X1,0) X)X, € X }uhK (u) du)2

<, I{Xs € X}(1{ys1 < gr(1: X16)} — Fs+1(qr(¢1;X1,s)|Xs))|2> (1+o0(1))
1 P, R

Using Jensen’s inequality, the lead term can be bounded by:

Ch? (/UQK (U)sz> E ( sup  [{X, € X1 {ys41 < g7 (15 X1.6)} — Fs+1(qf(¢1;X1,s)Xs))|2> = 0(h?),

P1ENy, R
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which holds for all 9p; € Ny, r. For Ay p(B) on the other hand, since S—mixing processes are also strong
mixing of the same size, note that for some k > 2 satisfying (k — 2)/k > €/(2+¢) and positive constants C, C":

|A2,7(B)|

%%Zm _ gk <E<</ (VoL (c1 (el ()Xo + hu) — 7)

s=R t>s

IN

1
B

—v(”L(cl(M(r);xs)—r))K(u)du> sup |1{Xse»c}<1{y5+1<qf(wl;xl,a}—FsH(qT(wl;Xl,snxs)n))

Y1E€Ny, R

e

< O’ BG)EE
j=1

where the first inequality follows from Corollary A.2 in Hall and Heyde (1980) and the last bound is again
independent of ;. Thus, by A.1, we have that this term is of order O(h?). Turning to Ajs p(1),), since this
term is also mean zero, we may again bound the lead term of the variance using Cauchy-Schwarz’s and Jensen’s
inequality:

2 2
E<</ (1{(X, + hu) € X} — 1{X, € XD K (u) du> vir (Cl (zp{(T);xs) - T)

x sup  [1{ysp1 < g (P15 X16)} — Fs+1(qf(¢1;X1,s)Xs)|2>
Y1ENy, R

= <E (/ ({(Xs + hu) € X} = 1{X, € 1}) K (U)4du>) ’ (E ((v<1>L GGG R

2

x sup  [1{ysq1 < QT(¢1§X1,S)}FS+1((IT("/J1;X1,S)X3)|4>>
Y1ENy, R

The second expectation on the RHS is of order O(1) by A.2 and the boundedness of the indicator and the
conditional distribution function, and thus holds for all 9, € Ny gr. For the first expectation on the other
hand, observe that 1{(Xs+hu) € XY} —1{X; € X} = {(Xs+ hu) € X, X; € X} + 1{X; € X, (Xs+ hu) € X}
a.s.. Thus, by Fubini’s Theorem we have for this expression that:

/(Pr((Xs +hu) € X, X, & X)+Pr(X, € X, (X, + hu) € X)) K (u)" du
< ( sup Pr((z+hu) e X2 € X)+ sup Pr((x—l—hu)EX,x&X))/K(u)4du—>0
u€[—1,1] u€[—1,1]

by A4, A.5, since h — 0 as P — co. Finally, for A4 p(ep;) in (S.13), we may decompose the term as follows:

Ay p(py) = % z_: / X, e x}viL (01 (’lPI(T);Xs) - 7') (L {yst+1 < qr (P13 X1 s + hua) } (S.15)
s=R
—Fo1(gr (P15 X1,s + hun)[Xs)) = (1{yst1 < e (P13 X16)} = Fara (g (915 X1,5) (X)) K (u) du
T—-1
+% 3 /1{xs e X}VOL (€1 (w](7):Xs) = 7) (Fora(ar (13 X o + hun)|X,)
s=R

—Fo1(gr (Y13 X1,s + hug)[ X + hu)) K (u) du
= Ayp(Ajtpy) + Asp(B,9y)
Since A4 p(A;1p,) is mean zero by iterated expectations, we can address A4 p(A;p,) by similar arguments
to before to show that the lead term of the variance is of order O(h) uniformly in 1, € Ny, g. For the
bias term Ay p(B;t,) on the other hand, using A.5 and standard Taylor expansion arguments first around
X1,s and subsequently around X yield that supy, cn,, . [Aa,p(B;thy)| = O(VPh") = o(1) since Ph?" — 0.
Finally, similar arguments to the ones above may also be used to show that supy ¢y, , [Asp(1;)] is of order
o(h) = o(1).
We next move to Tz, g p(B) from (S.8), where we focus again on model 1 exclusively. More specifically:

# Tz_:l 1{X; e X3vWL (01 (wi(r);XJ) - 7') (C’l <1//\117R(7');Xj) - (wi(r);X]))
j=R

11



S, € v L(C1 ($10):X;) = 7) 1@ (0 (1) X1,)1X,)
=R
b

x (qT< LT X1g) = 6 (B () X))

where G, (11 (7); X1,;) denotes an intermediate value. Focusing on the case of quantile regression and inserting

the linear representation from Lemma Q.1 (as well as substituting ,@I(T) for ’l,[)J{(T)), one can show that:

VPE (X, € X}VIL (C1 (B1(r): X, ) = 7) fia (X ;811X X1 ;) (B ()
R—1

X (1 {pesr = X780 (1) <0} - r)) (1+0,(1))

»
Il
_

=[5 ] =
o]

w
Il
-

A1 (1) <H1 (1) " X (1 {ys+1 ~ X181 (1) < o} - 7)) (1+ 0,(1))
where:
Ai(7) = B (1X; e X}VOL (01 (B X, ) = 7) S (X 810X ;) - (5.16)

On the other hand, using the representation from Lemma L.1 yields the expression for the location scale model.
We therefore have that:

JB
To,r,p(B Z D1y(7) = D2y (7)) + 0p(1).

Summarizing the above, we obtain the statement from Step 1, where Q(7) follows since

1 T—1 \/]3 R—-1
Acov <\/]3 2 (A14(1) — Ag (7)), = 2 (D1,4(7) — Dz,t(T))>
1 T-1 \/F R—1
= Acov <\/ﬁ 2 (Bl,t(T) — 327,5(7')) R 2 (DLt(T) — D2,t(7'))>

= 0

due to the use of a fixed estimation scheme.

Proof of Step 2: We now turn to 73 g p and show that provided Ph?d — o0, Ts,r,p = 0p(1). For brevity, we
only consider the squared estimation error component for model 1, say 7'3(2 p

Letting wy (7;X;) = 1{X; e X} VAL (C’1 (1/:1(7’);Xj) — T), we write:
Tanp = %;ﬁj_i;u“ (13 X) (él,P (@1,3 (T);Xj) -G (1#{ (1) ;Xj))2
- o= T nx) (@1 (Frn ()i %) - 0 (wl (%))
j=R
s T;w (%) (G (F10():%)) = G (Fr. (1) X,))] (8.17)

_% j;:m (%) (C1 ($r.0 (1) X5) = O (¥] ()3 X))

X (C\LP ("//\Jl,R (1) 'X’) -G (@1»3 (7) ;Xj))
_ 731)14 75(2§+751)C

For notational simplicity and ease of reading, we focus again on the case of quantile regression, i.e. 't,AbL p(1) =

BLR (1), and g, ('@LR (1) §X1,t) = X{,tBLR (1), and divide this part of the proof into further sub-steps.

12



We start with E(Bﬁ from Equation (S.17). Thus:

TRE = 37 :wl (X)) (Crp (Bre (1:X,) € (] (7):X,)) (5.18)
- o TRw (1% (o (X180 (0 1X,) = By (X1,80 5 (01%,))
- ﬁ T_R o (r:X5) (£ (X080 @) 1%,) X4, (By (1) - 81 ()
- 7 T_R or (1)) fra (X138 () 1%,)" X, (B ) = 8L(0) (Bu () = 81 (1) Xy
. A B ¢
vec (7;{3;?) = vec(ABC) = (C' @ A)vec (B) (S.19)

T-1
= % Z <X{j ® (w1 (X, 7) f (X{jgi () |Xj)2X{j>)
j=R

xv/Prec ((al () - 81 (7)) (By () - B <T>)')

= 0,(1) x O, (f) = 0,(1),

where the first term follows from Assumptions A.1, A.2, A.4, and a law of large numbers for S-mixing observa-
tions, and the second part by Lemma Q(iii) as (/B\LR (1) — ,BJ{ (7-)) =0, (371/2).

Next we turn to 7;(3}]3 from Eq. (S.17), which we can decompose as follows:

I
w‘“’
™
)| &
5l
Re

VN
-
Y
-

2
(1 {strl < Xi,jBLR (T)} —Fin (X{JBLR (7) |Xj>) K (XJ;XS>>
s—R

2 S i Xy 1 «— / I R X — X, ’
- X e (Phd 3 (H{mer < X,81 ()} = Fro (X1,B1n (1) X)) K <h>>
T-1 T

R
-1

D

(1 {ys+1 < X{,B1n (T)} ~1 {ys+1 < X168} (T)}) K (X]

| |
>~
»
~
~
(]

2Zw1(T;Xj)< 1
VP &, Fx(X;)? \ Phe
4 1

VP

s=R
—w(nX) (1 & / at ;5 X; — X,
+ = X )2 Phi Z (1 {ys+1 < X1,j61 (T)} —Fjn (X1,j,61,R (1) |Xj>) K h
j=R X( ]) s=R
T-1
1 r X, — X,
i (o 0300} = 3 ) e (5
s=R
1),B1 1),B2 1),B3
= 7;,(,1%,19 + 73(,1%,13 + 7—3(,1%,13 (S.20)
Starting with 7?,)(’2:?1 from (S.20), note that by Lemma Q.1(iii) and A.4 we have that:
Tonr

wy (13X = X, - X;\ )
- XS (1 - xtale <0h - (el o)) e (X))
j=R JX\j s=R

13



(rorfz)

Note that the above expression is the sum over the conditioning variable of the squared difference between the
estimated and the ‘true’ conditional cumulative distribution function. Given Assumption A.1, A.3, A.4, and
Ph%/ log P — oo as well as Phi+2r (implied by A.5), similar arguments to the ones used in the proof of
Lemma 1A-(i), part (a), in Corradi et al. (2020) yield that:

VERTE ~h-028, 4 X (0.73,)

where Vg, is a positive variance, and the bias is By = C(K) [, 1{X € X}dX > 0 for some kernel dependent
constant C(K).3 Thus:

Tt = P7V2R71B) = 0,(1)

Next, we turn to 7})(} g2 from (S.20). Since H,@l R(1)=B1(7)|| = 0,(R~'/2) by Lemma Q.1, we consider again a

7-(1) B2

set Ng, r defined in analogy to Ny, r. We now proceed by approximating with a third order U-process

indexed by 8; € Ng, r noting that, on X, fX( ;)? in the denominator can be replaced by fx(X;)? using A.5.
That is, introducing some notation, let:

w1 (T X (1 {y€+1 < X1 1161} -1 {yg+1 = Xl JﬁT r )}) K (}(]hx)

Jx(X;)?
< (1{mn < x1,8,) = 1 {wn < x1,80 (0} K (ngxl> .

Y p(By) =

Also, define the symmetric ‘kernel function’:

_ 1
Yjis,p(B1) = 3 (Yjis,p(B1) + Ysji,p(B1) + Yijs. p(B1)) s

where we used the fact that X ;;, p is already symmetric in the last two arguments. Thus:

VP (P -17-3 o
P3h2d ZZ Z Yjis,p (B1) = h2d <3> ZZZTJZS,P(51)~

J=R s#j l#j,l#s j=R s>j I>s

Now, writing 7'(1) B2 A 3(2 1132 (B3,), first observe that:

p\ -1 T3 B
sup 3RP (8y) - f<3> Zzzhw Yis,p(B1) —E (Tjis,p(81)))

B1ENB, R j=R s>j I>s

= R R SHIE TR Ll b PINRPRES- L) o SEIMITCN
LR J=R j#s J=R s#j iZR 12
6\F
P3h2d Z Yjjj.p (B1) + Th2d ( jls, P(ﬂl)) (S.21)

IN

2V/P -
sup P3h2d Z > Yissp(B) TS\ ST Yr(By)

B1E€ENB,,R j=R j#s B BLE J=R s#j

+ sup P3h2d Z ZTJSJ, (B1) sup P3h2d Z Y35,p(B1)

,BleNﬁl, J=R I#j 1€NB1
6vVP_ . —
+ sup ad E(les,P(B1))|
B1ENB, R

3Corradi et al. (2020) assume a second order kernel in Lemma 1A. Notice, however, that by replacing “2” with “r”
in their proof, it is immediate to see that, provided Ph?>"t%/? — 0, the non vanishing bias component depends on the
dimension of the covariate set, but not on the order of the kernel. Given A.5(i), the condition Ph?"*%/2) — 0 is indeed
satisfied.
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We will postpone the treatment of the first four terms on the RHS of the inequality in (S.21) to the end as they
can be analysed by similar arguments to the ones used subsequently, and just note that given A.5 with 7 > 0
their probability order is of order smaller than g. We next proceed by analysing the last term on the RHS of
(S.21) focusing on the first element Y ;5 p(3;) for simplicity. Firstly note that by iterated expectations:

1
L )]
1 X,) ) X, - X,
- o T e (P (,811%,) = P (1,81 () 1X.)) K (2
/ / T Xj - Xl
(i (X1,811%0) = Fia (X1,8] () 1%0) K (250 X (X fe(X)

By standard change of variables and Taylor expansion arguments around X;, we obtain that:

2
sup w1 (15 X5) (FjJrl(X{,j/Bl‘Xj)_Fj+1(X{,jﬁJ{ (1) |Xj)) fx(X;5)dX; |+ O(h*)
B1€Ng, R
2
< o sw |6 -si0)| [ o1 () 1012 (X)X, + O027) = O(R ™) + O(h>),
1€ENB R

where the O(h?") holds uniformly in B; by A.3 and A.4, and the inequality follows from A.2, A.3(i), A.4. Thus,
since Ph?" — 0 as P — oo and 7 > 0 by A.5, we have that:

—-17T-1

P —
20 T P(S) T ()8 ()
VP e _ o (VP
= OP<R+ Ph2>_op<R>,

which implies:

3(21132(51)‘ s sup \/13<§>_1Tz:322 3d 7lsP (By) — E(Tﬂs,P(ﬁ%)))

1€Npy R j=R s>j I>s
P
(%) o

We are now ready to analyse the second term on the LHS of (S.22) as a third order U-process indexed by 3,
where we will follow the notation in Arcones and Yu (1994). That is, set fg, = Y ;i p(8;) and 7& =Y i5,p(31),
and define the class of functions:

= {fﬁl 1By € NBMR}'

We may write:
~1T7-3

03Ta) = VP() L XS (T () — B (Tier(8)).

j=R s>j I>s

Also, denote by 7rk73?51, k = 1,2,3, the Pr canonical version (i.e., completely centered, see Arcones and Yu
(1994, p.60)) of 751, and note that by the Hoeffding projection:

3
U%(?ﬁl) = Z Uzlg(ﬂk,?jﬁl)
k=1

We start with the first order term U llg(mygfﬁl) and establish its pointwise convergence. Focusing on the first
element Y ;5 p(B,) of the symmetric kernel for illustration, lengthy, but standard calculations show that for
each B, € Ng, g, the lead term of the variance is of order:

2
E <E (};drjls,P(ﬁl) |(yj+1>X;)> ) =0 (;z + h4r>
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while:

1 ’ 1 ? 11
R (E (g Xome(80) 1. %) ) ) ~E (E (g Yo (80 11 X0 ) ) =0 (et (g + o))

Thus, let p = min{h?~1R%/2 RY2p=2r+4=1} From Theorem 1 of Yoshihara (1976), it follows that the term
VPSpUL(m15f 3,) converges pointwise in 3; to a zero mean Gaussian r.v. provided that:

e There are constants My and p > 2 such that:

E (|les,P(61)|p) < My,
e the -mixing coefficients satisfy, for some ¢ > 1:

B(k)=0 (k*tp/(P*Q)) )

as k — oo.

The first condition is indeed satisfied by A.2 and A.4, while the second condition holds by A.1 if for instance
B(k) =0 (k*(2+5+”)/5) for choices such as e = 0.1, n = 0.1 setting p = 4 and ¢t = 2. In addition, note that from
Yoshihara (1976) it also follows that pointwise in 3;:

3

\/IT(SPZ Uﬁ(m,z’jﬂl)) = o,(1),

k=2

We now establish that the previous pointwise results also hold uniformly in 3; € Ng, g. Thus, in a first step,
we therefore need to show that the weak convergence of the first order term of the Hoeffding projection, i.e.
U};.(m,g,?ﬁl)), holds in I°°(F), the space of bounded functions F — R (see below) equipped with the uniform
norm, i.e. for all functionals v, on F such that:

[Veoll 7 = sup [veo (f)] < 0.
fer

This however follows from Corollary 2.1 in Arcones and Yu (1994) if we can show that some finite constants a

and b, F satisfies:
F b
N(e P La(Q) < o (11122) (529
€

1

for any € > 0, where N (¢, F, L2(Q)) denotes the covering number, F' the envelope function of F, and (QFQ) 2

for some probability measure Q with QF? < oco. This in turn will follow if we show that F belongs to a VC

subgraph class of function. Thus, note that fg , an element from the symmetrized ?1617 is contained in the
product of the classes:

e (25%)

X; - X,
A= ()
(2) )X, — 7 .
7= {V AP S DR S8 o1, - X < 201X, X, < 2h}}

Fy= {1 {yip1 < X{,j51} -1 {yz+1 < X{,jﬁ{ (7')} , BL € Nﬁl,R}
Fs = {1 {yss1 < X1 ,;8,} -1 {ys+1 < X{,jﬁ{ (T)} , By € Nﬁl,R}

with envelope function F = ;5 1{||X; — X, || < 2h}1{[|X; — X,|| < 2h}||K||%,, where C is some positive constant
that follows from assumption A.2, A.4, and the fact that 7 € T is a compact subset of (0,1). Now, let ¢, v,
and v, be real numbers, and let § € R, so that:

91, X1,5571572,0) =ty + Y2 + X ;0

and define:
G = {91, X1;71,72,6) : 71,72 €R, e RN}
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Note that G is a dy + 2 dimensional vector space. By Lemma 2.4 in Pakes and Pollard (1989), the class of sets
of the form 1{g > r} or 1{g > r} for some g € G and r € R is a VC class. Now, let:

fa i1, X1,5:81) = H{yigr < X181},

and note that for each 3, € Ng, r

subgraph (f1 (yi+1,X1,;:681)) = {(yi+1, X1,5,t) 1 0 <t < fa(yiy1, X1,5;81)}
{(X1,81 — yis1) = 0}1{t > 0}1{t > 1}°
1{g1 > 0}1{go > 0}1{g3 > 1}°

for g; € G, i = 1,2,3. The subgraph is therefore the intersection of three sets, two of which belong to a VC
class, and one is a complement of a set belonging to a VC class. Deduce from Lemma 2.6.17 in Van der Vaart
and Wellner (1996) that subgraph (fs1 (yi41,X1,5;8;)) forms a VC subgraph class. Then, deduce from Lemma
2.6.18 in Van der Vaart and Wellner (1996) that F4 is a VC class whose covering numbers satisfy (S.23) (the
same applies to F5). We therefore have by Lemma A.1 in Ghosal et al. (2000):

€

C 1\?
N (gl HI%s = Xl < 2001 - X, < 20 @)K AP FiFe 1a(@) < a (1)

In addition, note that the arguments in Arcones and Yu (1994) together with Lemma 3.1 therein also imply
that:

(v P5PU1]3(7Tk,3731)||f 20

for k = 2, 3. Finally, note that in the case of a nonlinear location scale model, the same uniformity results can
be obtained by using the results in Sancetta (2009), in particular Corollary 2.1 therein.

It remains to analyse the convergence rate of the first three terms on the RHS of the inequality in (S.21).
Now note that for the first term with jss we have that:

P3h2d Z ZT_]SQ P ﬁl

J= RS#J
2 x \2
N \thP%d ZZ (1 {yS‘HSX{,jﬁl}_l{ys+1§X{7j,@I (T)}) K(thX) ’
J=R s#j

while for the second term after the inequality in (S.21) with jjs (the second term with jsj can be treated
identically) is:

P3h2d ZZTW&P B1)

Jj= RS;ﬁJ
X, - X,
= ,ﬁhd p2hd Z > X (1 {yorr < X1,8:) = 1 {yen < X180 (D} K (Jh>
=R s#j

X (1 {yjr1 < X1,;8,} -1 {yj+1 < X181 (T)}) K(0).
We start with the term with jss, and define Y, p(8;) = Y55, p(8;1) as well as the ‘symmetric kernel”:

1

5 (Ljs,p(B1) + Xsj,p(B1)) -

Tj'sJD(/@l) = 2

Now, similar to before this term can be bounded by:

B (D))« s |2 (7)Y S (Tn(8) B (Tour(B)))] (529

B1ENB, R

:31 €N61

We start with the bias term focusing on the element Y ,; p(3;), and note that similar calculations to before
yield that:

sup
:81 ENgl R

o (et
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w1 (7 X, ) / / T
= sup K F; X s X + F; X ; )| X5
B1€NB, R (/ ) \/>hd ( J'H( 1’Jﬁ1‘ J) H_l( 1”'61( )‘ J)

~2F; 1 (min{ X} ;8] (1), X1 ;8,}1X;)) dX;;(1 + O ()|

We start with the case min{X{J,@J{ (1), X181} = X1 ;8;. By A.4, mean value expansions around Bl () yield:

sup
Bl ENﬁl R

<X1; (8- Bl(1)) ax;|
B = L) [n (73X 115 14%; =0

(/K ) wl\(;;; i) (fj+1(X{,jB1lXj)Xi,j (/81 —,6'{(7)) 2 (X],BX;)

C 1
—_— Su b
VPhe 51EN51,R (x/Pth>

where the inequality follows from A.2 and A.4, while in the case min{X{’j,BJ{ (1), X161} = X{’jﬁi (1) we
obtain by similar arguments:

( / K(u ) “’(mf‘ ) (fjH(X;,jBuxj)X;,j (8- 81m))

=Bl [ (i) 10510, =

sup
B1€Ng, ,r

C 1
—— su == )
VPhi g, cNe, 1 ( VPR >

Turning to the second term of (S.24), one can show that for the lead terms of the variance it holds that:

E (E (;Tjs,P(/@ﬂ |(ys+17X;))2> =E (E (flldeS,P(,@ﬁ \(yjH,X;))Q) =0 (R—%) _

Therefore, using arguments similar to before, we obtain that:

BieNo, fhd(P) ITZIZ (Tjor(B1) —E (Trer(BD))| = O, (Phle1/4)

j=R s>j

and so for all 8, € Ng, g given Ph?? — o0 and 7 > 0:

VP
pshzdzzrﬂsp'gl = O ()

J=R s#j

Turning to the third term with jsj after the inequality in (S.21):

sup P3h2d Z ZTJSJ, ﬁl )

Pr€NBy R J=R I#£j

and using the fact that K (0) is of bounded variation, note that identical arguments to the ones used above can
be applied to show that this expression is of probability order o, (\/TD/ R) for all 3, € Ng, g. Finally, using
A1, A2 A3, A4 and A.5, we also have that:

g (%)

SUp | 53797 D Yiiip(B1)| = op
BieNp, Psth;

R

Thus, summarizing the previous steps, since BLR(T) € Ng, r with probability going to one as P — oo, we
therefore obtain that:

Tane = op (f) +0 (‘f) +OWPR) + 0, (\/;T>
;
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where the last equality follows from A.5. Finally, using the Cauchy-Schwarz inequality and arguments from
above, we also obtain that T3 p’ (), B3 from Eq. (S.20) is O,( 75% 15175 b, BQ)

Similarly, ’7?3(1%’13 from Eq. (S.17) can also be shown to be of order Op(q/T;g 2’7‘(1) B) through another
application of Cauchy-Schwarz, which establishes that T3 g p = 0, (1).

Proof of Step 3: We now examine 74z, p. As above, we consider only the contribution of model 1 to 74 r, p.
It follows that

Tinp < s X e X}VEL(C (4]:X) - 7)

X sup ‘al,R,P (1711,1{ (7) EX) -G (@b{ (T);X)‘

Xex

x?)!\l/ﬁj;:wl (75 X;) (al,R,P (17’1,12 (T);Xj) -G (ﬂ (1) 5Xj>)2

= Op (%,R,P) .

(ii)-(a) We consider the scenario where C; <¢J{(T); Xt) = Cy (1/;5 (1); Xt> = 7 almost surely. To begin with,

note that 7; p = 0 with probability one. In addition, given Assumption A.2(ii)-(iii), it follows that 75 rp = 0

almost surely because C; (1#{(7); Xt) =Cy (d); (7); Xt) = 7 a.s..* Hence, given Assumption A.2(iv), we obtain:
Spr (1) =Tarp (1) + 0, (Ts.r.p) .

since as shown in part (i), Ta.r,p = 0p (T3,R,P)-
Next, observe that T3 pp = ’7;(2 P 7;(2 p» Where 7;(’2’13 is deﬁned above in Eq. (S.17), and 7;(3%)’13 is

the analogous term for model 2. Also, as above we can decompose, ’T SRP = ’T(l) 44 ’T(l) By ’T(l) ‘¢ and an

identical decomposition holds for model 2. Note that 73 1) A 7'(2) Rp = Vec (T(l) A) — vec (T(?{ ﬁ) so that

1),4 2),A
Var (75(,1%,'19 - 75(,13){,P>
= Var (vec (’7;(2 ;) -+ Var (vec (Tﬁ%ﬁ)) — 2Cov (VGC (73(2,?) ,vec (7’3(3% g))
From (S.19), it can be seen that:

P 1,4 2),A _P
CR? < Var (T(,R)’,P - E{I%,P) < ‘Rz’

~ ~ !
for some constants 0 < ¢ < ¢ < o0, since for each variance term, ¢ = 1,2, RXxvec (ﬁi’R (1) — ,Ei':r (T)) (,BLR (1) — B:r (T))

has a non-degenerate limiting distribution with finite variance, and

3 (s on st )

has a well defined, finite probability limit, while the covariance term is of order O »(P/R?).

Thus, we turn to 751) B 7;,2) B directly. Formally, we can expand T RP and 7?3 R P as in the non-
overlapping case (i) in Eq. (S 20):

7-(1) B 7.(2 , (7—(1) ,B1 75(2}%,51) + (7_(1 1132 . 7;(2) Bz) (7.(;), ijg _ 7-(2) B) 7

Starting with the first term on the RHS, firstly note that now:

VP
(e = Tae') =0 (R

4The same also happens in the two-sided case, when both models are misspecified, but the coverage probability just
happens to equal to the difference of the nominal levels 7o — 71.

19



since Fjq (X{JELR (1) |Xj) and Fjq (X{J»@Q’R (1) \Xj> can be expanded around B1(7) and B5(r), respec-
tively, but the remaining expression is zero almost surely. On the contrary, the same arguments from CASE I

yield that:
1),B2 2),B2 VP
(- i) = o (7 )
and:
(7-(1),33 _ (2),133) -0 <\/TD>
3,R,P 3,R,P »\ R |-

Thus, 7;(2115 - 75{2:? =0, (g). Finally, by the Cauchy-Schwarz inequality, it follows that 73(22 - 3(’21%:16; is

at most of probability order f. The statement for CASE II with C; (1&{(7’); Xt) =y (7,[)5(7’); Xt) =T a.s.
then follows.

(ii)-(b): We next outline the differences when (conditional) coverage is the same almost surely, but both models

are misspecified. For simplicity, we focus again on the one sided case with Pr (C’l (’lﬂJ{(T); Xt) = T) < 1, which

arises when qT(d)J{(T);XLt) = qT(i/J;(T);XLt) almost surely, but the models are actually misspecified and so
conditional coverage is not equal to the nominal level with probability one.

Thus, when models are misspecified and overlapping such that qT('M(T);XLt) = qT(tpg(T);Xl,t) almost
surely, observe that the arguments remain the same as in part (ii)-(a), but for the terms defined in (S.8):

To.r,p = T2,r,P(A) + T2,r,P(B).

Now, as for 73 r p(B), when X; only contains irrelevant predictors that do not feature into the DGP, observe
that:

E,R,P(B) =0 + Op(l)

since:

VL (C ($]()X;) = 7) = VUL (G (wh(r); X,) = 7) = VOL(C = 7) =0

almost surely, for some constant 0 < C' < 1. More generally, when q.,-(’l,bJ{(T);XLt) = q7(¢;(7');X17t) almost
surely, but the conditional coverage errors are not constant with probability one, we obtain that:

T2,r,p(B)

:% Ti X; e x3vWL (01 (¢{(T);Xj) - T) (01 (1711,R(T);Xj) —Cs (@Q,R(T);Xj))
j=R

_ [\/1]3 2 (11X e 3vOL (1 (e} (7 X1) = 7) €1 ($ra()i X))

“E (1{Xt cxyvp (01 (q,z;{(T); Xt) - T) Cy @LR(T); Xt))}

_% > {1{Xt e xvir (01 (",DJ{(T);Xt) - 7') Cy ({bz,R(T);Xt)
t=R

B (X, € BTOL (04 (w6X,) — ) Ca (B X)) ]

+ |VPE (; Tf X, € X}vOL (G (w](n):iXi) - 7) & (JJLR(T);xt)>
t=R
~VPE (;Tzl 1X, € X}VOL (€ (w](m):iXi) - 7) s (@Q?R(T);Xt)ﬂ
t=R

=T2.r,p(B1) + T2,r,r(Ba2),

where we used the fact that V(1) L (Cl (1&{(7’); Xt) - 7') =vrL (02 (1&5(7); Xt) - 7') with probability one.
Defining Ny r as in part (i), and noting that Pl (7) = Yl(r) element-wise as well as 'zAbLR(T)J?JQ)R(T) € Ny, r
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with probability approaching one as P — oo, similar arguments to the proof of part (i) using again Theorem
2.2 in Andrews and Pollard (1994) together with Assumptions A.1 to A.4 yield that the empirical process:

% T_i; {1x: e pvOL (01 (vl Xe) = 7) € (%)
B (1{X, € X}VOIL (01 (9 %) = 7) G5 (i X0)) . G=1.2

is stochastically equicontinuous in 4,15 € Ny r. As a result, since ||'(/LLR(T) - @Q_R(T)H = 0, (1), we have
that:
T2,r,p(B1) = 0p(1).

As for T2 r,p(B2), note that by the same mean value expansion as in part (i):

T-1

To.np(B2) =V/PE (; > X e XVOIL (G (w5 X)) = 7) S (X181 (1)IX)

t=R

% ((X1.BLa() = X1,B1(7)) = (X5,Bo.n(r) = X3,84(1)) ) ) (1 +o(1)),

where we used the fact that X{ﬁtﬁi (1) = Xéyt[j; (1) almost surely. Focusing on the part involving model 1 and
recalling the definition of A;(7) in Equation (S.16), note that:

VPE (}D T_ZR 1{X, € X}VOL (€1 (w](7):Xe) = 7) fua (X181 (IX0) (X By alr) - X;,tﬂm))

=k ((; S ix e v (€ (¥l Xs) = 7) frn (X781 (D)X XT mm) < VP (By (r) - mm))

t=R

+84(r) x E (VP (Bualr) - B1(7))
As for the first term note that by Cauchy-Schwarz’s inequality:

1

E ((P % WX, € X}V(I)L (Cl <1H(T); Xt) - T) ft+1(Xi,t/6];(T)|Xt)Xi,t - Al(T)) VP ('BLR(T) N ﬂl(T))) H
t=R

1
2\ 2

<E

};TZ (14X € ApVOL (1 (](7):X0) = 7) firn (X7 81 (1) X)X, = Aa())
t=R

<E (P||Balr) - ﬁur)]f)é
1

~0 () o =o.

where the last line follows from A.1, A.2, A.3, and A.5 as well as Lemma Q.1(iii). For the first term on the
other hand we have that: R
M(7) < E (VP (Bua(r) - BL(7)) ) = o(1),

which follows as an implication of Lemma Q.3(iii) since VR (Bl r(T) — ﬁJ{(T)) converges weakly to a standard

normal random vector with mean zero and since P/R — 7 with 0 < 7 < oo by A.5.%

(iii): This follows from the arguments of part (i) noting that under the alternative hypothesis:

\}?EE (1%, € 2} (2 (00 () X,) =) — L (0 (wh): %) ~ 7))

°In fact, in the i.i.d. case, the rate of E (\/ﬁ (BLR(T) — BI(T))) is given by O(\/]gln(R)/R_%), see Bahadur (1966)
or more recently Lee et al. (2018) and Franguridi et al. (2022).
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diverges to plus or minus infinity. Wl
Proof of Theorem 2:

(i) We start with CASE 1. Moreover, we will discuss the linear quantile regression model case only. From
Theorem 1 (i), recall that under Hy:
T—

75 z (2 (Cur (Bun(ri X)) = 7) = L (Cor (Byn(ri X)) — 7)) (5.25)
= 7 Z;il{xt e xL (G (Bl X)) —7) - % gl{xt e 211 (C: (BL(r):X,) —7)
W}T_ZR X, € X}vOL (01 (Bl Xe) = ) (Hyesr < ar(B1(7); X1.0)} = Fioa (- (8] (7); X1, X10))
7 ZR 14X, € X}vOL (G2 (Bh(r):Xe) = 7) (Hyeer < gr(BY(T)s Xa.)} = Fioa (- (B3(7); Xa,0)[X2.0))
+§ RX_J P(BY(T); yer1, Xue) - % Rg P(BL(T); Y1, Xa,t) + 0p(1)
- = S (v — Ane(r) + > 3 (Bualr) = Baale) + Y2 3 (D1u(r) = Daslr) + o),

R t

R t=1

t—

where A;.(7), Bj+(7), and Dj(7), j = 1,2, have been defined in the proof of Theorem 1. In what follows, let
E (-] {ye41, X} }121) and Var (- | {141, X}}{_1) denote the expectation and variance, respectively, conditional

on the original sample {y; 11, X;}]_;. Thus, by noting that, conditional on {y;+1, X,}2_,, PR( ) is distributed

as:
N (B (S5 a0 Hyerr, XiHLL ) Var (Sp ()l {uen X3 ))
for all samples but a subset with probability measure approaching zero, it suffices to show that
p lim B (Spa(n) Hyerr, X4, ) = 0
R,P—o
and:

b lim _Var (S a(r)l{ye11, X;}f;l)
,P—oo

DJ

P hIE)loo Var <\/1TD tz_}; (A1,¢(T) — A2 ( z_: Bi1,4(1) — Bayu(7)) + g (D1,e(1) — D1,t(7’))>

Q(7)

with (7) defined as in Eq.(S.4). Now, by the definition of &; and n;:

B (Spa(n) s, XML, ) =0

for almost all samples. On the other hand, setting [p = [z = [ for notational simplicity, we obtain:

Var (S (0w XH) = B (S2a(0) v, X )
| Tolcly [ 2 1Tzl1 o R 2
= f Z 7 <Z <A1,P,R,i( ) A2 PRz )) Z l (Z (BI,P,R,i(T> — B2,P,R,i(7'))>

=R it it
2 —1—1 1 t+1 N N t+1 N N
+5 7 (Z (Al,P,R,i(T) - A2,P,R,i(7)>> <Z (Bl,P,R,i(T) - BQ,P,R,@‘(T))>
t=R i=t i=t
R-1-1 t+1 2
P 1 ~ ~
to 7 <Z (Dl,P,R,i(T) - D2,P,R,z‘(7'))>
t=1 1=t

Simple arithmetic shows that:

1 T—1-1 1 t+1 N ~ ?
F Z j (Z (Al,P,R,i(T) - A2,P,R,i(7-))>

i=t

22



— % (A\l,P,R,t( ) — 227137’“(7-))2 (1 O (JZD>>

T—i-1 .
1 ~ —~ ~ ~ l
t5 Z (1 - ]l> (Al,P,R,t(T) — AZ,P,R,t(T)) <A1,P,R,t+j(T) — A2 PR t+j (T)) (1 + Op (P))

t=R j=1

where O,, () term is due to the fact the the first and last [ observations have a smaller contribution (as in the
block bootstrap). Thus, letting w;; = (1 — %)

-~

Var( P.R 7')|{Z/t+17x He 1)
T-1-1 1
1 2 - - - ~
( <(A1 PRt( Az P,R t(7)> + 2 Z w1 (Al,P,R,t(T) — A2,P,R,t(7')) (A1,P,R,t+j (1) — A2,p,R,t+; (T)))
t=R j=1
T—1-1 !
1 2 . . N ~
+ B ((31,P,R,t(7') — B2,P,R,t(7')) +2 Z w5 (BI,P,R,t(T) - Bz,P,R,t(T)) (Bl,P,R,tJrj (1) — B2,P,R,t+j (ﬂ))
=R j=1
T—1-1
2 ~ ~ ~ ~
+ B <(A1,P,R,t(7') — Az,P,R,t(T)) (Bl,P,R,t(T) - BZ,P,R,t(T)>
=R

!
+2 Z ;1 (A\l,P,R,t(T) - A\2,P,R,t(7')) (él,P,R,tJrj (1) — Ba,pRitti (T))>

l

—i-1
+ > <(131,P,R,t(7) - 52,P,R,t(7))2 +2) @y (51,P,R,t(7) - ﬁ2,P,R,t(7)) (ﬁl,P,R,tH(T) — Dot (T))))
t=1

j=1
£R 1
R p
«(1+0,(3))
PP
~ -~ ~ = l
= (Vu,P,R + Voo, p,r + V33,P,R + V12,P,R) (1 + Op (F)) ,
where, for j = 1,2, A\j’P,R’i(T), Ej’p’R’i(T), and ﬁj’p,R,i(T) have been defined in (29), (30), and (31) of the

main text, respectively. Let Vi1 pr(7), Voo, p,r(T), Viz.p,r(T), V33 p.r(T) be defined as Vi1 pr(7), Vao,p,r(T),
‘/ig,p’R(T)7 V33’P’R(T) with Aj’p’R’t(T), Bj,P,R,t(T)7 Dj’p’R’t(T) replaced by Aj}t(T), Bj’t(T), Dj’t(T) fOI"j = 1, 2.

By similar arguments as ir}vthe proof of Theorem 1(i), for all I,k = {(1,1),(2,2),(1,2),(3,3)}, pointwise in 7
we have that Vi, p r(7) = Vik(7) + 0,(1), and by Theorem 1 (a) in Andrews (1991):
(Viapn(r) + Vaz,nl(r) + Wiz, (7) + Vas, (7)) = A7) + 0, (1).
Thus:
Var (S p(7) {y1, X0 1)
= (Varpn() + Vo, p.n(7) + Viz () + Vas, (7)) + 0p(1) = Q1) + 0, (1).

This establishes the statement in (i) for CASE 1.

(ii) We start with the case where both models are correctly specified, i.e. Cy (BI(T); Xt) =Cy (,8;(7-); Xt> =7
with probability one. As in proof of Theorem 1 (ii), recall that when C; (3}(7);&) — Oy ([3 (r); xt) -
a.s., it holds that L(0) = V(ML (0) = 0. Moreover, by Assumption A.2(iii) note that:

T—1-1 T—1-1
1

1 - ~ ~ —~
= Z A1 PRt Az p.R.t( Z (A1 prt(T)? + Ag ppi(T)? — 2A1,P,R,t(T)A2,P,R,t(T)) .
=R =R

=

We will only focus on the term involving A\l, p.r.t(T)?, the other term will follow from identical arguments and
the cross-term can be handled via the Cauchy-Schwarz by analogous arguments. By a second order Taylor

expansion around Cy (,BJ{ (1); Xt):
T—1-1

LY Apndn)

t=R
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T—-1-1

— % > X e X} (VOL (0))2 (Crr (BuntriXe) - € (ﬁi(ﬂ;xt)y o GQ)

t=R
= 0O, (];2>(1+0p(1))

where the last line follow from the arguments in Theorem 1(i), noting that this time the term involving
(6171: (,@LR(T); Xt> - (BLR(T); Xt)) will give rise to a fifth order U-process instead. Also, a similar ex-
pansion yields that:

l
> @A p i (T)ALp R (T)

R j=1

- ﬁ zl: (1{xt e X} (VOL()) (Cop (Bua(r)iX:) - (51(7);&))2
Xl{Xtﬂ‘ € X} (V(Q)L (0)> (51,19 (BLR(T);XHJ‘) -G (IBJ{(T)§X7§+]’))2) + 0p (é)

= 0,(5) 1+ 0,0

Thus, pointwise in 7:

| Tl g R 2
F Z (Z (Al,P,R,i(T) — AQJ{RJ(T)))
t

=R \i=t
l

= 0, () 1+ ou0)

Now, recall that:
Bupna (7) = X, € X}VOL (Cup (Byp(r)iXe) = 7) (1 < X181 2 ()} = P (X181 2 (7) X0 )

Via another Taylor expansion around C} (ﬁ{ (1); Xt), we have again that:

T—1-1
Byp (1)
t=R
T—1-1

ol -

1%, € AVOLOF (1 {yrs < X8 ()} = Frsrp (X0 Bra (0)1X))

Il
IS
N

 Gor (Buntr ) cl(ﬂm )+ (7)
T () 10
_ o, (;) (1+0,(1),

for some constant C' > 0, where the inequality follows from A.2 and the boundedness of the indicator as well as
the nonparametric estimator of F 4 (X {VtﬁJ{ (1) \Xt), while the last line follows from the arguments in Theorem

1. In addition, applying the same Taylor expansion from before also yields that:

!
1 ~
- g @j1B1p. R (T) Brpsass (7)

j=1

il
-

L

.
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and thus:

T—1-1 t+1 R R I
" > (Z (Bl,P,R,m)—Bz,p,R,m))) =0, () @+ op(1)

i=t

pointwise in 7. Finally, note that:

- 1 ~ 2\ .
= A pr(T)H, }%(T)E (Xl,tX{,t (1{yt+1 < X181 r(T)} — T) ) H{ p(T)A1,pr(T),

3

where A1 p r(7) was defined as:

1 T-1

P Z HX; € X}V(I)L (al,P (BI,R(T)§Xt> - T) ft+1,P (X{,tBLR (1) |Xt> X{,t

t=R

Ay pr(T) =

N - 2
Now, Hy p(7) and 1/RZR -1 <X1,tXi7t (1{yt+1 < X1.B81r(T)} — T) ) converge in probability to strictly

positive definite matrices. On the other hand, another Taylor expansion around Cj (ﬁ‘; (1); Xt> and arguments
as before therefore yield that:

T-1

v@L(0) (; S UXe € X} forrp (X{,tﬁm (1) |xt) X1, (él,p (BLR(T);Xz) - T)) T o, (

t=R

/A\l,P,R(T) %)

v (0) (}13 Ti X, € X} foirp (XLt,B‘; (r) \xt) X1, (él,p (BLR(T);X,S) - 7')> +o0p <%>

t=R
o (75) =0 (7&)

where the last line follows since by A.2(iii), A.3(i) and Theorem 1, \/zjl p,r(T) converges weakly, and by A.5,
P and R grow at the same rate. Hence:

A similar argument shows that:

R—1-1
=
t=1 j

l
_ . 1
> @iD1.pri (T) D1 p Ry (T) = Oy (R>

1

since by A.1 and A.3:

R—1—1 1
1 ~
= 2 > (XX, Wy < X1 By a(n)} —7)
t=1 j=1
X X1 445X 44 (1{yt+j+1 < X1 iBrr(T)} — T))
— 0,(1).

Putting together the three components, it follows that:

Var (§;R(7)\{yt+1,x;}le) =0, <é2> +0, <l>+o (1> -0, (é)

Thus, §}"D7R(T) is of probability order %, while §P7R(7') is of probability order ﬁ and so, for [ — oo, S\;;,R(T)

is of a larger probability order than S p,r(T), and the statement in (ii) follows.
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Next, we move to the one-sided case where C <,3J{ (1); Xt> =y (,3;(7’), Xt) almost surely, but:

Pr (C'j (ﬁ;(T);Xt) = 7') <1,

for j = 1,2. In this case, Ay,(7) — Az,(7) = 0 a.s.. Thus, given the definition of Ej7p7R7i(7'), omitting the
recentering term for notational simplicity (it follows by similar arguments) and using A.5, we have that:

| Tty [ R 2
12 7 (Z (Al,P,R,i(T) - AQ,P,R,i(T))>
t—R i=t

_ ;T_Zlfl HX e )vL (0 (Bl X,) - T)Q (G1r (Bun():X.) — Cop (Bo.n(r): Xt))z o)

1 il l (1 - ;) X, € X}1{Xyy; € }VIL (01 (ﬁi(f);Xt) - T)2 VL (Cl (ﬁi(ﬂ?xtﬂ) N T>2

F =1
( 1P (B (T);Xt) ~Cap (32,3(7);&)) (51,13 (Bl,R(T);Xt-‘rj) —Cap (BQ,R(T);XHJ'))
(L4 0p(1))

X

X

Similarly, since X {tﬁJ{ (1) = X1, ;(T) almost surely, we have by similar arguments that:

;Ti_l; <§ (Bupnir) - BQ,RR?,;(T))) -0, (ﬂ) :

On the other hand, observe that for:
Rirr() =5 Z X, € 0} (VOL (Cirn (0,71 X0) = 7) Forr (X508, n(1)Xe ) XJ)

with j = 1,2, it holds that Kj,p,R (1) % Aj (1) # 0 in general by A.3 and A.4. Consequently, ﬁj,p,R,t (1) is no
longer 0,(1) for all ¢. Thus, for the bootstrap statistic, it holds that:

R -1 l

SPR P _2: ur Z (ﬁl,P,R,i (1) — Dy.p R (7')) +05(1),

t=1 i=t

in probability.® Now, while the bootstrap mean is zero for almost all samples, the variance is given by:

B A==l tH R
< Z ul Z (D1 PR (T) — D2.p R (T)) {ye41, XQ}tT_1>
1 R—1-1 [t+l R 2
= Z (Z (D1 P,R,i (T) — D2,p R (7')>>

3\

R
= (Al () Hy (1) "' Avar ( le i1 {ym < X1,80(r )}) Hy(m)" A (1)

R
+Ay (1) Hy (1)t Avar < Z 2,41 {ytH <X, t,82 (r )}) Ho (1) A% (1)

s

R
—2A, (7) Hy(7) " Acov X e < X180 (0} % > Xoul {uir < X3, (7—)}> Ha(r)""A, (ﬂ)
t=1

Q?
M= "

t

SFor any bootstrap statistic f;;,R, we write TA"}S’R = o0,(1), in probability, if for any A > 0 it holds that
Pr (fER | {yit1, Xi}fﬂ) = 0p(1), where Pr ( | {ytt1, X,@}f:l) denotes the probability conditional on the original sample.
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+0,(1)
= 7Q(7) + 0,(1),

where Q(7) is positive definite by A.3 and A.4. Thus:
Spa(r) SN (o, wﬁ(f))

in probability.” Hence, S pr(T) = 0p(1), while §}§ r(7) has a non degenerate limiting standard normal distri-
bution. The statement then follows.

(iii) Under both hypotheses, we have that E (§;R(T)\{yt+1,xg}le) = 0 for almost all samples and that
plimg p—yeo Var( r(M Y1, X 1) mimics the asymptotic variance under Hy in CASE I while, on the
other hand, the term limp p_,o0 E (S P, R(T)) will diverge to plus or minus infinity at rate v/P under the alter-

native. l

Proof of Theorem 3:
We focus on the one-sided interval case first, and comment at the end on the two-sided case.

Similar to the decomposition in the proof of Theorem 1, a second order Taylor expansion around &; ((0,7]; X;)
and & ((0,7]; X;) yields:

T

% PIREALS (£ (Eurn(©.71:X0) ~ 1 (&pr (0.7:X0) )

_ % t_z; 1{X, € X} (L (€0 (0,7 X)) — L (& ((0,7): X,)) + ‘51“0\’/%; X _ 52“0\’/%; Xf))
+\/1?t_z;11{xt e XIVWL (& ((0,7);X,)) ( (0,7 X,) — & ((0,7]: X, )
\/lﬁt—é-ll{Xt e X3VOL (& ((0,7):X,)) ( (0, 7): X,) — & ((0,7]; X,) )
+\/1]3t§:+11{xt € XYVOL(E ((0.71:X0)) (Brr (0.7):X0) — & (0,7 X, )2
_\}Ft_zlel{Xt € XYVOL (& ((0,7); Xy)) ( (0, 7):X,) — & ((0,7]; X,) )2

\/lﬁt—Z;ll{Xt € XIVOL (€1 ((0,71:X0)) (E1pr (0,71 X0) = & (0,715 X)) )3
fZHXteX}V L (&2 (0,7 X)) (&.p X,) — & OTXt)g

t=R+1
= 7-1,P + 7-21,3R,P + 7-3],33,19 + 7:11,:)R,Pa
where VD L(-), VA L(-), and VB L(-) denote again the first, second, and third order derivative of L(-), while

E1((0,7];X;) and &5 (0, 7]; X;) denote intermediate values. Now while the arguments for 7,7 p, 7;1,3R7P, and
’7:5 r,p are identical to the proof of Theorem 1, for 7'1P p, We obtain:

T, - \thR:H(l{XteX}(( (0.7 X)) + == )

_E (1{xt € X} (L (€1 ((0,7]; X4)) + 51((0\}1]3&)))

"For any bootstrap statistic fj; R, We write TA“I’S R & D, in probability, if conditional on the sample with probability
that converges to one, T , weakly converges to the distribution D under Pr ( | {ye+1, X;}thl).
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—1{X; € X} (L (& ((0,7]; X4)) + ((O\,/TT]D Xt))

E<1{XteX}<L( ((0,7]; X4)) + W)))

VP

T

! . 81((0,7: Xe) o
P 21<E (1{Xt€?€} (L(&((O,T],Xt)H 75 — L (& ((0,7];X4))

(=%}

[\v]
=
Sl
Ly
~
~

~

T

Y rh) + O
= \/ﬁt-;(l{xt”}(“ (@rx + 2EEE)
01((0, 7] X¢) >
VP
—1{X; € X} (L (& ((0,7]; X4)) + ((O’% Xt))

B (1{Xt € X} (L( ((0,7): X)) + W)))
+¢(7).

-E <1{Xt eXx} <L (&1 ((0,7];X4)) +

Now, since ¢ (7) # 0, and by A.1, A.2, A4 as well as a CLT for strong mixing observations pointwise in 7:

T 5N (C(7), Vi),

where V7, ;. is the same as under Hy. Hence, under H4 p the statistic will converge to a Gaussian distribution

with mean ¢ (7) and the same variance as under Hy in CASE 1. Finally, for a single interval of the form [z, 7],

(9G]

the same arguments as above apply, but with the drifting sequence E replaced by:

(5-4)

Proof of Theorem 4:
(i) In line with the change in notation for Section 4 of the paper, recall that P denotes the set of probability
measures, P (= Pr), defined on the support of X; such that Assumptions A.1, A.3, and A.4 hold. Also, denote

Py ¢ ={P eP: HE and CASE I-RC holds},
and recall that:

s = lim VPEp ((L (& (I, 7] X7)) = L (& ([rin0): X)) 1{X) € X}).

=HEk,P

Given Assumptions A.1-A.5, by the same argument used in the proof of Theorem 1(i),

§P,R,1 — <1
§P,R,k — Sk — N (0,V)

SP,R,M(JA) —SM(J-1)

where V is a M(J — 1) x M(J — 1) positive semidefinite matrix as defined in (32)- (33) Now, Smax satisfies
the Assumptions 1-6 of Andrews and Soares (2010) by Lemma 1 therein. Thus, since S PRE = S PRk — Sk + Sk
for every k= (j —2)M +14, j = 2,...,J,i=1,..., M, the statement then follows from the result in Eq.(4.2) of
Andrews and Soares (2010), noting that the assumptions of Theorem 4 satisfy conditions (A.2) and (A.3) of
Andrews and Soares (2010) for dependent data (see Section A.2 therein), and that A.1, A.3, and A.4 hold for
a given P € PéfR
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(ii) We treat subcases (a) and (b) together. By the same argument used in the proof of Theorem 1(ii), we

know that, in the case of correct specification, for k = 1,..., M(J — 1) and every P € Péla*RC

\/TD>_1

lim P <|§P,R,k| S A?

R,P—00

for any A > 0, so that, recalling that M(J — 1) is a finite number:

: Qmax P
lim P (SP,R S AIR2> =1

R,P—o0

for any A’ > 0, where
M(J—1)

Sg?: Z §I23,R,k1{§P,R,k>O}~
k=1

Similarly, in the case of misspecification with conditional coverage not equal to the nominal level almost surely,
we know from Theorem 1(ii) that Sp i = o0p(1) for k=1,..., M(J — 1) and every P € P({HFRC. As a result,
it also holds that:

since M (J — 1) is a finite number.

(iii) Under Hf‘c, for at least one k, “\jg — p > 0, with ug bounded away above zero. Thus, for at least one
k, and a given P € PRC

. 1 4
P,%IBOOP <\/PSP’R’]g > 6) =1

for any € > 0. As a result, it follows that with probability converging to one:

M(J-1)
PR =Shrrt Z St Rl {SP,RJ > 0} .
14k

Finally, since
-~ ~ 2 ~
SJQD,R,k = (SP,R,k - ﬂk,P) + Mz,P +2 <5P,R,k - Mk,P) M, P,

the statement follows. B

Proof of Theorem 5:

(i) We use again the same notation as in the proof of Theorem 4 and Section 4. By the same argument used in
the proof of Theorem 2(i)-(ii), for each k = (j —2)M +i,i=1,..., M, j=2,...J, S\IE,R,k has, conditionally on
the sample and for all samples but a set of probability measure approaching zero, the same limiting distribution:

g]&i{k = §P,R,k —VPEp ((L (51 ([Ti,L, TiU) ;X{)) - L (gj ([Ti’L, TiU) ,Xg))) 1 {Xg S X}) .

Since M (J — 1) is finite, as an immediate consequence of the Cramer Wold device,

~

SP.R1
: 4 N(0,V) (S.26)
Sp.RM(I-1)

in probability, with V defined in (32)-(33). Given Assumption A.1-A.5, and the definition of the lag truncation
parameter 7y in the main text, for all k = 1,...,M(J — 1), Ui, p,r — Vi = 0p(1), with vg, = Avar (§p’R’k).
Thus:

I*:_)’I}l%ax

M(J—1) )
= Z (max {O, Shril {SP,R,k > *\/’Ukk/fP}})
k=1
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2

. . 2 . .
+ (maX {O,S}Z,R,kl {SP,R,Ic > —y/ @k,P,RHP}}) - (maX {0, Shril {SP,R,k > —\/Ukkﬁp}})

M(]fj)l 2
= Z (max{O,gﬁ’R’kl{S\RR,k > —\/MFJP}}) (14 0,(1)).
k=1

To establish the 0, (1) term from the last line note that for each k£ and some ¢; > 0 and a given P € ’PI RO,

)
13<’1nm<()SPRkl{Ska3>—V@%hRRHP}})2

(e (0.t {Sone 2 v} )] v 307 )
p< G >€1;{yt+1,x;}$=1) % (1{Ivomrel < 1Spakl < 1v/owwpakel}
1 {|VFpre] < [Sensl < |omsrl})

for almost all samples, where P ( | {vt+1, Xé}le) denotes the probability conditional on the original sample.
Thus, by Markov’s inequality, we have that:

p (‘ (maX {07§P,R,k1 {§P,R,k > —\/5kk,P,RI€P}})2
— (max {075’\}131,61 {S’\p,R,k > —\/@HP}}Y‘ > € |{yt+17X;}tT_1>

< (Ep <(§}3,R,k)2 {yt+1,Xi}tT_1) X (1 {\/@HP <|Sprul < mﬂP}
+1 {mlﬂ? < |§P,R,k| < \/@HPD) /e1,

We will only examine the first term in what follows. Now let Jp denote a deterministic sequence such that
op — 0 as P — 0 and that 5;1(#5%71:71{ — \/Ukk) = 0p(1). Then, for sufficiently large P and some e; > 0:

~ 2 ~
p ((EP ((S;,R,k> |{yt+17X§}tT_1> 1 {\/Ukkﬁp <|Sprkl < v 6kk,P,PH‘EP}> > 62>
~ 2 T ~
P (<EP ((S;;,R,k) |{yt+17Xt}t:1> 1 {\/UkkKP < |Sp.rk| < (\VUkk,P.R + 5P)HP}> > 62)

IN

N

N 2 2\ 2 .
< CEp <EP <(S;,R,k) {yt+1,X2}tT:1) ) Ep (1 {\/Ukkﬂp <|Sp.rk| < (/Vkk,P.R + 5P)I€P})
= 0(1)o(1),

where C' denotes some positive constant and the O(1) term follows from similar arguments to the ones used in
Theorem 2(i).
Now, let ¢ g p1_, be the (1 —a) critical value of S* "% based on B bootstrap replications. Also, consider

a sequence {yp}¥_, with vp = (y1,p, -, YI—1)M.P) and each vp € PI7RY such that vVPyp — h and

/iple'yp—>£whereh£€RJ DM with R_ ={r e R:2 <0}and R_ o = R_U{—o0}. Then,
let cgp.p1—o be the (1 — «) critical values of SE‘}%‘ under the drifting sequence vp. By Lemma 2(a) in the
supplement of Andrews and Soares (2010), Cpi1-a < CR,P1-o almost surely for all P for a sequence such

that ¢pq_, LS cl o = limp R P Cp g p1-o Doting that the assumptions of Theorem 5 together with the
HAC estimator Uik, p,r satisfy conditions (A 2) and (A 3) of Andrews and Soares (2010) for dependent data,
and that A.1, A.3, and A.4 hold for every vp € 73 RC " Also, under the drifting sequence {vp,P > 1},
limp pyo0 CR,P1—0 = c]; ., Which is the (1 — «) critical value of the limiting distribution of §max in Theorem
4. The first part of Theorem 5-(i) then follows from subsequence arguments analogous to the ones used in the
proof of Theorem 1(i) in Andrews and Soares (2010). The results for the second part of Theorem 5-(i) on the
other hand follows analogously by Lemma 3(a) and Theorem 1(ii) in the supplement of Andrews and Soares
(2010).
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(ii)-(a) From Theorem 1(ii)-(a), for each k& = 1,...,(J — 1)M, S’\p_,R_’k = 0y (%) On the other hand,

Uk p.r = Op ( v 1;1;,)’ and kp — 00 as P — oo. Thus, since I[p — 00 as P — oo, from Theorem 2(ii) for all &

and all P € PéI“_RC:

lim P ((max {0,§p¢3$k} - max{O, §}737k1 {gpyRyk > —ml‘ﬁp}}> > 0) = 0.

P,R,B—

The result then follows from a standard subsequence argument for sequences {Pp}%¥ | with Pp € Pé fa=RC
for all P, which has been omitted for brevity.

(ii)-(b) This follows by the same argument as in (ii)-(a) noting that here §p,R,k =o,(1)foreachk=1,...,(J—
1)M from Theorem 1(ii)-(b), while:

Shaul(r) S N (0,704(r))
in probability.

(iii) As in (ii), assume again without loss of generality that the null is violated for the first K models with
K+K =(J-1)Mand K >0. Forke{1,...,K}, *i;g > 0 and so as P — 0o, ug,p — 00 at rate VP. Now,
for sufficiently large P, it holds that:

§}r§f}%‘ = Z (max{07§p737k})2 + Z (max{O,gp’R’k})Q

ke{l,.. K} ke{K+1,....(J—1)M}
~ N 2
= Z Sp Rkt Z (maX{O,Sp7R7k}) .
ke{1,..., K} ke{K+1,...,(J—-1)M}
Since,
~, ~ 2 ~
Z Shri= Z (SP,R,k - /Lk,P) + Z L. p +2 Z (SP,R,k - ,Uk,P) MK, P
ke{l,...,.K} ke{l,...,K} ke{l,...,K} ke{l,...,.K}

and diverges to 400 as P — oo, while §};ﬂ§ax converges, conditional on the sample, in distribution also under
HZEC. The statement then follows. W

S.2.3 Proofs of Lemmas
Proof of Lemma Q.1:8
(i) In analogy to the notation of Angrist et al. (2006), let

=

1 -1

R <
J

Qr(r.B) = 5 D (prlysss = XjB) = pr(yin — X}81 (7))

1

and

Que(r.B) = B (pr (g1 = X18) = pr (01 — X}81(7)) ).

Then, pointwise in 3 and 7, Qg(T, 3) 2 Qu (1,8) by A.1, A.3, and McLeish’s law of large numbers for strong
mixing processes. Consistency of By(7) for 6T(T) pointwise in 7 then follows by the same arguments as in the
proof of Theorem 3 of Angrist et al. (2006).

(i) To establish stochastic equicontinuity w.r.t. the pseudo-metric pgx7 (-, ), first note that the function class
F1 = {1{yj+1 < X]’ﬂ} HIC RS B} is a VC subgraph class by the arguments in the proof of Theorem 1 (see pp.16-
17) and thus belongs to a bounded Donsker class. Moreover, note that the function class Fo = {r —7:7 € T}
also belongs to a bounded Donsker class. As a result, the functional class F; — F3 is the difference of Donsker
classes with envelope 2 whose covering numbers satisfy (S.23). Thus, letting F3 = {X;}, by Assumption A.1
and Lemma A.1 in Ghosal et al. (2000):

1\
N (el Xl ol FrFaFs, L2(Q)) < a <> ,

€

8For notational simplicity, we drop again the model subscript j.
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with square integrable envelope 2maxye(1,....a} | X;k|. Stochastic equicontinuity follows thus again from Corol-
lary 2.1 in Arcones and Yu (1994).

(iii) By Equation (4) and A.3 (see e.g. Gregory et al., 2018), it holds that:

R-1
1 ~

=X (1 {1 < XiBr(n)} - 7)

VR =
R-1 R

< damm %550 {wis1 = XiBr (1)} = 0,(1),
j:
where the last equality follows again from the fact that maxi<;<r || X;| = op(R%). Moreover, by parts (i) and

(ii), conditional on the sample, we have that:

% é_l (Xj (1 {yjH = X;BR (T)} B T) —Er (XJ' (1 {yj+1 < XJ/‘BR (T)} - 7')))
B % 14%__1 X (1 {yjﬂ = X;ﬂf (T)} B T) —Er (XJ' (1 {yj+1 < Xg/ﬂT (T>} - 7')) + 0p(1).

=0

Thus:
= R ] Bl T
75 Jz::l Er (Xj (1 {Z/j+1 < X;Br (T)} - 7)) =75 ; X; ((1 {yj+1 <X;B (T)} - T)) + 0p(1).
Via a mean value expansion of the left hand side around 8" (), we have that
R—1
=% (i X587 ()} = 7) = HEOVE (Ba(7) = 81 (1) + 0,(1)
j=1

Using A.3(ii) establishes the Bahadur representation for vR (BR (r) - Bt (’7’)) |

Proof of Lemma L.1:
(i) Recall that:
Yt+1 = m(Xt,O:rn) + 0o (Xt, 0};) €t41-

Consistency of §m7 r and 50, r follows from Assumption A.6(i). To show consistency of B r(7) for BT(r), let:

Yt+1 — (Xu ém.,R)

g (Xt, 50,R)

Y —m(X,00)
€t+1 =
g (Xt,92;>

Then, after some algebra:

and €t+1

m(X,05) — m(Xt,ng) g (Xtv 91—) -0 (Xta/éo,R>

€41 — €441 = = + = - (yt+1 - m(Xt;OIn)) :
o (Xt7 00’,3) o (XhGG,R) o (Xt7 02)
Next, recall that BR(T) is defined as:
R | Bl
= —1{641—B8<0
Br(T) = arg glelél tz:; €1 — B) (1 —1{&41 — B <0})

From Lemma Q.1(iii), we have that:
(Ba(r) - 8(n)
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= HEOT LY (1 {fn <810} 1) +o,(1)
lt_R—l
= —H(r)" I Z (H{eq1 < BT (1)} —7) (S.27)
e
()7 5 Y 1{En <610}~ 1{an <41 (0} +0,(1)
t=1
Now, using A.6(iv):
Ll Fay i
H (1) Rzl{ftJrl <BT (1)} —1{e1 < BT (1)}
- 71lR71 o ) T
= H(T) R 1{€t+1 < 5 (7') (€t+1 €t+1)} 1 {€t+1 <p (7)}
NEAS . : i :
= H(T) R ((1 {5t+1 <pB (T) - (5t+1 - 6tJrl)} - Fe (5 (7') - (€t+1 - €t+1)))

HH (@) 5 Y (B (61 ()~ @ — ) = F (51 (7))
= HE LY (B (B0~ s — ) — B (8 (7)) +oplB7Y),

where the last line follows again from Corollary 5.1 in Hall and Heyde (1980) and the fact that:

R—-1

™ (1 {erss < B} — F.(8))

=1

H(r)™"

-

with H (1) = E (ft+1(q(¥(7); X¢)| X)) is stochastically equicontinuous in § € B using similar arguments as for
A; p in the proof of Theorem 1 and the fact that H (7) is bounded by A.3. Thus, by mean value expansions
around Hjn and O:f,:

R—1
B 23 18 (7)) G — )
t=1
B L 1T&E f(B() i\ (3 i
= —H(7) R t=1 0 (Xt,ejr) Vonmn(te:On) (em’R a Gm)
R—1
~H(r)™ % (B(7)) Vo,0(Xt+1,65) t+1 (BU,R - 03) +op(1)
=1 O Xt,OJL,) g (Xt700)

Consistency then follows from Assumption A.6(i) as (gmﬂ - Oin) = 0,(1) and (&;,R - 0];) = 0,(1), and from
the fact that:

by Lemma Q.1(iii).
(ii) Using the expansion from part (i), note that by Assumption A.6(ii) uniformly X € X

VR (Q‘r (;LR;X) —qr (W;X))
= Ve.m(X,00 )WR (ém,R _ 0;) + Voo (X, 0;) ar(es)VR (Eg,R - 0;)
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+o (X, 02) (H (r)~" % (I{et+1 < gr (€141)} — 7)

R—-1 + R
H™ 2 > o <et+1>)m¢§ (8- 61,)
- i
—H (7)™ ;T_: Jfelar (ft+1))€t+1w\/ﬁ (aa,R - 0:[;) +op(1),

where the 0, (1) term holds uniformly in X € X by A.3(iii). Now, using the expansions from Assumption A.6(ii),
we obtain:

VE (4 ($m5X) —q (W;X))
= Vemm(X,Oin< 7n\/>zv9 ys+1,X5,97,L’9T)>

R—
+Ve, 0 (X, 93) qr(€i41) | My = Z ys+1;Xsa0m7el')>

/\

o (X7 63) < 1R Rzl (1{etr1 < gr (€141)} — 1)

t=1
R—1 R—
1 v X,6!)
S DINCEIIACRCCLEY (U s s )
t=1 g (AX7 00> s=1
R—1 Vo, o (X,0] R—1
“HO Y fa <et+1>>et+1<> L STV C(air, X0, 01,,600) | | +0,(1).
R o2 (X, 9:5) VR s=1

Given A.6(iii)-(iv), we have by a uniform law of large numbers for strong mixing observations uniformly in
XeX:

. t t
;R_ A (QH))W %5 | fula, <et+1>>m
(0 (x0)
R— Ve, o | X,0] ) Ve, o | X,0]
; (€t41) etHW BE | felar (€t+1))€t+102<)(703)
|

S.3 Bootstrap Two-Sided Case

In this section, we extend the bootstrap statistic from Section 3.3 of the main text to two-sided intervals [rr,, Ty]
and then briefly comment on the two-sided extension of the multiple models and intervals test in Section 4 of
the paper.

Now, in the two-sided, single interval case [rr,, 77] we have that:

S gz, v))

T—lp—1 t+ip
= # Z €t <Z (A\I,P,R,s([TL’TU]) - EQ,P,R,S([TLJUD) + (EI,P,R,S([TL;TU]) - EQ,P,R,S([TL;TU]))>

lR 1 t+lr

Z us Z (Dl prs([TL, TU]) — ﬁQ,P,R,s([TLyTU])> ; (S.28)

where for j =1,2:

~

Aj pr([TL,T0])
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= 14X, € X} (L (Coopom (I, 70} X) = (0 = 72))

T-1

1

P
s=R

L (aj,P,R ([t 1) Xs) = (1o — TL))>

Bj.pri(rn, )

= UX; € X}VL (Ciorr (fr, 70l Xe) = (r0 = 72) ) (1{ X} By 0 (72) < pows < XJ, B, (70) }
- (ﬁtﬂ,P (X]/‘,tBj,R (tv) |Xt)) - ﬁt—&-l,P (X]/‘,tBj,R (71) |Xt))

and:

~

Djprillr,w]) = Ajr(mw) (ﬁ;}{R (tv) X1 ({yt+1 < X§7tﬁj’R (TU)}) - TU)

e (A 5t ({2 X B ) )

and the terms KLP’R (), PAIJ_}% (+), and ﬁH_Lp (-|X¢) are as defined in the main text.

Similarly, for the multiple models and intervals case we may compare the relative conditional coverage error
of models 1 and 2 over M two-sided intervals, [r;r,Tiv], ¢ = 1,..., M. These intervals could potentially be
overlapping in the sense that one could potentially compare models over, say, intervals [0.1,0.3],[0.2,0.4] and
so on. The null hypothesis is:

HEC . max '7maxME ((L (51 ([Ti,L,TZ‘,U] ;Xg)) - L (5]- ([TZ‘,L,TZ‘,U] ,Xg))) 1 {Xg € X}) <0

7j=2,....Ji=1,...,

versus:

i e, o, (06 (ol sx)) 2 (5 (i) 1 <)) o

In analogy to before, for each competitor model, j, and interval, i, let (suppressing again the P,R dependence):

o~

Ajy ([Ti,Ua TiL) s Xi)
T—1

_ <L (@P,R ([Ti,U,n,L} Xg)) _ % I (@,F,R (i 7.1 ,Xgl))) 1 {X{ c Xj}

s=

while éjﬁt ([Ti’U, Ti.L] ,X{) is the term associated to nonparametric estimation error:
Bj. ([Ti,U, Ti,L) ,X{)
= VL ((E/‘\]‘,P,R (X{, [Ti,UaTi,LD) (1 {X]/‘,tgj,R (7i,0) < Yey1 < Xj/‘7tgj,R (Ti,U)}
- (ﬁt+17P (Xj/',tB\LR (Ti,v) |X{) — Fip1p (X§,t3.j,R (Ti,L) |X§))) 1 {Xi € Xj}~
In addition, for t =1,..., R — 1, we let ﬁj,t ([7i,u, Ti,1]) denote the parametric quantile estimation error for
model j and interval [r; i, 7, 1]. That is:

~ ~

D;i([nu,mit]) = Njpr(tiv) (A;}g (Ti,0) Xt (1 {yt+1 < le‘,tgj,R (Ti,U)} - Ti,U))

*Kj,P,R (1i,) (ﬁ]f}% (1i,) Xt (1 {yi+1 < Xj/‘,igj,R (Ti,L)} - Ti,L)) .

S.4 Bootstrap Location Scale Model

In this section, we provide the formula of the bootstrap statistic in the case of the location scale model and
outline the differences in the proof of Theorem 2 for the case of the nonlinear location scale model. Focusing
on model 1 and one-sided intervals (0, 7], recall that in the location scale case:

Ria(r) = B (14X, € X}VL (€1 (w10 Xe) = 7) fera (g (] (7): X,.0)1X1) Ve, m( X1, 65,,) )
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Aio(r)=E (1{Xt € X}VL (01 (¢1(T)§Xt) - T) frr1(a-(](7); X1,4)|X1) Ve, 0 (Xl,tvell) (Jr(él,t+1)> ;

Ais(r)=E (1{Xt € XIVL (01 (ﬂ(ﬂ;xt) - T) Fort(gr (1 (7); X1.0)|X0)o (Xl,t, 0;1)) ,

as well as:
Yt+1 — m(Xl,t,einl)

€1,t+1 =
U(Xl,taegl)
Thus:
\/FR 1
= P(h1(7); Y1, X1,e)
t=1
\/FR 1
= 7 A1,1 Ml vaWLC(yt+17X1t70m1’ 0'1)+A1 2( )Ml UVO C(yt-i-lelt?emlveT )
t=1

~ _ _ Ve, m(Xy, 0],
+A1,3<r)((H1 (M7 Ueren o o)} =) = [ B 0B [ fula, <el,t+l)>"<X(;T)1)
o ty
XM, Vo, ((yrs1, X11,6},,.65,))
Vo, (X1.,65,)
g (Xl’hel.l)

with H; (7) as defined in A.3 of the main text and:

—Hy (1) B | fe, (- (e1,041))€ne41 MfiveaC(ytﬂ,Xl t 0m170T )))

M = E (V) C(yrs1, X1.0,0L,,.00,))

M1 o = =E (V( )C(yt+17X1 t>0m170T ))
Now, define:

o~

G140 (7) = HXo € XYL (Cop ($ra(1)i X ) = 7) Fira(ar (o l7)s Xj) [ Xo)
where 6’17p (1//\11712(7'); Xt) is again constructed as in the main text, while:

a1,P (1//\)173(7%);)(15) - 51,13 (@7’173(77@71);)(1:)
@ (1 m(11); Xj0) — ar (1 g (Te1); Xj0)

Fer1(ar(y p(7); X;.0)1Xy) =

for some 7,_1 < 7 < 7%. In addition, let:

A11P Z 7)Vo,. m(X1,6},,)
—R
- | T2
Ao p(T) = P W1,4(1)Ve, 0o (X1,t7921> q-(€1,041)

—R

| T2
A13.p(T) 2 W1,(T)0 (Xl,tagjyl) Ve, 0o <X1,t,921)

=R

where ¢, (€1,441) = BLR(T). Finally, let:

R-
Mimpr=— Z Ve ¢y, X1, 05,600

with M 1,0,r defined analogously, and:

~ ~ Y1 —m(X1,4,01m R)
€1,t+1 = = s
0(X14,01,0,R)
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so that:
Ve, m (X1,t, 91,R,m)

o (Xl,ta a1.,R.,g)

T—1
. 1= _
Vimp =5 > fer (a7 (Fr441))
t=R

Vo, o (X1,t, 91,R,a) R
= €1,t+1-
o <X1,t701,R,J)

T—1
. 1= _
Vier =5 > fer (a5 Er41))
t=R

Here:
R | Rl
fa (ar (€1,641)) = 57m > K((gr (ri41) — g (E1i41)) /he)
€ =1

for some bandwidth sequence h. satisfying he — 0 and Rh. — co. Then, letting the corresponding quantities
for model 2 be defined accordingly, we have that:

LS LS,1 LS,2
Spr(T)=8pR (1) +SpR (1)
where, setting again [p = [g = [ for notational simplicity, we have that:

LS,1
S;D,R (1)

_ \/1]3Tt_ZleEt<§1{XieX}<(L (6 (1.0 %,) —7) — L (G (B n(r)iX,) — 7))

+ (VL (d ("zl,R(T);Xi) - T) (1 {yz‘+1 <4qr ("zl,R;Xl,i)} - ﬁt+1,P (QT (17’1,R§X1,z‘> |Xi))

L (s (Baner X) =) (1 {ui < tr (B %) b= P (ar (B (7)1 %) m)))))

and

LS,2
S;R (7)

BRIl . R R
= 5 M (Z <A1,1,P(T)M1’71W,Rvemc (yi+17X1,i7al,R,maal,R,a)
=1 i—t

+/~\1,2,P(7)M1_,t17,R< <yi+1,X1,z‘,§1,R,m,gl,R,cr) + /~\1,3,P (ﬁfl (7) M{Erit1 < gr (€1,i41)} — 7)

e . .
—Hi (1) Vim,pPMy ,, £V, C (yi+17X1,i7 01, r,m, 91,R,o)

)

—H; 1 (1) Vi, pPMy  pVe,C (yi+17X1,ia01,R,ma01,R,a))>

~

~ — . .
Az1,p(T)M; . gV0,.C (yi+17X2,i7 02 Rm, 02,R,a>

VR

+1~\2,2,P(7)ﬁ£},’1{< <y¢+1, Xo.i, a2,1—:1,m, az,R,cr) + /~\2,3,P (ﬁfl () (1 {22,i+1 <4qr (/5\2,i+1)} —7)

~ ~ P — —~ —~
—1
—Hy " (1) Va,m,pMs , £V 0,.C (yi+1vX2,i792,R,m>92,R,o)

—Hy ' (1) @,U,Pﬁif,vaagC (yiJrlaXQ,ia/éZ,R,maaZ,R,a))))

where &; and 7 are again i.i.d. random variables independent of the data and drawn from distributions N (0, 1/1).
Under h, satisfying he — 0 and Rh, — oo and the assumptions A.1, A.2, A4, A.5 and A.6, the results from
Theorem 2 then follow using similar arguments to the proof of Theorem 2.

S.5 Recursive Estimation Scheme

For notational simplicity, consider again the case of quantile regression. Also, for brevity, we outline only the
test statistic for the pairwise comparison and one-sided interval case. The key difference between the fixed and
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the recursive estimation scheme is that for the latter, at each time ¢t > R, we re-estimate the quantile models,
using the newly available data. That is, for ¢ > R, we define:

~

t
1
Bj(r) = agmin - Z; pr (yst1— X}..8)
s=

o~

0 (B Xje) = X;—Tt,@jJ(T). For t > R, the associated conditional coverage is defined as

Clpy (15X4)
T—1

1 1 . X, - X,
= = 13yst1 < ¢+ (B X50) t K () .
Ph? Z 71 (X,) { L } h
Letting ETPf (1;X¢) = GJ,P,t (1;X¢) — 7, define also
1 T—1 ~
SPR = L (51 Pt (3 Xt)) - L (SZT,P,t (T§Xt)) ) (S.29)

t:R

with X; = X; ;U X5 ;. Heuristically, in order to obtain the “recursive scheme counterpart” of Theorem 1, we
need to strengthen the statements Lemma Q.1 so that for all 7 € T and j =1, ..., J:

(i) supes || B4 (7) = BI()|| = 0(1)

(ii*) For all t > R, the following linear expansion holds:

75 =ZR (Biun - £i(n)
H;

3 iX ( {ys+1§X;ﬁ;(7)}—7)+op(1)_

s=1

=
-

S

1
P

t

Il
s}

Using the asymptotic linear representation from Theorem 1 in CASE I, we have that

§;3,R (1)

1 T

= 75 WX € XL (Cy (X)) —7) — H{X: € XL (Co (13 X4) — 7)

t

|
—

||
=

A1,¢(T) Az ¢(T)

T Z {X; € X}VL(Cy (1;X4) — 7) (l{yt+1 <q (B X1} - Ft+1(Qr(5I§X1,t)\Xt)>
=R

Bl,t(‘r)

T-1
\1F Z X € XY}IVL(Cy (1;X4) — 7) (1{yt+1 < ¢-(BL; X2,0)} — Fis1(a-(BL; Xa, t)|Xt))
Ba,+(T)
1 T-1 1 t
MO E 0723 3 X (e < X810} - 7)
= s=1
t=R PR
1 T-1 1 t
Ao (VO = 3 YK (e < X385 ()} - 7) [+ o(0) (5.30)
t=R s=1
Da s(7)

with A; (7) and H,(7), j = 1,2, defined as the main text. The asymptotic variances of the first two terms on
the RHS of (S.30) are as in the fixed estimation scheme. As for the asymptotic variance of the third term, by
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Lemma A5 in West (1996),

1 1
Avar <A1 (1) \F Z SZ Ao (T) H, (T)—P n Z Do s (T))
= 2IIA; (1) Hy (7 )ZDl,TDl,THfl(T)A (1) + 2I1Ay (1) Hy ' (7)Ep, . by, Hy ' (T) A2 (7)

—ATIAy (7) H (1) 2D, D, Hy ' (T)A2 (7)

with I = (1— 7 'In(1+7)), 7 = limprooo 5, and Sp, p,, = Yoo E(D1(7)D144i(7)"). Also, using
model 1 as an example, by Lemma A6 in West (1996):

T-1 t
Acov(Al( 1PZ< ZDls ) x Ay (T )))
= Ay (1) H H(7T)Ep, 4,

Wlth At(T) = (Al,t(T) — A27t(7)) and ZDLT,AT(T) = Z;.i—oo E (Dl,t(T)At+i (T)) s and

Acov(Al( \fZ( ZDls x By( )))
= A (1) H{ Y (7)p, . B,

with By(1) = (B1,4(7) — B2y(7)) and Xp, B, = > 1o _ oo BE(D1,4(7)B44(7)). Following the proof of Theorem 2

1=—0Q

in Corradi and Swanson (2002), we can then modify the wild bootstrap statistic in such a way that it properly
mimics quantile recursive estimation error. That is, let:

SER(7)
T t+lp

N 1P é_lgt <Z ((ELP’R”'(T) N ‘ZQvPvRvi(TD + <§11P,R,i(7) - E&P,R,i(T)) (S.31)

i=t

o~

A1 p 5 (7) By b (1) D1p g (1) = Mo, p g (7) Hy b (1) Ds p s (T)))>

s

T—lp—1 [t+lp ~ . N =
+ (200 - 11)'/? \F Z m(Z (Al,P,R (1) Hy p(T)D1,p.ri (1) — Mo.pg (7) Hy y(T)Da.p R (7'))>7

i=t

where, for j = 1,2, the quantities A\j,P7R7i(T), Ej_’P,R,i(T), ﬁij(T) and /AXj,p,R (1) are defined as in the main
text, while:

o~

Db (1) = X, (1{w1 < XBya(r)} = 7).

Importantly, note that in the construction of ;{j’p’R’i(T), Ej’p’R’i(T), and D; p g+ (T) we just need a consistent
estimator for ,6';[ (1), and hence can just use an estimator based only on the first R observations as in the fixed
estimation scheme. R

As explained in detail in Corradi and Swanson (2002), the logic underlying Sp'z(7) is the following: The
first three terms on the RHS of (S.31) properly mimic, conditionally on the sample, the limiting behaviour of
§£) r(7T) but for the fact that the contribution to the variance of quantile recursive estimation error is multiplied
by II rather than by 2II. This is why a correction term is applied to the statistic, namely:

~

T—Ilp—1 t+ilp
1 —~ ~ = —~ -~ =
Cr-m 3 m(Z (R1.pr (1) Ay (1) D1, pmi (7) = Ropor (7) Hy (1) Db (7))
t=R i=t

In addition, note that ¢; does no longer exclusively multiply the expressions involving 1@7 p.r,i(7) and ’BSJ», pRi(T),

j = 1,2, but also the term involving D; p ri(7) and D p ri(7) to capture the dependence of the parametric
estimation error and the remaining components.
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S.6 Extension to CAViaR Models

Conditional Autoregressive Value-at-Risk (CAViaR) models (Engle and Manganelli, 2004) are a popular choice
to model dynamics in financial data. In this section, we outline how this model type can be accommodated
in our set-up and used for our test(s). In particular, we will exploit the CAViaR representation of the linear
GARCH model and the two-step quantile regression procedure proposed by Koenker and Xiao (2009). To this
end, we focus on a linear GARCH(1,1) for notational simplicity, and drop again the model subscript j. That
is, let:

Yt+1 = Ot+1€¢+1,

where €;41 is i.i.d. with mean zero, unknown distribution, and strictly positive density everywhere. The variance
parameter on the other hand is given by:

orr1 = Bo + Bror + 7yl (5.32)
Then, denoting X; = (1, oy, |y¢|), the 7-level quantile of y; conditional on X; is given by:
¢ (' Xy) = o 1 F7N (1) = (Bo + Brow + miluel) F M () = X[07 (1), (S.33)

with 07(7) = ((Bo, B1, 1) F1 (7'))/7 where F¢(-) denotes the marginal cumulative distribution function of e,
and so F~! (1) denotes the T unconditional quantile of ¢;. Given (S.32) and (S.33), we can now obtain a CAViaR
representation for ¢, (¢T; Xi) as

a- (P15 Xe) = B3(T) + Bigr (0% Xo—1) + 71 (7)|we] (S.34)

with B5(7) = BoF. 1 (1) and v*(1) = 4 F. ! (7). Note that (S.34) corresponds to the symmetric absolute
value CAViaR representation in Engle and Manganelli (2004, p.369). Also, note that 55(7) and v*(7) are
quantile-level dependent, while 5y is instead a global parameter, independent of 7. Since ¢, (0 X:) depends
on unknown parameters, we cannot directly estimate 33, 81,7* via nonlinear quantile regression. Koenker and
Xiao (2009) suggest a two-step estimating procedure and establish the asymptotic properties of both parameters
and conditional quantiles, respectively. In what follows, we outline the case in which the estimation steps use
only the first R — 1 observations.

Given (S.33) and a set of regularity conditions (see Koenker and Xiao, 2009), o; has an ARCH(o0) repre-
sentation, and

("/’T Xt _040 +Za1 |yt _7| (S~35)

where a; (1) = a;F.7 ! (1) and «ap set equal to 1, and with the a;, j = 1,..., satisfying certain summability
conditions. In particular, since o (7) decays at a geometric rate in j, we can approximate ¢, (BT; X:) in Equation
(S.35) with m lags (where m — oo at a logarithmic rate). Estimation can then proceed by taking a grid of
quantile ranks 7y, 79, ..., Tk, and by running K separate quantile autoregressions of order m using the truncated
version of Equation (S.35), to get:

~

a1 R (7_1) PIREES) 6277*L,R (7—1)7 sy 621,R (TK) PREXS) 6[\m,R (TK)

TR TK,R

Then, letting a = (a1,...,am,q1,....qx) and ¢ (a) = (q1,01q1,. -, @mq1;- -, 4K, 14K, - - -, Am(K ), With ¢; =
F71 (1), compute:

B = argmin (e — ¢ (2))' An (7 — ¢ (a) (5.36)

with Ap is a K (m+ 1) x K(m + 1) weighting matrix, with K and m denoting the number of quantile levels
and the truncation lag, respectively.
Given ag, we can then obtain an estimate for oy, t = R, ..., T as:

ot,r = ao,R ( +Z%R ) ye—;l, t=R,...T

so that )A(tyR = (1,0¢R, ly¢|)'. In the last step, we perform a quantile regression of y,, onto )A(tyR to obtain an
estimator of the conditional quantile parameters 8" (7) as defined in Eq. (S.33):

=

N 1 B!

O (1) = arg nin E PT (yt—H - )?2,39) :
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This in turn provides an estimator of the 7 conditional quantile:
Gr.r(¥r; Xe.r) = X{ gOr (7).

For the test and the wild bootstrap statistic, the key difference with respect to “standard” quantile regression
is that we need to take into account also the generated regressor X; g, due to the fact that X, g is an estimator
of X} since 6141 g is an estimator of oy.

From the proof of Theorem 1, in CASE I, the first order term of the contribution of parametric quantile
estimation error (in the one sided case) due to one of the models is given by:

\/lﬁj__R HX; € X}VL ( ('¢T;Xt) - 7') fe1 (QT (1/’T;Xt) |Xt> ()?é,RaR (1) — X;6' (T)) + 0,(1)
— \/1]3T=; X, e XIVL (C (U’T?Xt) _ 7—> fre1 (QT (d’T;Xt) |Xt) X{ (§R () — ot (7_))
T-1

\1F Z 1{Xt € X}VL ( ("PT;Xt) - T) Jt41 (QT (¢T;Xt) \Xt) <)A(t,R - Xt)laT (T)
+Op(smaller order)

Now, under the regularity conditions of Koenker and Xiao (2009), we have from their Theorem 3 that:

VR (@R (r)— 6 (T))

1 o 1 B2l /
= WH (7)72)@1 {ys_H SXSQT (T)}

() ®VR(ag - af) +0,(1) (8.37)

where the second component captures the contribution of generated regressors to the asymptotic distribution
with @ being a vector of the first m components of ar as defined in (S.36) (af denotes its population
counterpart), and ¥ an m X m matrix (see Theorem 3 of Koenker and Xiao (2009) for details). Also, from the
proof of Corollary 1 in Koenker and Xiao (2009),

% > iX e )V (€ (' %) ~7) foor (a- (#:%.) 1X.) (Rn — X2) 67 (7)
t=R

- ﬁ j;: X, € XIVL (C («/;T;Xt) - 7) fro (qT (W;Xt) \Xt) (S:38)

/

0
< (lwels oo lyeeml ) VR (@r—at) | 07 (7)+0,(1).
0

It is immediate from (S.37) and (S.38) that when constructing the wild bootstrap statistic, we would need an
extra term capturing the contribution of (ar — ag) .

Given that estimation of CAViaR models is typically implemented using daily observations, and so the
available sample consists of several thousands of observations, it may be more convenient in practice to rely
on subsample based critical values. On the other hand, in the GaR applications we only use few hundreds
observations and so subsampling is not a viable option.
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S.7 Additional Monte Carlo Results

S.7.1 Small Sample Size (T = 120), otherwise same set-up as Main Results

Table S1: Rejection Rates: Pairwise - Single Quantile Level - Small Sample Size (T' = 120)

T =120 DGP1 DGP2 DGP3

=1 7=01 0.0655 0.0220 0.0520
7=0.2 0.0460 0.0105 0.0880
7=0.3 0.0435 0.0130 0.1256
=2 7=0.1 0.0530 0.0235 0.0515
7=0.2 0.0480 0.0125 0.1111
7=0.3 0.0415 0.0125 0.1326
l=5 7=0.1 0.0430 0.0220 0.0455
7=0.2 0.0415 0.0135 0.0900
7=20.3 0.0400 0.0105 0.1231

Table S2: Rejection Rates: Pairwise - Multiple Quantile Levels - Small Sample Size (7' = 120)

T =120 DGP1 DGP2 DGP3

=1 0.0600 0.0185 0.1721
=2 0.0565 0.0185 0.1896
=5 0.0475 0.0160 0.1761

Table S3: Rejection Rates: Multiple Models - Multiple Quantile Levels - Small Sample Size (T' = 120)

T =120 DGP1 DGP2 DGP3

=1 0.0800 0.0055 0.1676
[=2 0.0655 0.0060 0.1726
=5 0.0575 0.0065 0.1446
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S.7.2 High Time Series Dependence (p = 0.7)

Table S4: Rejection Rates: Pairwise - Single Quantile Level - High Time Series Dependence (p = 0.7)

T =240 DGP1 DGP2 DGP3

=5 7=01 0.0645 0.0220 0.1251
7=0.2 0.0730 0.0175 0.2051
7=0.3 0.0725 0.0170 0.4932
=10 7=0.1 0.0570 0.0205 0.1071
7=0.2 0.0730 0.0175 0.2081
7=0.3 0.0595 0.0175 0.4527
=20 7=0.1 0.059 0.0170 0.1081
7=0.2 0.0555 0.0165 0.2071
7=03 0.0555 0.0165 0.4187

T = 480 DGP1 DGP2 DGP3

l=5 7=0.1 0.0900 0.0145 0.2576
=02 0.0990 0.0220 0.6123
7=20.3 0.0900 0.0140 0.9585
=10 =01 0.0635 0.0135 0.2101
7=0.2 0.079 0.0230 0.6033
7=03 0.0805 0.0140 0.9390
=20 7=0.1 0.0710 0.0145 0.1971
7=20.2 0.0730 0.0210 0.5013
7=0.3 0.0625 0.0115 0.9260

T =960 DGP1 DGP2 DGP3

=5 7=01 0.1021 0.0085 0.5883
7=0.2 01281 0.0160 0.9865
7=03 0.1116 0.0155 1.0000
=10 7=20.1 0.0840 0.0085 0.5448
7=0.2 0105 0.0120 0.9850
7=03 0.0950 0.0145 1.0000
=20 7=20.1 0.0830 0.0095 0.5273
=02 0.0795 0.0135 0.9665
7=20.3 0.0780 0.0120 1.0000
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S.7.3 High Time Series Dependence (p = 0.9)

Table S5: Rejection Rates: Pairwise - Single Quantile Level - High Time Series Dependence (p = 0.9)

T =240 DGP1 DGP2 DGP3

l=5 7=0.1 01436 0.0320 0.1676
7=0.2 0.1576 0.0305 0.2391
7=03 0.1516 0.0260 0.4122
=10 7=0.1 0.1101 0.0305 0.1471
=02 01221 0.0320 0.2216
7=0.3 0.1306 0.0290 0.3007
=20 7=0.1 0.1026 0.0340 0.1541
=0.2 01026 0.0295 0.2131
=03 0.109 0.0240 0.2166

T = 480 DGP1 DGP2 DGP3

l=5 7=0.1 01736 0.0200 0.2591
7=0.2 01911 0.0265 0.4487
=03 0.1826 0.0205 0.8324
=10 =01 01331 0.0170 0.1996
7=0.2 01441 0.0250 0.4577
=03 01256 0.0185 0.8229
=20 =01 0.1146 0.0225 0.1816
=02 01176 0.0270 0.3607
7=03 01136 0.0175 0.6363

T =960 DGP1 DGP2 DGP3

=5 7=0.1 0.1861 0.0150 0.4812
=02 02161 0.0155 0.8844
=03 02171 0.0220 0.9985
=10 7=0.1 0.1476 0.0165 0.3992
=02 01636 0.0160 0.8379
7=03 0.159 0.0210 0.9950
=20 7=0.1 01086 0.0165 0.3247
7=0.2 01221 0.0150 0.7374
=03 0.1211 0.0230 0.9920
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S.7.4 Correlation in X;; (¢ = 0.25)

Table S6: Rejection Rates: Pairwise - Single Quantile Level - Correlation in X ;

T =240 DGP1 DGP2 DGP3

=1 7=01 0.0685 0.0180 0.1036
7=0.2 0.0715 0.0210 0.2351
7=03 0.055 0.0125 0.5163
=2 7=20.1 0.0610 0.0180 0.0840
7=0.2 0.0645 0.0125 0.2731
7=0.3 0.0565 0.0125 0.4802
l=5 7=0.1 0.0485 0.0165 0.1016
7=0.2 0.0475 0.0140 0.2361
7=0.3 0.0430 0.0135 0.4877

T = 480 DGP1 DGP2 DGP3

=1 7=0.1 0.0625 0.0090 0.2656
7=0.2 0.0720 0.0160 0.6823
=03 0.0825 0.0145 0.9685
=2 7=0.1 0.0655 0.0115 0.2341
=02 0.0725 0.0150 0.6978
7=20.3 0.0790 0.0165 0.9710
=5 7=0.1 0.0475 0.0095 0.2246
7=0.2 0.0610 0.0155 0.7194
7=0.3 0.0600 0.0160 0.9680

T = 960 DGP1 DGP2 DGP3

l=1 7=0.1 0.0770 0.0080 0.6018
7=0.2 0.0980 0.0100 0.9915
7=20.3 0.0835 0.0175 1.0000
=2 7=0.1 0.0670 0.0100 0.5773
7=0.2 0.0860 0.0165 0.9915
=203 0.0780 0.0170 1.0000
l=5 7=0.1 0.0560 0.0095 0.6193
7=0.2 0.0770 0.0125 0.9865
=03 0.0745 0.0190 1.0000
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S.7.5 No Trimming

Table S7: Rejection Rates: Pairwise - Single Quantile Level - No Trimming

T =240 DGP1 DGP2 DGP3

=1 7=0.1 0.0515 0.0120 0.1196
7=0.2 0.0670 0.0130 0.2831
7=0.3 0.0480 0.0120 0.5918
=2 7=0.1 0.0515 0.0115 0.1096
7=0.2 0.0570 0.0110 0.3312
7=0.3 0.0480 0.0115 0.5343
l=5 7=0.1 0.0445 0.0100 0.1051
7=0.2 0.0465 0.0095 0.2731
7=20.3 0.0415 0.0115 0.5073

T = 480 DGP1 DGP2 DGP3

=1 7=0.1 0.0720 0.0090 0.3327
7=20.2 0.0700 0.0100 0.8014
7=0.3 0.0730 0.0075 0.9815
=2 7=0.1 0.0610 0.0100 0.3052
7=20.2 0.0720 0.0070 0.7679
=03 0.078 0.0090 0.9705
l=5 7=0.1 0.0415 0.0120 0.3192
7=0.2 0.0605 0.01056 0.7734
7=0.3 0.0640 0.0075 0.9715

T =960 DGP1 DGP2 DGP3

=1 7=0.1 0.0680 0.0080 0.7489
7=0.2 0.0940 0.0115 0.9945
7=03 0.0915 0.0085 1.0000
=2 7=20.1 0.0510 0.0080 0.7089
7=20.2 0.0785 0.0100 0.9940
7=20.3 0.0910 0.0115 1.0000
=5 7=0.1 0.0470 0.0100 0.6978
7=20.2 0.0725 0.0130 0.9925
=03 0.0755 0.0130 1.0000
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S.7.6 Fourth-Order Kernel

Table S8: Rejection Rates: Pairwise - Single Quantile Level - Fourth Order Kernel

T =240 DGP1 DGP2 DGP3

=1 7=0.1 0.0595 0.0085 0.1161
7=0.2 0.0845 0.0130 0.3132
7=0.3 0.0565 0.0095 0.5663
=2 7=0.1 0.0625 0.0075 0.0970
7=0.2 0.0645 0.0115 0.3302
7=20.3 0.0620 0.0090 0.5353
=5 7=20.1 0.0570 0.0100 0.0935
7=20.2 0.0585 0.0120 0.2651
7=0.3 0.0495 0.0100 0.4962

T = 480 DGP1 DGP2 DGP3

=1 7=20.1 0.0880 0.0090 0.3112
7=0.2 0.0925 0.0095 0.7889
=03 0.089 0.0155 0.9790
=2 7=0.1 0.0710 0.0075 0.2901
=02 0.099 0.0105 0.7499
7=20.3 0.0990 0.0135 0.9765
=5 7=0.1 0.0655 0.0090 0.2971
7=0.2 0.0705 0.0110 0.7934
7=0.3 0.0780 0.0125 0.9765

T = 960 DGP1 DGP2 DGP3

=1 7=20.1 0.0750 0.0090 0.7344
7=0.2 0.1126 0.0115 0.9960
7=0.3 0.0975 0.0165 1.0000
=2 7=01 0.0665 0.0120 0.6233
7=20.2 0.0985 0.0150 0.9945
7=03 0.0915 0.0165 1.0000
l=5 =01 0.0710 0.0135 0.6513
7=0.2 0.0830 0.0180 0.9920
7=03 0.0790 0.0180 1.0000
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S.7.7 Student’s-t Distributed Errors

Table S9: Rejection Rates: Pairwise - Single Quantile Level - Student’s-t Errors

T =240 DGP1 DGP2 DGP3

=1 7=0.1 0.0615 0.0150 0.1031
7=02 0.0945 0.0145 0.3297
=03 0.0915 0.0125 0.6813
=2 7=0.1 0.0675 0.0150 0.0780
7=0.2 0.0870 0.0150 0.2966
7=0.3 0.0755 0.0125 0.7044
=5 7=0.1 0.0500 0.0155 0.0880
7=20.2 0.0665 0.0155 0.2996
7=0.3 0.0620 0.0145 0.6323

T = 480 DGP1 DGP2 DGP3

=1 7=0.1 0.068 0.0155 0.2736
7=0.2 0.0965 0.0145 0.7894
7=03 0.1006 0.0165 0.9950
=2 7=0.1 0.0725 0.0135 0.2726
7=0.2 0.089 0.0155 0.7799
7=20.3 0.0810 0.0185 0.9915
=5 7=01 0.0610 0.0135 0.2716
T=20.2 0.0620 0.0160 0.7659
7=0.3 0.0715 0.0200 0.9920

T = 960 DGP1 DGP2 DGP3

=1 7=0.1 0.0990 0.0125 0.6413
7=0.2 0.1451 0.0055 0.9970
7=0.3 0.1436 0.0160 1.0000
=2 7=0.1 0.1001 0.0105 0.5703
7=20.2 0.1311 0.0100 0.9970
7=03 0.1331 0.0160 1.0000
l=5 7=0.1 0.0805 0.0095 0.5713
7=0.2 01076 0.0075 0.9950
=03 01011 0.0165 1.0000
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S.8 Additional Monte Carlo Set-Up

In this section we slightly modify the set-up of the main text so that the DGP for y;y1 only depends on the
variable X ; and its square:
o1 = B1 X1 + o X7, + €ria (5.39)

We also have two other variables, X, and X3 ;. We generate forecasts using two different linear quantile
models, the first of which uses the set of regressors [X7 4, Xo¢|" and the second uses [X7 ¢, X3.]'. The models
are overlapping as they both use an irrelevant regressor and only X ; from both models actually features in the
DGP. They are also mis-specified as the linear quantile model does not capture the non-linearity in the DGP
in (20). This corresponds to the overlapping case discussed in Theorem 1(ii) subcase (b). We will use values of
the parameters in the DGP given by (51, 82) = (1,1).

The remainder of the set-up is the basically same as that in the main paper. The predictors are generated as
Xjt = pX -1 +vj, for j =1,2,3 and we set p = 0.5. The errors v;; follow independent normal distributions
with variance equal to 1 — p2. The error term e;y1 in (20) is drawn from a standard normal distribution. The
sample sizes, bootstrap parameters, quantile levels etc. are all exactly as in the main paper.

Table S10 presents the rejection rates for the pairwise single quantile version of the test as in Table 1 of
the main paper. This confirms that the rejection rate approaches zero with the sample size, as predicted by
the results in Theorem 2 of the main paper, for this subcase of Case II where models are overlapping but have
equally incorrect coverage.

Table S10: Rejection Rates: Pairwise - Single Quantile Level

T =240

=1 =01 0.0215
7=0.2 0.0170
7=03 0.0120
=2 7=01 0.0195
T=0.2 0.0165

T=0.3 0.0110
=5 7=0.1 0.0170
T=20.2 0.0185

=03 0.0115

=1 7=0.1 0.0165
=02 0.0175
T=20.3 0.0105
=2 7=0.1 0.0150
7=0.2 0.0185
7=0.3 0.0095
l=5 7=01 0.0135
7=0.2 0.0150
7=0.3 0.0095

=1 7=01 0.0145
7=0.2 0.0155

7=20.3 0.0090
=2 T=0.1 0.0175
T=0.2 0.0135

7=0.3 0.0085
l=5 7=0.1 0.0165
7=0.2 0.0150
7=0.3 0.0085
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S.9 Additional Empirical Illustration

In this section we perform a brief additional empirical illustration of our methods in the financial context of
VaR prediction. This allows us to apply our test in a high-frequency data environment and also to use the test
with location-scale type models, the theory for which is developed earlier in this supplementary material. We
focus on the daily returns on the S&P500 index, which was the base series used for the SV variable used in the
GaR application in the main text (see that section for details of the data source). We use daily observations of
the series from 3rd January 2000 to 11th April 2023 which gives a total of T' = 5855 observations. The series is
displayed below in Figure 1 which clearly shows the pronounced volatility around the Great Recession and the
shorter period of volatility around the beginning of the Covid-19 period.

Figure 1: S&P500 Daily Returns
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We perform backtests of one day ahead VaR predictions from two classic volatility models, the GARCH(1,1)
model (Bollerslev, 1986) and the exponential GARCH(1,1) model (eGARCH, Nelson, 1991). These models are
very widely used in practice, as well as in similar empirical illustrations of VaR backtesting methods such as in
Escanciano and Olmo (2010). We start making VaR forecasts in 2020 which gives an out-of-sample window of
P = 824, with a large in-sample window of R = 5031 used for estimation. Since R is substantially larger than
P in our application, we ignore the presence of parameter estimation error (PEE) from the parametric GARCH
models which greatly simplifies the bootstrap implementation. Specifically, we construct the bootstrap statistic
using only A; g p(7) and Bj g p.(7), 7 = 1,2, to capture the contribution of the population coverage error
and the estimation error of conditional coverage, respectively. Indeed, we believe that PEE from the parametric
quantile models is a much more pressing issue in the smaller samples encountered in GaR applications, which we
illustrate in the main text. Since we ignore PEE, the out-of-sample estimation scheme (fixed, rolling, recursive)
is also irrelevant. We therefore use recursive estimation to obtain the VaR predictions which is simple to
implement using the rugarch package in R.

We will implement the test using quantile levels of 7 € {0.01,0.025,0.05} which are commonly used in the
VaR literature. As in the main paper, we will assess the results of the single-quantile test for these different
quantiles and then look at the multiple quantile test. We will consider lag truncation parameters [ € {10, 20, 30},
and otherwise the remainder of the set-up (bootstrap draws, trimming fraction, kernel and bandwidth rules) is
the same as described in the main text.

The results of the pairwise test for a single quantile level are given in Table S11 below, reported for the
three different quantile levels. The GARCH(1,1) model is set to be Model 1 and the eGARCH(1,1) model
is Model 2. The results suggest that, in fact, the standard GARCH(1,1) model has lower coverage error loss
than the eGARCH(1,1) model across all of the three individual quantile levels considered, as evidenced by the
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negative values of the test statistics. In terms of the significance, however, there is no evidence to reject the null
even at the 10% significance level, with the lowest p-value just above 0.3 for the 7 = 0.025 quantile level which
has the test statistic furthest from zero. The p-values are very stable across all values of the lag truncation
parameter . This indicates that there is no statistical evidence that the GARCH(1,1) significantly improves
over the eGARCH(1,1) model. This makes sense when looking at the VaR forecasts themselves (see Figure
2). With the exception of the periods of high volatility, the models produce very similar predictions, like in
the overlapping case, and clearly the small periods of deviation are not enough to drive a rejection of the null
hypothesis. Since the test statistics are all negative at every quantile, the multiple quantile version of the test
with the GARCH(1,1) model as the benchmark has a statistic of 0 as it is given by:

~ M ~ 2
g‘f? = Z (O,max {0, SP,R,k}) 5
k=1

and so we are obviously unable to reject the null that the GARCH(1,1) model has equal or superior coverage
error loss than the eGARCH(1,1) across quantiles.

Table S11: GARCH(1,1) vs. eGARCH(1,1) - Pairwise Comparison - Single Quantile Level

Stat p-value

=10 7=0.01 -0.0074 0.6703
7=0.025 -0.0155 0.3482
7=0.00 -0.0110 0.4762

=20 7=0.01 - 0.6793
T =0.025 - 0.3382
T =0.05 - 0.4512
=30 7=0.01 - 0.6993
T =0.025 - 0.3102
T =20.05 - 0.4292

Figure 2: 5% VaR Forecasts - GARCH(1,1) versus eGARCH(1,1) - S&P500 Daily Returns
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