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Chapter 1

Zusammenfassung

1.1 Der Aufbau der Materie

Die fundamentalen Bestandteile von Materie sind die Bausteine die die Welt des Mikrokos-
mos und des Makrokosmos zusammenbringen. Wir denken, dass die kleinsten Bausteine
aus dennen alle Materie die wir kennen zusammengebaut ist aus Quarks besteht. Auf
unglaublich kleinen Längenskalen (weniger als 10−15 m) wechselwirken diese durch den
Austausch so genannter Gluonen.

In den größten uns bekannten Skalen, den kosmischen, gehen Astrophysiker davon aus,
dass das Universum in einem ”‘Big Bang”’ entstanden ist. In einer sehr kurzen Periode
danach war die Temperatur des Universums unvergleichlich hoch. Zu diesem Zeitpunkt
könnte die gesamte existierende Materie des Kosmos in einem Zustand freier Quarks und
Gluonen, dem sogenannten Quark Gluonen Plasma, vorgelegen haben. Zudem zeigen As-
trophysikalische Beobachtungen die Existenz von sehr kompakten Objekten deren Dichten
vergleichbar, oder größer, sind als sie in Atomkernen vorliegen.

Um also die fundamentalen Bausteine unserer Welt, die Entstehung des Universums sowie
den Aufbau dichter astrophysikalischer Objekte zu beschreiben, müssen wir die Theorie
der starken Wechselwirkung verstehen. Das Ziel ist es letztendlich alle Naturphänomene
durch fundamentale Kräfte der Natur zu beschreiben. Ein solcher Ansatz ist der im
letzten Jahrhundert entwickelte ”Standardmodel der Teilchenphysik”. Dieses kennt drei
fundamental verschieden Teilchentypen: die Quarks, die Leptonen und die Eichbosonen.
Man kennt heute 6 verschiedene Quark Sorten die, genau wie die Leptonen, in 3 Fami-
lien eingeteilt werden. Die Quarks wechselwirken durch den Austausch von Farbladungen
und tragen selber auch eine von 3 dieser Farben. Alle im Labor direkt nachweisbaren
Teilchen wie z.B. das Nukleon sind allerdings farbneutrale Kombinationen von Quarks.
Die Eichbosonen sind für den Austausch von Wechselwirkungen verantwortlich. Das Aus-
tauschteilchen der starken Wechselwirkung ist das Gluon.
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1.2 Das effektive Modell für die Zustandsgleichung

der QCD

Als fundamentale Theorie der starken Wechselwirkung hat sich die Quantenchromody-
namik (QCD) herausgestellt. Es ist ein nicht-abelsche Theorie der Farbladungen. Diese
Theorie hat allerdings ein Problem. Da die Kopplungsstärke der QCD abhängig von der Im-
pulsskala ist kann sie in vielen Gebieten nicht analytisch gelöst werden. Sogar im Vakuum
sind die Gleichungen der QCD sehr kompliziert, da Gluonen ohne Masse sind und ihre
Selbstwechselwirkung daher nicht unterdrückt wird. Nur in Regionen in denen die QCD
Kopplung klein ist können analytische Methoden der Störungstheorie angewendet werden.

Alternativ hat sich ein Ansatz etabliert der auf der Lösung von QCD ähnlicher Gleichungen
auf einem Raum-Zeit Gitter beruht. Dieser Ansatz, wenn auch vielversprechend, erfordert
sehr aufwendige Computer Ressourcen und die systematischen Fehler sind bis heute nicht
vollständig kontrollierbar. Desweiteren hat die Gittereichtheorie ein fundamentales Prob-
lem bei Berechnungen mit endlicher Baryoenendichte. Hier ist die entwicklung effektiver
Modelle der QCD eine notwendige Alternative.

Für besonders heiße oder dichte Systeme sind die Brechung der chiralen Symmetrie sowie
ein Aufbrechen des Quarkeinschlusses in Hadronen die interessantesten theoretischen Konzepte.
Da die Niederenergie QCD noch nicht analytisch gelöst werden kann fokussieren effektive
Modelle meist auf diese beiden Aspekte der QCD. Besonders die Thermodynamik und das
Phasendiagramm der QCD sind im momentanen Fokus der Forschung.

Das Hauptziel dieser Arbeit ist es eine effektive Zustandsgleichung für die Quanten Chromo
Dynamik zu entwickeln, welche die korrekten asymptotischen Eigenschaften dieser Theorie
hat. Diese soll dann als Input für dynamische Modellstudien von Schwerionenkollisionen
dienen. Zuerst widmen wir uns daher dem hadronischen Sektor der QCD. Hier sind eine
Vielzahl von Zuständen und deren Resonanzen bekannt. Das Hadron-Resonanz-Gas stellt
daher eine effektive niedrig Energie Lösung der QCD dar. Da aber bekannt ist das Quarks
sich ab einer bestimmten Dichte quasi frei verhalten müssen diese ab einem bestimmten
Punkt in das Modell eingebaut werden. In einem HRG kann dies nur über eine Maxwell-
Konstruktion geschehen. Dies führt zu einem starken Phasenübergang erster Ordnung
was im Widerspruch zu aktuellen Gitterdaten ist. Hier ist dieser Übergang ein stetiger
’Crossover’. Daher muss ein Model entwickelt werden in dem alle Freiheitsgrade in einer
einzigen Zustandssumme eingeführt sind und die daher einen glatten Übergang erlaubt.
In dieser Arbeit präsentieren wir ein solches Model welches die fundamentalen Symme-
trien der QCD respektiert sowie die korrekten asymptotischen Freiheitsgrade (Quarks und
Hadronen) beinhaltet. Das Modell erlaubt eine gleichzeitige Beschreibung der spontanen
Brechung der chiralen Symmetrie sowie einen Übergang von hadronischer zu quark-Materie.
Dies wird erreicht indem wir Quarks sowie den thermischen Beitrag des Polyakov Loop in
eine hadronisches chirales Modell einführen.
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Der hadronische Teil unseres Modells ist eine nichtlineare Realisierung eines sigma-omega
Modells. Da die fundamentalen Symmetrien der QCD auch in den hadronischen Zuständen
sichtbar seien sollten ist ein solcher Ansatz weit verbreitet um das Verhalten von Hadronen
bei hohen Dichten zu simulieren. Mit unserem Modell erreichen wir eine gute Beschreibung
des nuklearen Grundzustandes sowie der Vakuumeigenschaften der Hadronen. Die Quarks
in diesem Model werden dann als quasi-Teilchen eingeführt welche an den Polyakov Loop
koppeln, während die Dynamik des Polyakov Loop durch ein effektives Potential bestimmt
wird. In diesem Model dient das sigma-Feld als Ordnungsparameter für die chirale Restau-
ration und der Polyakov Loop für die Befreiung der Quarks. Bei hohen Dichten werden die
Hadron durch die Einführung von Volumenkorrekturtermen unterdrückt. Dennoch enthält
diese Modell einen nicht vernachlässigbaren Beitrag von Hadronen bis zu einer Temperatur
die 2 mal der kritischen Temperatur entspricht.

Wir können zeigen das die Eigenschaften dieser Zustandsgleichung qualitativ mit denen von
Gitterdaten übereinstimmen. Besonders die thermodynamischen Größen stimmen sehr gut
mit den Gitterdaten überein. Abweichungen sind sehr gut mit hadronischen Beiträgen und
Volumenkorrekturen zu erklären. Bei endlicher Baryonenendichte beschreibt das Modell
den Phasenübergang von hadronischer zu Quark Materie immer als sehr kontinuierlicher
’Crossover’ (Ausgenommen des Flüssig-Gas Phasenübergangs welcher erster Ordnung ist).
Bei hohen chemischen Potentialen und mittleren Temperaturen finden wir eine sehr in-
teressante Phase in der die chirale Symmetrie fast restauriert ist aber die dominanten
Freiheitsgrade noch die Hadronen sind.

Im Weiteren vergleichen wir Rechnungen zu den Quark-Zahl Suszeptibilität von dem von
uns entwickelten Modell mit Ergebnissen der Gitter-Eichrechnung. Unsere Resultate legen
nahe, dass die Suszeptibilität schon bei Temperaturen leicht über der kritischen nur mit
einem nicht wechselwirkenden Gas von Quarks beschrieben werden kann. Auf der anderen
Seite deuten thermodynamische Größen wie die ’Interaction Measure’ oder der Wert des
normalisierten Polyakov Loops darauf hin, dass starke Wechselwirkungen noch weit ober-
halb von Tc vorliegen.

1.3 Das Hybridmodell

Der nächste Schritt dieser Arbeit ist die Einarbeitung der neuen effektiven Zustandsgle-
ichung in ein Modell zu Beschreibung von relativistischen Schweriononenstößen. Ein Ziel
der Durchführung dieser Art von Experimenten ist die Suche nach Observablen die sensitiv
auf einen Phasenübergang der QCD oder gar auf die Existenz eines kritischen Endpunktes
sind. Um die experimentellen Daten interpretieren zu können sind daher Modellstudien
unabdingbar. In den vergangenen Jahren waren in diesem Bereich die Verwendung von
Fluid dynamischen oder sog. Hybridmodellen favorisiert, denn die Fluid Dynamik erlaubt



8 CHAPTER 1. ZUSAMMENFASSUNG

die Einbeziehung der Zustandsgleichung auf eine sehr einfache Art und Weise. Um das
system der fluiddynamischen Gleichungen zu schlißen wird der Druck als Funktion der
energiedichte und Baryonendichte benötigt. Dieser funktionale Zusammenhang wird im
Allgemeinen als die ’Zustandsgleichung’ der Fluiddynamik bezeichnet.

Das von uns verwendete Hybridmodell basiert auf dem Ultra-relativistischen Quantum
Molekular Dynamik (UrQMD) Transport Modell und beinhaltet eine hydrodynamische
Evolution für die heiße und dichte Phase der Schwerionenkollision. Dabei wird UrQMD
verwendet um einen Anfangszustand für die hydrodynamische Phase zu erzeugen. Dazu
beschreiben wir jedes Hadron als eine Gaußförmige verteilung von Energiedichte, Impuls-
dichten und Baryonenzahl. Summiert man nun über alle Hadronen kann damit eine kon-
tinuierliche Verteilung der dichten auf einem 3 dimensionalen Raumgitter erzeugt werden.
Die Energie- Impuls- und Baryaonzahlverteilungen entwickeln sich als Funktion der Zeit
nach den Gleichungen der Fluiddynamik.

Wenn die Dichte im System dann nach einiger Zeit unter einen gewissen Schwellenwert
sinkt endet diese Phase und die mit der Cooper-Frye Methode erzeugten Teilchen entkop-
peln wieder dynamisch im UrQMD Modell. Eine Voraussetzung zur Verwendung von Fluid
dynamischen Modellen ist die Annahme eine lokalen thermodynamischen Gleichgewichtes.
In unserem Model folgt hieraus eine verstärkte Produktion von seltsamen Hadronen. Dies
führt zu einer verbesserten Beschreibung von seltsamen Teilchenzahlverhältnissen, ins-
besondere dem Verhältnis von positiv geladenen Kaonen und Pionen.

Nach einer Studie über die Auswirkungen der Parameter für den Anfangszustand und den
Übergang von der Hydrodynamik zurück zum Transportmodell wenden wir uns dem Haup-
tanliegen dieser Arbeit zu. Wir untersuchen die Abhängigkeit verschiedener Observablen
von der verwendeten Zustandsgleichung. Hier können wir zeigen das die kollektiven Eigen-
schaften des Feuerballs, wie der Teilchenfluß, scheinbar unabhängig von der verwendeten
Zustandsgleichung sind. Insbesondere untersuchen wir Observablen wie den gemittelten
transversalen Fluß, und die ersten zwei Momente der Multipolentwicklung des Teilchen-
flußes. Unabhängig von der verwendeten Zustandsgleichung weichen die Modellrechnungen
qualitativ von gemessenen daten ab. Dies bedeutet das andere Physikalische Effekte, wie
z.B. eine endliche Viskosität oder nich-Gleichgewichtseffekte eine scheinbar größere Rolle
spielen als die Zustandsgleichung.

Obwohl diese Ergebnisse eher enttäuschend erscheinen so gibt es auch neue Resultate zur
Berechnung der Emission von Photonen und Di-Leptonen aus der heißen und dichten Phase
einer Schwerionenkollision [277, 278, 279, 280]. Diese Rechnungen zeigen, dass die Existenz
einer Phase von freien Quarks wichtig für die korrekte Beschreibung von Photonen und
Leptonenraten ist. Dies ist dadurch zu erklären, dass die in der quarkphase erzeugeten Lep-
tonen und Photonen nur elektromagnetisch oder schwach wechselwirken und den Feuerball
daher fast ungestört verlassen.
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1.4 Hyperkerne und MEMOs

Im letzten Kapitel dieser Arbeit werden thermische Produktionsraten für Hyperkerne und
MEMO’s (Metastable Exotic Multihypernuclear Objects) präsentiert. Hyperkerne sind
Atomkerne bei denen einzelne Nukleonen durch Hyperonen, also Teilchen mit Seltsamkeit,
ausgetauscht werden. Im Vergleich mit der herkömmlichen Nuklidkarte eröffnet sich hier-
durch eine dritte Dimension in der Einteilung der Kerne. So sind Hyperkerne mit einer
aber auch mehrerer Einheiten von Seltsamkeit möglich. Besonders interessant sind hier
die MEMO’s. Diese zeichnen sich dadurch aus, dass sie auch vollständig aus Hyperonen
aufgebaut sein können. Herkömmliche Hyperkerne sind schon lange bekannt. Auch gibt
es seltene Ereignisse von Hyperkernen mit doppelter Seltsamkeit. Die vorhergesagten Di-
Baryonen (z.B. zustände aus 2 Λ’s oder Ξ’s) konnten noch nicht nachgewiesen werden.

Die möglichen Produktionsraten, von Hyperkernen und MEMO’s, in Schwerionenexper-
imenten werden mit dem vorher beschriebenen Hybridmodel berechnet. Des weiteren
können Rapidititäts- und Impulsspektren für Kollisionen von Bleikernen bei Energien von
Elab = 5 und 30A GeV vorhergesagt werden. Die Anregungsfunktionen verschiedener Hy-
perkerne und MEMO’s zeigt ein klares Maximum im Energiebereich des geplanten FAIR
Beschleunigers. Dieser ist daher der ideale Platz um nach neuen exotischen Zuständen
seltsamer Materie zu suchen.

Für den hochinteressanten Bereich der Anti-Hyperkerne sind die Schwerionenexperimente
am LHC sehr aussichtsreich. Durch diese beiden Experimente wird es möglich sein noch
weiter die unentdeckten Bereich der (anti-)seltsamen Nuklidkarte zu erforschen.

Im Vergleich zu älteren Studien zur Produktion von MEMO’s und Hyperkernen, basierend
meist auf statistische Modelle mit globaler Erhaltung der Seltsamkeit, zeigt unser Modell,
dass die Seltsamkeit lokal nicht erhalten ist. Dies konnte im Impuls wie auch im Ortsraum
gezeigt werden. Um diese Trennung von Seltsamkeit und Anti-Seltsamkeit zu erreichen
bedarf es hier nicht eines Phasenüberganges zum Quark Gluonen Plasma. Diese Fluktua-
tionen im Phasenraum könnten zu einer erhöhten Produktion von seltsamen Clustern wie
MEMO’s und Hyperkernen führen. Eine Verstärkung solcher Fluktuationen und Cluster-
bildung kann durch eine vorhergesagte Destillation noch verstärkt werden. Desweiteren
können wir zeigen wie die emmision von Kaonen eine Anreicherung der Quarkphase mit
seltsamem Quarks noch verstärkt. Dies hätte eine erhöhte Produktionsrate von Clustern
mit Seltsamkeit zur Folge.

Ein weiterer Mechanismus zur Produktion von Hyperkernen in Schwerioennekollisionen
ist die Absorption von Hyperonen in den Spektatorfragmenten. Diese hoch angeregten
Kernfragmente können im Feuerball erzeugte Λ oder Ξ Teilchen absorbieren und dann zu
kleineren Hyperkernen zerfallen. Von besonderem Interesse ist hier das wir zeigen konnten,
dass Λ’s sowie Ξ’ absorbiert werden können. Dies wäre besonders für die Untersuchung
von doppelt Seltsamen Ξ-Hyperkernen interessant. In dieser Arbeit verwenden wir das
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UrQMD Modell in seiner Cascade-Version um die Absorptionsraten für diese Teilchen bei
einer Laborenergie von Elab = 20A Gev abzuschätzen. Zusätzlich können wir auch die
Raum-Zeit und Impulsinformationen für solche absorbierten Teilchen angeben und unter-
suchen.
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Chapter 2

Introduction

The fundamental constituents of matter are the building blocks which bring together the
world of the very small and the world of the very large. For the very small part we think
that the elementary building blocks, which all matter we know is made off, consist of
quarks. On very small sub nuclear length scales (< 10−15m) they interact via the strong
interaction and the exchange of so called gluons.
On the very large side, cosmologists think that the universe was created in a very big
bang. In the short period after it, the temperature of the universe was incredibly large. At
this point all the matter of the universe may have existed in a state of matter called the
quark gluon plasma, which is a gas of free quarks and gluons (which are the particles that
transmit the strong force). Furthermore astrophysical observations show objects (compact
stars) that are as dense as normal nuclear matter. Even denser astrophysical objects are
possible in which the strong interaction becomes the dominant force that is keeping those
objects from collapsing to a black hole.
This means in order to understand the basic building blocks we are made of as well as the
very early evolution of the universe and the natur of compact stars we have to understand
the theory of the strong interaction. The final aim is to explain all observed phenomena
in nature by the fundamental interactions of elementary particles. Experimental and the-
oretical efforts in the last century have lead to the formulation of a physical theory: the
standard model of particle physics.

2.1 Fundamental degrees of freedom

The Standard model of particle physics knows three fundamentally different types of par-
ticles: the quarks, the leptons and the gauge bosons.
By today we know 6 different quark flavors and their anti-particles: up-, down-, strange-,
charmed-, bottom- (or beauty-), and top-quarks. Furthermore one can distinguish three
generations of quarks, each with 2 flavors where always one flavor has an electric charge of
+2/3 and −1/3.

The quarks interact through the exchange of colored charges. Interestingly all known
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Name Short Mass [MeV] electric charge [e]

down d 4...8 −1
3

up u 1.5...4 +2
3

strange s 80...130 −1
3

charm c 1300...1700 +2
3

bottom b 4700...5300 −1
3

top t > 9100 +2
3

Table 2.1: Properties of the quarks (from [14])

existing stable particles, consisting of combinations of quarks, are color neutral. The fun-
damental theory of color charge, quantum chromo dynamics (QCD) knows three colors,
green, red and blue. Only combinations of all of the three colors or color-anti-color com-
binations are neutral.

This means that we can classify the existing composite objects, hadrons, into simply being
a meson (quark- antiquark state) or a baryon (e.g. a proton or neutron). Theoretically
there are also other combinations allowed, e.g 3 quark + 1 quark antiquark pair (the Pen-
taquark), but their existence has not been established.
From the leptons we also know 6 distinct particles. The electron, the muon and the tau,
each forming a generation with its neutrino. The electric charge of the leptons is either 1
or 0.

Name Short Mass [MeV] Electric charge [e]

Electron e 0.512 −1
Electron-Neutrino νe < 7.3 · 10−6 0

Muon µ 105.66 −1
Muon-Neutrino νµ < 0.27 0

Tau-Lepton τ 1776 −1
Tau-Neutrino ντ < 31 0

Table 2.2: Properties of the leptons (from [14])

The gauge bosons are accountable for the transmission of the different forces. The electro-
magnetic force for example is transmitted by the photon. Furthermore we know the W+−

and Z0 (weak interaction) and the Gluon (strong interaction).

2.2 QCD

Quantum chromodynamics is the fundamental theory of the strong interaction and there-
fore should enable us to describe how the fundamental blocks of matter are formed. It as

18
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a nonabelian gauge theory of color charge [15, 16, 17]. The QCD Lagrangian is:

LQCD = −1

4
GµνGµν +

∑

k

Ψk(iγ
µDµ −mk)Ψk, (2.1)

with:

Gµν = ∂µAµ − ∂νAν − ig [Aµ, Aν ] (2.2)

DµΨk = (∂µ − igAµ)Ψk (2.3)

Aµ =
8∑

a=1

Aa
µλ

a/2 (2.4)

where ψk denotes the quark fields with the flavor index k. Gµν is the gauge field strength
tensor of the gluon fields Aa

µ and λa are the eight SU(3) Gell-Mann matrices. The inter-
action strength is defined by a running coupling constant:

αs(µ) =
4π

β0 ln (µ2/Λ2
QCD)

(2.5)

Here β0 = 11 − 2Nf/3, µ is the energy scale and ΛQCD ≈ 0.2 GeV is the QCD scale
parameter. Because the coupling strength of QCD is not independent of the momentum
scale, problems arise when the theory is to be solved analytically. Even in the vacuum
QCD is very complicated as the gluons are massless and their interactions not dampened
by a small coupling parameter. In the region of small αs perturbative approaches are valid
but this is not so as the coupling becomes large. At large and intermediate couplings, the
region where also the interesting hadronic physics takes place, QCD is not analytically
solvable and other methods have to be applied.

One of these methods is lattice QCD. Here different actions, resembling the physics of QCD
are evaluated with Monte Carlo sampling methods on a numerical grid. Though promising,
lattice calculations are incredibly demanding on computer power and the results are very
dependent on the computational power available. At the moment lattice calculations are
still restricted on observables in non-dynamic systems of QCD.

Since it is not possible to describe systems of hadrons from the quark level, one has to
begin with models that already include hadronic degrees of freedom. This is reasonable
as we know that many hadronic states exist and that they are somehow created through
the interactions of QCD. Using this method one formulates an effective Lagrangian that
reproduces some fundamental features and symmetries of the QCD Lagrangian but is for-
mulated in a hadronic language. One has to be carefull, as such an approach is usually only
valid in a certain applicability region of QCD, but often proves valuable in understanding
some fundamental features of QCD. Such models are usually referred to as effective models
of quantum chromo dynamics.
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2.2.1 Symmetries

Symmetries are an important concept in physics. Technically one defines a symmetry, with
respect to a variable, whenever the action S is invariant under a variation of the Lagrange
function L. Let’s assume the variable Φ is transformed like:

Φ −→ Φ + δΦ (2.6)

If a symmetry with respect to Φ is present:

S =

∫
dx4L(Φ + δΦ) =

∫
dx4L(Φ) (2.7)

Following the Noether theorem [1] we know that we can assign a conserved current Jµ to
every symmetry (∂µJµ = 0).
Examples for this are the energy conservation which follows from an invariance regarding
a time transformation or the momentum conservation which is connected to an invariance
under a spatial transformation.

The QCD Lagrangian possesses the symmetries off the strong interaction. One of them is
the invariance under a U(1) transformation,

Ψ(x) → exp (iθ)Ψ(x), (2.8)

which results in the conservation of the baryon number current ΨγµΨ and the conservation
of the baryon number:

B =
1

3

∫
d3xΨ†Ψ (2.9)

Chiral symmetry

Chirality is the property of an object or system that says that it cannot be brought into
congruence with its mirror image by a rotation around the mirror axis. The wavefunction
of a fermion for example can be divided into two pieces which can interchange through a
parity transformation. The associate quantum mechanical quantity is called chirality.

One can define a vectorial,

ψ → ψ′ = exp(−iΘa
VGa)ψ ≈ (1− iΘa

VGa)ψ (2.10)

and axial transformation.

ψ → ψ′ = exp(−iγ5Θa
AGa)ψ ≈ (1− iγ5Θ

a
AGa)ψ. (2.11)

where ψ is the wavefunction of a defined quark flavor. Θ is the transformation parameter.
γ5 = iγ0γ1γ2γ3 (γµ are the Dirac matrices) and the Ga are the generators of the corre-
sponding symmetry group. If the QCD Lagrangian is symmetric with respect to these
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transformations it has a chiral symmetry. The conserved currents associated with this
symmetry are the vector currents:

V µ
a = ψγµ

λa
2
ψ (2.12)

and the axialvector currents:

Aµ
a = ψγµγ5

λa
2
ψ (2.13)

Breaking of chiral symmetry

The above is only true in the case of zero quark masses. Introducing a quark mass in the
Lagrangian adds terms of the form:

Lmi
= miψψ, (2.14)

where mi are the current quark masses. From experiment these are.

mu = 1.5− 4MeV, md = 4− 8MeV, ms = 80− 130MeV. (2.15)

The mass term breaks the chiral symmetry of the QCD Lagrangean explicitly. But since
the masses of the light flavors are very small this symmetry breaking is only very weak and
one often speaks of an approximate chiral symmetry.

If chiral symmetry was an exact (or approximate) symmetry of QCD, this would lead
to a degeneracy between states of different parity. The ρ meson for example would be
degenerate with the a1. In the vacuum this is not the case. In fact we observe a wide range
of hadronic states with a mass hierarchy. Table (2.3) lists the properties of the particles of
the lowest baryonic octet. These composite particles should be the lowest mass eigenstates
of QCD. As one can see the masses are rather large when compared to the bare quark mass
[18, 19].

Name Short Mass [MeV] Elektric Charge [e]

Proton p 938.3 +1
Neutron n 939.6 0
Lambda Λ 1115.6 0
Sigma Σ+ 1189.4 +1
Sigma Σ0 1192.6 0
Sigma Σ− 1197.4 −1
Xi Ξ0 1314.9 0
Xi Ξ− 1321.3 −1

Table 2.3: Particles of the spin 1/2-baryon octet (from [14])
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Name Short Mass [MeV] Electric charge [e]

Pion π+ 139.57 +1
Pion π− 139.57 −1
Pion π0 134.97 0
Eta η 547.8 0
Kaon K+ 493.7 +1
Kaon K− 493.7 −1
Kaon K0 497.6 0

Kaon K
0

497.6 0

Table 2.4: Particles of the pseudodscalar octet (from [14])

In addition the Goldstone theorem [20] tells us that if a symmetry is broken spontaneously,
the spectrum of the theory must contain (p − k) massless particles (where (p − k) is the
number of operators that break the symmetry). As can be seen in table (2.4) the pseu-
doscalar mesons (and the mesons in particular) are much lighter than must other hadronic
states of QCD, and could be identified with as the Goldstone modes of QCD.

In other words the chiral symmetry of QCD is most likely spontaneously broken in the
vacuum. This means that while the Lagrangian of QCD is still symmetric with respect to
the chiral transformation, the energetically most favorable state in the vacuum is not. The
masses of the baryons are large due to the spontaneous breaking of chiral symmetry and
the pions are massive Goldstone bosons because chiral symmetry is also broken explicitely.

This fundamental knowledge about the symmetries of QCD led to the development of
numerous effective models. These models are based on an effective Lagrangean which has
some or many of the symmetries of QCD and therefore should be able to capture certain
physical aspects of the theory. An introduction into some basic models will be given in
Appendix (A).

2.2.2 Deconfinement

The deconfinement aspect of quantum chromo dynamics describes the fact that we can
only observe states that are color neutral. That means, as a single quark carries a color
charge we will never be able to directly observe a quark. Since gluons are massless and
they do also carry a color charge they can easily interact with each other. In the case of a
strong coupling strength these interactions dominate the QCD dynamics.

Figure 2.1 shows the free energy, which is proportional to the potential, of a heavy quark in
the vacuum (solid line). As one can see, the potential rises linearly with the distance and
therefore one would need an infinite amount of energy to separate a colored object (like a
quark) from the heavy quark. The real problem arises from the fact that the colored field,
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which increases in energy the more the quark is pulled apart, will at one point create an
quark-antiquark pair, thus creating now again two colorless objects which can depart from
one another.
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F1 [MeV]

0.76Tc
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1.23Tc
1.50Tc
1.98Tc
4.01Tc

Figure 2.1: The free energy of a heavy quark in the vacuum (solid line) and at different
temperature as calculated from the lattice (Taken from [21]).

In the pure gauge sector (the pure gluonic theory without quarks) a deconfinement phase
transition can be connected to the breakdown of the QCD Z(3)f symmetry [22] (Z(3) is
a center symmetry which implies invariance with respect to a simple phase multiplication
[23]).

This phase transition has a well defined order parameter, the Polyakov loop (or Wilson-
Polyakov loop) which is the trace of the Wilson line defined as:

L(~x) = P exp

(
i

∫ β

0

A4dx4

)
(2.16)

with β = 1/T the inverse temperature and A4 = iA0 the zero component of the gauge field.

In the presence of dynamical quarks this might change and is still under debate if the
Polyakov loop and the breakdown of center symmetry are still good order parameters for
deconfinement or maybe only approximate.
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2.3 Heavy ion collisions

The above considerations all hint to the fact that some interesting new physics can be
expected if one is able to produce a medium that is either very hot or very dense. In booth
cases one can expect the chiral condensate (

〈
ψψ

〉
), which is responsible for the spontaneous

breaking of chiral symmetry, to melt. This would lead to a restoration of chiral symmetry
and a drastic change in the properties of the particles in the matter created. In addition
one expects at some point to reach a temperature/density at which deconfinement can be
realized and even a quasi free gas of quarks and gluons can be formed (QGP).

Experimentally such a system is not easily produced. High energy heavy ion collisions aim
at creating a system hot and dense enough simply by smashing gold or lead ions at very
large energies against each other. In this process the kinetic energy is transformed into
compressional energy and heat and, if the collision lasts long enough, a fireball of very
hot QCD matter can be created. By changing the beam energy, and therefore the energy
available for heating, and the system size one hopes to explore wide regions of the phase
diagram of QCD especially the existence of a QGP [24, 25]. In the recent years several
collider programs have performed collisions at different beam energies. At the SIS (Schw-
erIonen Synchrotron) at the GSI (Gesellschaft für SchwerIonenforschung) near Darmstadt
experiments with the lowest energies (Elab 2A GeV) were performed [26, 27, 28]. At the
Brookhaven National Lab (BNL) near New York, experiments where performed at the
AGS (Alternating gradient Synchrotron) for energies of Elab 2− 11A GeV [29, 30, 31] and
after that with the Relativistic Heavy Ion collider (RHIC) (

√
s = 56− 200 GeV).

At the Super Proton Synchrotron (SPS), located at the CERN facility near Geneva much
data was taken in the intermediate energy region of Elab = 20− 160A GeV [32, 33, 34, 35,
36, 37, 38]. In this energy regime the data show interesting features in several observables
which are not yet fully understood. Future experiments at the FAIR (Facility for Anti-
proton and Ion Research), next to GSI, are aimed at finding more evidence for a possible
change in QCD degrees of freedom at energies between Elab = 10 − 40A GeV, while the
Large Hadron Collider at CERN will explore incredibly high energy collisions (

√
s = 14

TeV).

Figure (2.2) shows a conjectured phase diagram of QCD bulk matter. Indicated are the
regions of the phase diagram where the systems, created at the different experiments, will
be situated. this is only a very rough conjecture, but it still captures the main idea, that it
is possible to scan a wide region of temperatures and baryon densities simply by smashing
heavy ions at different beam energies.

24



CHAPTER 2. INTRODUCTION 2.3. HEAVY ION COLLISIONS

Figure 2.2: Conjectures phase diagram of QCD in terms of temperature and net baryon
density. Indicated is a region of phase coexistence which ends at a critical endpoint. Also
shown are possible scenarios for systems created at the RHIC and future FAIR experiments
(Taken from the GSI webpage [2]).

25



2.3. HEAVY ION COLLISIONS CHAPTER 2. INTRODUCTION

26



Chapter 3

A model for HIC

The recent experimental results at the Relativistic Heavy Ion Collider (RHIC), suggesting
the creation of a nearly perfect fluid [39, 40, 41, 42], have fueled interest in the study of
bulk properties of strongly interacting matter (QCD). Heavy ion experiments at different
beam energies try to map out the QCD phase diagram, especially the region where one
expects a phase transition from a confined gas of hadrons to a deconfined state of quarks
and gluons (QGP) [43, 44, 45, 46, 47, 48, 49, 50, 51, 52, 53, 54]. To relate any experimental
observables to the properties of the matter produced in heavy ion collisions, a profound
understanding of the thermodynamics of QCD has to be obtained and integrated in model
simulations of these collisions.

In general one tries to segment a heavy ion collision (HIC) at relativistic energies into three
phases, each lasting only a few fm/c.

1. Initial pre-equilibrium phase:
This phase begins when the nucleons of the target and projectile first collide with
relativistic energies. These so called initial collisions can be described as binary
collisions of two nucleons as for example in proton proton collision experiments. The
kinetic energy of the nucleons is transferred into the mass of produces particles as
well as fields, which can be of partonic (quarks) and hadronic type. Shortly after the
initial collisions have occurred the produced particles and fields can start to interact
with the reaction prducts of different constituent collisions. If enough particles are
created and the energy or particle density is high enough the system can move the
phase 2.

2. Equilibrium expansion phase:
If the produced particles had enough time to scatter multiple times, the hot system
may reach a state of local thermal equilibrium, which means that it can be char-
acterizes by intensive quantities like the pressure, energy and particle. The system
therefore should show collective behavior and may be described by a hydrodynamic
approach.
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3. Decoupling phase:
After the system dilutes, the condition of local thermal or chemical equilibrium may
not be fulfilled anymore and the system starts to decouple. The hadrons, having the
vacuum properties as we know them, are formed and after their last scattering may
fly into a detector to be measured.

This is of course only a simplistic view of what really occurs, nevertheless the most impor-
tant aspects can be captured in this simple sequence. A model that aims at describing a
heavy ion collision at relativistic energies therefore has to be able to reproduce all of these
phases.

The equilibrium phase is usually described by a hydrodynamic model, where effects of a
phase transition can be easily introduced by use of the equation of state. In general, the
equations of hydrodynamics conserve energy and moment and, for ideal hydrodynamics,
also the entropy. As the initial and final phases are governed by out-of-equilibrium dy-
namics the hydrodynamic prescription is not valid here. For these phases a microscopic
transport approach based on the Boltzmann equations is a much more suitable approach.
Such a microscopic description has been applied quite successfully to the partonic as well as
to the hadronic stage of heavy ion collisions [55, 56, 57]. However, explaining hadronization
and the phase transition between the hadronic and the partonic phase on a microscopic
level is one of the main issues to be resolved. It is therefore difficult to find an appropriate
prescription of the phase transition in such a microscopic approach.

One has to find a way to incorporate, into a single model, a non-equilibrium Boltzmann
approach for the initial and final phase and couple this in a physically consistent way to a
hydrodynamic description of the dense phase.

Various so called micro+macro hybrid approaches have been launched during the last years.
The NEXSpheRIO approach uses initial conditions that are calculated in a nonequilibrium
model (NEXUS) followed by an ideal hydrodynamic evolution [58, 59, 60, 61, 62, 63, 64].
In this way event-by-event fluctuations are taken into account and the calculation mim-
ics more realistically the experimental case. For the freeze-out they employ a continuous
emission scenario or a standard Cooper-Frye calculation. Other groups, e.g. Hirano et
al, Bass/Nonaka, are using smooth Glauber or CGC initial conditions followed by a full
three-dimensional hydrodynamic calculation and calculate the freeze-out by a subsequent
hadronic cascade. The separation of chemical and kinetic freeze-out and final state inter-
actions like resonance decays and rescatterings are taken into account.

We will apply a transport calculation with an embedded three-dimensional ideal relativistic
one-fluid calculation for the hot and dense stage of the reaction, later referred to as the
hybrid model. The Ultra-relativistic Quantum Molecular Dynamics Model [65, 66] (in
its cascade mode) is used to calculate the initial state of a heavy ion collision for the
hydrodynamical evolution [67]. This is done to account for the non-equilibrium dynamics
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in the very early stage of the collision.

3.1 The UrQMD model

For our investigation, the Ultra-relativistic Quantum Molecular Dynamics model (UrQMD
v2.3) [65, 66] is applied to model those parts of a heavy ion collision where one assumes
that local thermodynamic equilibrium is not achieved. This non-equilibrium transport
approach constitutes an effective solution of the relativistic Boltzmann equation:

pµ · ∂µfi(xν , pν) = Ci . (3.1)

This equation describes the time evolution of the distribution functions for particle species
i and includes the full collision term on the right hand side. The interaction with external
potentials leads to an additional term on the left hand side.

The underlying degrees of freedom are hadrons and strings that are excited in high ener-
getic binary collisions. Mean fields can in principle be taken into account in this framework,
but the model is run in the so called cascade mode without inter-particle potentials.

The projectile and target nuclei are initialized according to a Woods-Saxon profile in co-
ordinate space and Fermi momenta are assigned randomly for each nucleon in the rest
frame of the corresponding nucleus. The hadrons are propagated on straight lines until the
collision criterium is fulfilled. If the covariant relative distance dtrans between two particles
gets smaller than a critical distance that is given by the corresponding total cross section
a collision takes place,

dtrans ≤ d0 =

√
σtot
π
, σtot = σ(

√
s, type) . (3.2)

Each collision process is calculated in the rest frame of the binary collision. The reference
frame that is used for the time ordering of the collisions and later on also for the switch-
ings to and from the hydrodynamic phase is the equal speed-system of the nucleus-nucleus
collision (for symmetric systems the equal speed system is identical to the center of mass
system).

In UrQMD 55 baryon and 32 meson species, ground state particles and all resonances with
masses up to 2.25 GeV, are implemented with their specific properties and interaction
cross sections. In addition, full particle-antiparticle symmetry is applied. Isospin symme-
try is assumed and only flavor-SU(3) states are taken into account. The elementary cross
sections are calculated by detailed balance or the additive quark model or are fitted and
parametrized according to the available experimental data. For resonance excitations and
decays the Breit-Wigner formalism, utilizing their vacuum properties is employed.
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Towards higher energies, the treatment of sub-hadronic degrees of freedom is of major
importance. In the present model, these degrees of freedom enter via the introduction of
a formation time for hadrons produced in the fragmentation of strings [68, 69, 70]. String
excitation and fragmentation is treated according to the Lund model. For hard collisions
with large momentum transfer (Q > 1.5 GeV) Pythia is used for the calculation. A phase
transition to a quark-gluon state is not incorporated explicitly into the model dynamics.
However, a detailed analysis of the model in equilibrium yields an effective equation of
state of Hagedorn type [71, 50, 72].

The model has been used in different hybrid models, used for air shower simulations [73,
74, 75, 76, 77, 78] and heavy ion collisions [79, 50, 80, 81, 82].

It also successfully describes the yields, pt spectra and flow of various particles in proton-
proton, proton-nucleus and nucleus-nucleus collisions [83, 84, 85, 86, 87, 88, 89, 90]. A
compilation of results of the actual version UrQMD-2.3 compared to experimental data
can be found in [91].

3.2 The initial state

The coupling between the UrQMD initial state and the hydrodynamical evolution happens
at a time tstart when the two Lorentz-contracted nuclei have passed through each other:

tstart = 2R/
√
γ2c.m. − 1 , (3.3)

where R is the radius of the lead nucleus and γc.m. the Lorenz gamma factor of the two
colliding nuclei in their center of mass frame. At this start time all initial collisions have
proceeded, i.e. also the initial baryon currents have decoupled from each other, and it is
the earliest time at which local thermodynamical equilibrium may be achieved.

Note that the decoupling of the baryon currents is also reflected in the transparency, which
means that the number of net baryons in the central rapidity bin decreases with beam
energy. Figure (3.1) shows the rapidity distribution of the net baryon number after the
UrQMD initial state for central pb+pb collisions at different beam energies. This shows
that the model qualitatively correct reproduces the observed effect of transparency.

To allow for a consistent and numerically stable mapping of the ’point like’ particles
from UrQMD to the 3-dimensional spatial-grid with a cell size of (0.2fm)3, each hadron
is represented by a Gaussian with a finite width. I.e. each particle is described by a
three-dimensional Gaussian distribution of its total energy-, momentum- (in x-, y-, and
z-direction) and baryon number-density. The width of these Gaussians is chosen to be
σ = 1 fm. A smaller Gaussian widths leads to numerical instabilities (e.g. entropy produc-
tion) in the further hydrodynamical evolution, while a broader width would smear out the
initial fluctuations to a large extent. To account for the Lorentz-contraction of the nuclei
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Figure 3.1: The rapidity distribution of the net baryon number after the UrQMD initial
state for central pb+pb collisions at different beam energies. The lowest energy shows
almost no transparency, while at the highest energy the baryon currents clearly separate
in rapidity.

in the longitudinal direction, a gamma-factor (in longitudinal direction) is included.

The resulting distribution function, e.g. for the energy density, then reads:

ǫcf(x, y, z) = N exp
(x− xp)

2 + (y − yp)
2 + (γz(z − zp))

2

2σ2
, (3.4)

where N = ( 1
2π
)
3

2
γz
σ3Ecf provides the proper normalization, ǫcf and Ecf are the energy den-

sity and total energy of the particle in the computational frame, while (xp, yp, zp) is the
position vector of the particle. Summing over all single particle distribution functions leads
to distributions of energy-, momentum- and baryon number-densities in each cell.

Instead of smearing out the initial distributions by describing the point like hadrons as
Gaussian distributions, one could also obtain a smooth distribution by averaging over a
large sample of UrQMD events. On the other hand, our procedure of creating an initial
state is motivated by the fact, that experimental results all relate to observed (averaged)
final, and not initial, states. To be able to compare to experimental results, where event-
by-event fluctuations could be observed, we rather not ’eliminate’ these fluctuations by
averaging our initial state over a large sample of UrQMD events.
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For calculations at finite impact parameter, the spectators - particles that have not in-
teracted until tstart - are propagated separately from the hydrodynamic evolution. They
are treated as free streaming particles until the end of the hydrodynamic phase has been
reached, but after that may interact with particles coming out of the fluid dynamical phase.

3.3 The fluid-dynamic phase

The description of relativistic heavy ion collisions, using the equations of fluid dynamics
has a longstanding tradition, beginning with Fermi and Landau [92, 93, 94, 95]. Especially
collective effects can be elegantly described by fluid-dynamical approaches [96, 97, 98, 99,
100, 101, 101]. An important condidtion for the applicability for ideal fluid-dynamics is
that the system has to be in local thermodynamic equilibrium at any time. This is of
course an idealized situation and any real fluid will deviate from the ideal case. Especially
in heavy ion collisions, where the bulk expansion happens on very small timescales this
condition is no necessary even close to be fulfilled. Nevertheless recent experiments at the
RHIC facility have claimed to have found a (s)QGP that behaves like a nearly ideal fluid,
and the idea of modeling heavy ion collisions with (ideal) fluid dynamics has been revived
[102, 103, 104].

The equations for relativistic fluid-dynamics are:

∂µT
µν = 0 (3.5)

for the conservation of energy and momentum, and:

∂µN
µ = 0 (3.6)

for the conservation of the baryonic charge. T µν is the relativistic energy momentum tensor
and Nµ the baryon four-current. In ideal fluid-dynamics these can be written as:

T µν = (ǫ+ p)uµuν − pgµν (3.7)

Nµ = nuµ (3.8)

where ǫ, p and n are the energy density, pressure and net baryon number density in the local
rest frame of the fluid. uµ is the four velocity of the fluid with respect to a reference frame
and gµν is the metric tensor. To close this system of equations one needs an additional
input which is usually referred to as the equation of state of the form p = p(ǫ, n), where p
is the pressure:

∂N0

∂t
+∇ · (N0~v) = 0 (3.9)

∂T 00

∂t
+∇ · (T 00~v) = −∇ · (p~v) (3.10)

∂T 0i

∂t
+

∂

∂xi
(
∑

i

T 0ivi) = − ∂

∂xi
p (3.11)

32



CHAPTER 3. A MODEL FOR HIC 3.4. THE FREEZEOUT AND FINAL STATE

To solve this set of equations we use a SHASTA (SHarp And Smooth Transport Algo-
rithm) program code as described in [105]. This numerical code solves equations (3.9) on
a numerical euclidean grid of 200 grid points in every spatial direction. The length of a
3 dimensional cubical cell is 0.2 fm which leads to time steps of dt = 0.08 fm in order to
avoid non-causal effects in the propagation (Courant criterion).

Although ideal fluid dynamics models have been very successful in describing data from
experiments at the RHIC (see e.g. [106] ) a next step would be to allow deviations from
the equilibrium assumption in our hybrid model. This would mean that we have to intro-
duce a viscous (see Appendix C) fluid dynamics code in our model. Such codes, in full
3+1 dimension, are currently under development and the inclusion of such a viscous fluid
dynamics description in the hybrid model is subject of future investigation.

3.4 The freezeout and final state

After the system dilutes the particles are expected to decouple, which is called the freeze
out process. From this point on the fluid-dynamical description is not valid anymore as
the system is now very far from local thermodynamic equilibrium. One then has to find
a hypersurface at which all the fluid elements of the hydrodynamical evolution are trans-
formed back into the known hadrons which are then propagated in the hadronic cascade of
UrQMD. This is in fact a non-trivial task as one needs to conserve all relevant quantities
like energy baryon number and the entropy. In general one also distinguishes between a
chemical and thermal freeze out. The first being the point when the chemical composition
of the system is finally fixed (i.e. particle ratios) and the latter being the point of the last
scatterings for the produced particles. In our model the so called freeze out is rather the
transition from the fluid-dynamical description to the non-equilibrium transport approach,
after which the particles decouple dynamically.

This transition point has to be defined in a reasonable way. In our model we assume that
this transition occurs at some fixed energy density (≈ 4 to 5 times the nuclear ground
state density). This corresponds to a curve in the T −µb−plane where the phase transition
between hadrons and quarks is expected. In this transition region the fluid-dynamical and
transport description should both be valid approaches.
When such a transition hypersurface is defined, the fluid-dynamical fields can then be
mapped to hadrons according to the Cooper-Frye prescription [107]:

E
dN

d3p
=

∫

σ

f(x, p)pµdσµ (3.12)

where f(x, p) are the boosted Fermi or Bode distributions of the respective particle species
and dσµ is a normal vector of the hypersurface. Serving as an input for the distribution
functions are the temperature and particle species dependent chemical potentials. These
parameters follow from the equation of state as a function of the densities (i.e. T = T (ǫ, ρ)
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and µi = µi(ǫ, ρ)). In general one would define such a hypersurface as the 3-dimensional
surface between cells that are above and below this criterion. In practice, finding this
hypersurface numerically, especially when the density is a fluctuating function, can be nu-
merically very challenging. We therefore restricted our model to two different much simpler
freeze out hypersurfaces. Te first being the isochronous freeze out (IF) the second being
the gradual freeze out (GF). Both will be discussed in turn.

1. Isochronous freeze out (IF):
The hydrodynamic evolution is stopped, if the energy density of all cells drops be-
low five (or four) times the ground state energy density (i.e. ∼ 730MeV/fm3 for
five times). The hydrodynamic fields are mapped to particle degrees of freedom
via the Cooper-Frye equation on an isochronous hyper-surface. This means that
dσµ = (dV, 0, 0, 0). The advantage of this prescription is, that energy, momentum
and particle number is fully conserved on the transition hypersurface, which is easily
constructed numerically. As the evolution is stopped at a fixed point in time (in the
computational frame) the temperature and chemical potentials do not take a fixed
value but rather have a distribution as a function of coordinate space.

This method however has a shortcoming if the beam energy for the heavy ion col-
lision exceeds 40A GeV. At those energies the time in the local rest frame of the
matter which is flowing in beam direction exhibits a strong Lorentz dilatation. The
matter at large rapidities therefore has less proper time to cool down as the matter ad
mid-rapidity (the hydrodynamic calculation is performed in the center-of-mass frame
of the collision and the time is measured in this frame), which leads to a non-flat
distribution of the freeze out temperature as a function of rapidity.

2. Gradual freeze out (GF):
To account for the large time dilatation at large rapidities we also introduced a
slightly different freeze out procedure called the gradual freeze out. At higher ener-
gies (above 40A GeV) the isochronous hypersurface increasingly differs from an iso-τ
hypersurface (τ is the proper time). To mimic an iso-τ hypersurface we therefore
freeze out full transverse slices, of thickness ∆z = 0.2fm, whenever all cells of that
slice fulfill our freeze-out criterion. By doing this we obtain a rapidity independent
freeze-out temperature even for the highest beam energies. For lower energies the
two procedures yield identical results for the temperature distributions.

The hydrodynamic fields, in a given slice, are transformed to particle degrees of free-
dom via the Cooper-Frye equation on an isochronous time-like hypersurface in the
computational frame (the hypersurface normal is again dσµ = (dV, 0, 0, 0)).
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As different longitudinal slices have different freeze out times, dσµ should of course
also have a space like component. Such a parametrization of the hypersurface is
not easily dealt with numerically (especially since our system has locally fluctuating
densities and therefore an inhomogeneous hypersurface). In a realistic set up, where
the longitudinal expansion of the system is about 10 fm, we obtain a total difference
in particle production of about 10% when compared with an analytically solvable
Bjorken scenario. The error in particle production per rapidity interval grows for
larger rapidities. In consequence, we expect the calculated rapidity distributions,
of particles produced at the highest SPS energies (Elab = 160A GeV), to show the
largest effect of our choice of dσµ. More precisely, we expect the present rapidity
distributions at the highest energies to be lower at mid-rapidity and broader at high
rapidities, as compared to results with the correct dσµ. As a remark, it is possible to
numerically extract the correct parametrization of the full hypersurface using digital
image processing techniques [3], and then compare these results with data acquired
with our simplified hypersurface.

The actual production of the hadronic particles is based on a Monte Carlo sampling of
Eqn. 3.12, on the predefined hypersurface, and follows the general steps:

1. The particle numbers Ni are calculated according to the following formula,

Ni = ni · γ · Vcell =
∫
d3pfi(x, p) · γ · Vcell (3.13)

where the index i runs over the different particle species like, e.g., π, p, ρ or ∆. γ is
the boost factor between the computational frame and the cell. Vcell is the volume
of the cell in the computational frame and n is the particle number density. All
cells with temperatures that are lower than 3 MeV are discarded from the following
procedure because of numerical reasons. The local rest frame equilibrium distribution
function is denoted by fi(x, p). To simplify the calculation, a relativistic Boltzmann
distribution is used for all particles, except pions.

fi(x, p) ∝ exp (−(Ei − µi)/T ) (3.14)

It has been checked, that the relativistic Boltzmann approximation is sufficient to
describe all particle species it is applied to. For the Boltzmann distribution the
momentum integration leads to the following result for the particle number density

ni =
4πgm2T

(2π)3
exp

(µ
T

)
K2

(m
T

)
(3.15)

where g is the degeneracy factor for the respective particle species, m is the mass of
the particle to be produced, T the temperature of the cell and K2 is the modified
Bessel function. The chemical potential µ includes the baryo-chemical potential and
the strangeness chemical potential in the following way
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µ = B · µB + S · µS (3.16)

where S is the quantum number for strangeness and B is the baryon number.

For pions the Bose distribution has to be taken into account because the pion mass
is on the order of the temperature of the system. In this case, the momentum
integration involves an infinite sum over modified Bessel functions

nπ =
gπm

2
πT

(2π)2

∞∑

k=1

1

k
K2

(
kmπ

T

)
. (3.17)

To calculate the number of particles in the computational frame the particle number
density has to be multiplied with the Lorentz-stretched volume of the cell (Vcell =
(0.2)3fm3).

2. The average total number of particles in the cell, 〈N〉, is the sum over all particle
numbers Ni = niγVcell

〈N〉 =
∑

i

Ni . (3.18)

3. The total number of particles emitted from a cell, Ni, is obtained from a Poisson

distribution according to P (N) = 〈N〉N
N !

e−〈N〉.

In the limit of small mean values, the Poisson distribution becomes P (1) ≈ 〈N〉. Thus
it can be decided by one random number between 0 and 1 if a particle is produced in
the respective cell. If the random number is smaller than 〈N〉 one particle is produced
and there is no particle production otherwise. The full Poisson distribution is used, if
the particle number 〈N〉 is larger than (0.01). This assures an accuracy better than
1 %.

4. The particle type is chosen according to the probabilities Ni/〈N〉.

5. The I3 component of the isospin is distributed randomly because UrQMD assumes
full isospin symmetry. To conserve the overall charge of the system and the initial
isospin-asymmetry the probability to generate the isospin component that leads to
the right value of the charge that should be obtained in the end is favored. The other
isospin components are exponentially suppressed . The power of the exponential is
proportional to the difference of the total charge generated by this produced particle
and the required value exp−(|∆Qnew| − |∆Qold|), where ∆Q is the charge difference.

6. The 4-momenta of the particles are generated according to the Cooper-Frye equation
(see Eqn. 3.12). For baryons and strange mesons the chemical potentials for baryon
number and strangeness are taken into account.
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7. The particle vector information is transferred back into the UrQMD model. The
subsequent hadronic cascade calculation incorporates important final state effects as,
e.g., rescatterings of the particles and resonance decays.

The particle production is done in a sequence to ensure that all important quantum num-
bers as energy, baryon number, electric charge and strangeness are fully conserved. Note
that while the charges (electric, baryon and strange charge) are interger values which can
be conserved exactly, the energy is not. As we do not want to artificially rescale any par-
ticle momenta to not introduce any bias in momentum dependend observables, the last
particel which is produced by our freeze out routine will usually violate energy conserva-
tion (either to much or to few energy). Nevertheless we have checked the the violation
on an event-by-event basis is less than 0.01% and that the energy is fully conserved when
averaged over many events.
After the particles are created according to our prescription, they proceed in their evolution
in the hadronic cascade (UrQMD) where rescatterings and final decays are calculated until
all interactions cease and the system decouples.
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Chapter 4

The EoS

Serving as an input for the fluid dynamical calculation the equation of state (EoS) strongly
influences the dynamics of an expanding system. Since the actual EoS of hot and dense
QCD matter is still not precisely known, it may seem disadvantageous to have this addi-
tional uncertainty in the model. On the contrary it may prove to be an important trait of
the model to be able to study changes on the dynamics of the bulk matter when changing
the EoS thus finding observables for a phase transition in hot QCD matter.

In QCD one can define two different phase transitions, the first being the chiral phase
transition associated with chiral symmetry restoration in the vanishing quark mass limit,
where the chiral condensate serves as a well defined order parameter. In the limit of heavy
quarks, a deconfinement phase transition with the Polyakov loop as order parameter, is
assumed. Physical quarks however have intermediate masses and one would expect that
at least the deconfinement order parameter is not so well defined anymore. There could
even be some mixing of the two order parameters, accounting for some lattice QCD obser-
vation that deconfinement and chiral restoration occur at the same temperature (at least
at µB = 0) [108, 109, 110, 111, 112].

Such lattice calculations at finite temperature are an important tool for the investigation of
the QCD phase diagram. For the thermodynamics of the pure gauge theory high accuracy
data is available [113], and the equation of state (EoS) of strongly interacting matter at
vanishing chemical potential is reasonably well understood [114, 115]. Here lattice predicts
a rapid crossover for the deconfining and chiral phase transitions.

At finite baryo-chemical potential, lattice calculations suffer from the so called sign prob-
lem. There are several different approaches to obtain results at finite µB [116, 112, 117,
118, 119, 120, 121, 122], but yet no clear picture, especially about the existence and loca-
tion of a possible critical end point, has emerged.

Recent considerations based on connecting the large Nc limit with real-word QCD draw
an even more exotic picture of the phase diagram, where the critical temperatures of the
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deconfinement and chiral phase transitions disconnect and depart in the region of high net
baryon densities [123].

In the following we will discuss the different equations of state we have developed and
introduced in the hybrid model. Since the actual first principle calculation of the EoS of
QCD is still in its fledgling states we have to rely on effective models that incorporate
fundamental properties of QCD and then try to draw conclusions from thereon.

4.1 The Hadron Resonance Gas (HRG)

Besides the stable hadrons of the lowest multiplets (see section 2.2.1) there exists a multi-
tude of exited states of hadrons. These states have usually a lifetime of the order of several
fm/c. Many states are well known and measured up to high precision but because of their
large width, numerous are not very well defined (for a list of all known and probable states
see [14]). In a hadronic system at high temperature one would expect such resonant states
to be created and destroyed incessantly. Therefore the equation of state of QCD, at large
temperatures, but below the deconfinement phase transition, should be well described by
a gas of hadronic resonances. This argument is supported by the fact that many thermal
models, including all more or less reliably known masses are able to explain the particle
multiplicities as they are measured at heavy ion experiments [191, 193, 271, 192, 272].

There are even attempts to combine results on thermodynamics from the lattice with those
from a hadronic resonance gas which is expected to be the correct description of matter
below Tc [124].

In the following we will use a hadron gas which is comprised off all reliably know hadronic
resonances with masses up to 2.2 GeV. This represents the same degrees of freedom as are
included in the UrQMD model. The thermodynamic quantities then simply follow from
the integration of the corresponding Fermi and Bose distributions:




ǫi
Pi

ni


 =

gi
2π2

∞∫

mi

dǫ

√
ǫ2 −m2

i

exp
(
ǫ−µi

T

)
± 1




ǫ2
1
3
(ǫ2 −m2

i )
ǫ


 , (4.1)

where mi is the mass of the i-th hadron and gi its degeneracy. The entropy density s then
follows from the Euler relation:

e = −p+ sT +
∑

i

µiρi (4.2)

The HRG is a very important ingredient of the hybrid model, because the active degrees
of freedom on both sides of the transition hypersurface have to be equivalent to ensure
the conservation of important quantities (e.g. entropy). For the HRG this is the case, as
it has the same degrees of freedom as the UrQMD model. In any other EoS the hadrons
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acquire effective masses due to interactions, or the model even includes quark and gluonic
degrees of freedom, and therefore this equivalence condition is only approximately fulfilled.
To solve this problem we change the active equation of state after the last step of the
hydrodynamical evolution (from any other EoS to the HRG), thus obtaining the correct
temperatures and chemical potentials for the particle distributions at the freeze out.

4.1.1 Including quarks
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Figure 4.1: Three times the pressure over T 4 as a function of the temperature at µB = 0
for the HRG (red line) and QGP (blck line). The green line is the energy density over
T 4 for the phase construction and clearly shows two discontinuities at Tc1 ≈ 160MeV and
Tc2 ≈ 270MeV .

Early on there have been attempts to incorporate a QGP phase into hadronic models. This
is usually done via a Maxwell construction. This means that one calculates the pressure
as a function of temperature and chemical potential for both the hadronic and QGP phase
and then assumes that the stable phase is the one with the larger pressure.

For the pressure in the QGP phase one can apply a standard MIT bag model [125] with 3
massless quark flavors:

pQGP (T, µB) =
11π2

20
T 4 +

1

9
µ2
BT

2 +
1

162π2
µ4
B −B , (4.3)
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where µB = 3µq is the baryon chemical potential and B = (235MeV)4 is the bag constant.
The pressure of the HRG is calculated as shown in equation (4.1). Figure (4.1) shows the
pressure over T 4 for both the QGP (black curve) and the HRG (red curve) as a function
of the temperature at µB = 0. Both curves intersect at T ≈ 160MeV which would then
correspond to the critical temperature Tc of a first order phase transition. This means
that the order parameter on the phase transition (in this case this is the energy density
depicted as the green dashed line) exhibits a discontinuity at Tc. The problem that occurs
when matching a HRG to a QGP comes obvious when one continues to increase the tem-
perature. As can be seen in in figure (4.1) there is a second intersection point at which the
pressure of the HRG again becomes larger than the pressure of the QGP. Eventually one
could circumvent this problem by simply ignoring this second phase transition, as hadrons
should not exist above the first critical temperature.

Continuing this procedure to finite chemical potentials reveals the true shortcoming of this
model. As the chemical potential increases more and more baryonic resonances become
thermodynamically activated. This means that for some finite value of µB = 3µq the
pressure of the HRG is always larger than the pressure of the quark gluon plasma and
therefore no phase transition occurs. Figure 4.2 shows the phase diagram in the T −
µB−plane as it results from our considerations. One can see the line of the first order
phase transition and the grey region in which the QGP is the stable phase. Above a
chemical potential of µb ≈ 600MeV the HRG is the stable phase for any value of T .
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Figure 4.2: Phase diagram for a HRG + QGP phase construction. The solid line depicts
the phase transition line of first order between the HRG phase and the QGP phase.

42



CHAPTER 4. THE EOS 4.1. THE HADRON RESONANCE GAS (HRG)

4.1.2 Excluded volume corrections

The discussed problem can eventually be overcome if one introduces a repulsive hadronic
interaction. In [126] these interactions are provided by a hard-core van der Waals repulsive
interaction. It follows from the fact that hadrons, instead of being point like, have a finite
volume:

v =
1

2
· 4
3
π(2r)3 (4.4)

Including the effects of finite hadron volumes leads to a correction of the i’th particles
chemical potential:

µ̃i = µi − vi P (4.5)

where P is the sum over all partial pressures. All thermodynamic quantities can then be
calculated with respect to the temperature T and the new chemical potentials µ̃i. To be
thermodynamically consistent, all densities (ẽi, ρ̃i and s̃i) have to be multiplied by a volume
correction factor f , which is the ratio of the total volume V and the reduced volume V ′,
not being occupied:

f =
V ′

V
= (1 +

∑

i

vρi)
−1 (4.6)

The actual densities then are:

e =
∑

i

f ẽi (4.7)

ρi = f ρ̃i (4.8)

s =
∑

i

f s̃i (4.9)

This procedure effectives reduces the active hadronic degrees of freedom and therefore the
pressure as a function of temperature for the HRG. Nevertheless this approach still has
some weaknesses.

The first is that the applied excluded volume approach is not valid if the hadrons are
packed to close together. As this is a classical approach this means that at large chemical
potential (large baryon densities), this leads to superluminar speeds of sound which is
unphysical. Secondly, this type of model still is based on a strict separation of phases, the
HRG on the one side and the QGP on the other. this means that the phase transition
will always be of first order. Lattice studies at µB = 0 on the other hand suggest a very
smooth crossover which could never be realized in such a model. To model such a crossover,
both asymptotic degrees of freedom, hadrons and free quarks, must be included in a self
consistent model with a single partition function. Our aim was to supply such a model
which will be described in the following sections.
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4.2 The Chiral hadronic model

In our approach we derive the EoS of hot and dense nuclear matter using a single model for
the hadronic and quark phase [127, 128, 129, 130]. The model includes the correct asymp-
totic degrees of freedom, namely a free gas of quarks and gluons at infinite temperature,
and a gas of hadrons having the correct vacuum properties at vanishing temperature. The
model also predicts the structure of finite nuclei, nuclear and neutron matter properties
and a first order liquid-vapor phase transition. The two phase transitions that are expected
from QCD, the chiral and deconfinement transitions, are also included in a consistent man-
ner.

In the following we will show how we describe the different phases of QCD and how we
combine them in a single model.
We describe the hadronic part of the EoS, using a flavor-SU(3) model which is an extension
of a non-linear representation of a sigma-omega model including the pseudo-scalar and
vector octets of mesons and the baryonic octet and decuplet ([131, 132, 133]).
The Lagrangian density of the model in mean field approximations reads:

L = Lkin + Lint + Lmeson, (4.10)

where besides the kinetic energy term for hadrons, the terms:

Lint = −∑
i ψ̄i[γ0(giωω + giφφ) +m∗

i ]ψi, (4.11)

Lmeson = −1
2
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2 +m2
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4
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2
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√
2

)
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2
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2 + ζ2)2

−k2
(
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2
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(√
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2
m2

πfπ

)
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+χ4 − χ4
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χ4

0

− k4
χ4

χ4

0

ln σ2ζ
σ2

0
ζ0
. (4.12)

represent the interactions between baryons and vector and scalar mesons, the self-interactions
of scalar and vector mesons, and an explicitly chiral symmetry breaking term. The index
i denotes the baryon octet and decuplet. Here, the mesonic condensates (determined
in mean-field approximation) included are the vector-isoscalars ω and φ, and the scalar-
isoscalars σ and ζ (strange quark-antiquark state). Assuming isospin symmetric matter,
we can neglect the ρ-meson contribution in Eq. 4.12.
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The last four terms of (4.12) were introduced to model the QCD trace anomaly [132],
where the dilaton field χ can be identified with the gluon condensate (See Apenndix B for
a detailed discussion on the trace anomaly and scale invariance).

The effective masses of the baryons (of the octet) are generated by the scalar mesons except
for an explicit mass term (δmN = 120 MeV):

m∗
b = gbσσ + gbζζ + gbχχ+ δmb, (4.13)

while, for simplicity and in order to reduce the number of free parameters, the masses of
the decuplet baryons are kept at their vacuum expectation values. Since the dilaton is
essentially frozen in the nuclear ground state, the couplings of the baryons to the dilaton
(χ) is introduced to keep the bare mass of the nucleon small and still retain a moderate
value for the sigma-coupling strength. With the increase of temperature/density, the σ
field (non-strange chiral condensate) decreases its value, causing the effective masses of the
particles to decrease towards chiral symmetry restoration. The coupling constants for the
baryons [134] are chosen to reproduce the vacuum masses of the baryons, nuclear satura-
tion properties and asymmetry energy as well as the Λ-hyperon potentials. The vacuum
expectation values of the scalar mesons are constrained by reproducing the pion and kaon
decay constants. (See tables 4.1 - 4.3 for the explicit values of the model parameters)

4.3 The PNJL model

In contrast to the chiral hadronic models, the PNJL model was introduced in [135, 136]
as an effective chiral quasi-quark model that incorporates a mean field like coupling to a
color background field. It has often been shown to reproduce many general features of
lattice results at µB = 0 [137, 138, 139, 140, 141, 142, 143, 144, 145, 146, 147, 148, 149,
150, 151, 152, 153, 154, 155, 156, 157, 158]. In later comparisons we will use a very basic
parametrization of the two-flavor PNJL model and extend it to incorporate a repulsive
vector interaction. The thermodynamic potential of our parametrization reads:

Ω = U(Φ,Φ∗, T ) + σ2/2GS − ω2/2GV − Ωq (4.14)

with

Ωq = 2Nf

∫
d3p

(2π)3
{
T ln

[
1 + 3Φe−(Ep−µ∗

q)/T + 3Φ∗e−2(Ep−µ∗

q)/T + e−3(Ep−µ∗

q)/T
]

+ T ln
[
1 + 3Φ∗e−(Ep+µ∗

q)/T + 3Φe−2(Ep+µ∗

q)/T + e−3(Ep+µ∗

q)/T
]

+ 3∆EpΘ(Λ2 − ~p2)
}

(4.15)

Where Φ is the traced Polyakov loop after averaging:

Φ = 1/3Tr 〈L〉 = 1/3 Tr eiφ/T (4.16)
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where the Wilson line is a 3 × 3 matrix in the fundamental representation in color space
defined as:

L(~x) = P exp

(
i

∫ β

0

A4dx4

)
(4.17)

The dynamical mass of the quarks m = m0 − σ = m0 − GS

〈
ΨΨ

〉
is the same as in the

NJL model and the vector coupling induces an effective chemical potential for the quarks
µ∗
q = µq + ω = µq + GV

〈
Ψ†Ψ

〉
. The two auxiliary fields σ and ω are controlled by the

potential terms and the last term includes the difference ∆Ep between the quasi particle
energy and the energy of free quarks. The NJL part of the model has 4 parameters, the bare
quark mass for the u- and d-quarks (assuming isospin symmetry), the three-momentum
cutoff of the quark-loop integration λ and the coupling strengths GS and GV . To reproduce
realistic values for the pion mass and decay constant as well as the chiral condensate, we
take these values to be [136]: mu,d = 5.5 MeV,GS = 10.08 GeV−2,Λ = 651 MeV (GV will
be left as a model parameter to study the influence of the vector coupling on our results).
The thermodynamics of Φ (and Φ∗) are controlled by the effective potential U(Φ,Φ∗, T )
[159]:

U = −1

2
a(T )ΦΦ∗ + b(T ) ln[1− 6ΦΦ∗ + 4(Φ3Φ∗3)− 3(ΦΦ∗)2] (4.18)

with a(T ) = a0T
4 + a1T0T

3 + a2T
2
0 T

2, b(T ) = b3T
3
0 T .

This choice of effective potential satisfies the Z(3) center symmetry of the pure gauge
Lagrangian. In the confined phase, U has a minimum at Φ = 0, while above the critical
Temperature T0 its minimum is shifted to finite values of Φ. The logarithmic term appears
from the Haar measure of the group integration with respect to the SU(3) Polyakov loop
matrix. The parameters a0, a1, a2 and b3 are fixed, as in [159], by demanding a first order
phase transition in the pure gauge sector at T0 = 270MeV , and that the Stefan-Boltzmann
limit is reached for T → ∞. The self consistent solutions are obtained by minimizing the
thermodynamic potential with respect to the fields σ, ω, Φ and Φ∗.

PNJL-type models have been used recently to successfully describe lattice results on bulk
properties of a strongly interacting matter [135, 136]. These constituent quark models
seem to have the correct degrees of freedom in the asymptotic regime of free quarks and
gluons but lack the rich hadronic spectrum.

4.4 Including quarks in the chiral model

In our approach (later referred to as the Quark-Hadron model) we combine, in a single
model, a well-established flavor-SU(3) hadronic model with a PNJL-type quark-gluon de-
scription of the highly excited matter. This allows us to study the chiral-symmetry and
confinement-deconfinement phase structure of the strongly interacting matter at high tem-
peratures and densities. In addition we obtain an equation of state of hadronic and quark
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matter that is applicable over a wide range of thermodynamical conditions and that can
therefore be used in heavy-ion simulations with very different beam energies.

The extension of the hadronic SU(3) model to quark degrees of freedom is constructed
in analogy to the PNJL model. The sigma model uses the Polyakov loop Φ as the order
parameter for deconfinement. Φ is defined via Φ = 1

3
Tr[exp (i

∫
dτA4)], where A4 = iA0

is the temporal component of the SU(3) gauge field. One should note that one must
distinguish Φ, and its conjugate Φ∗ at finite baryon densities [160, 112, 161], as they
couple differently to the quarks, respective antiquarks.
In our approach the effective masses of the quarks are generated by the scalar mesons
except for a small explicit mass term (δmq = 5 MeV and δms = 105 MeV for the strange
quark):

m∗
q = gqσσ + δmq,

m∗
s = gsζζ + δms, (4.19)

with values of gqσ = gsζ = 4.0.
Vector type interactions introduce an effective chemical potential for the quarks and
baryons, generated by the coupling to the vector mesons:

µ∗
i = µi − giωω − giφφ (4.20)

A coupling of the quarks to the Polyakov loop is introduced in the thermal energy of the
quarks. Their thermal contribution to the grand canonical potential Ω, can then be written
as:

Ωq = −T
∑

i∈Q

γi
(2π)3

∫
d3k ln

(
1 + Φ exp

E∗
i − µ∗

i

T

)
(4.21)

and

Ωq = −T
∑

i∈Q

γi
(2π)3

∫
d3k ln

(
1 + Φ∗ exp

E∗
i + µ∗

i

T

)
(4.22)

The sums run over all quark flavors, where γi is the corresponding degeneracy factor, E∗
i

the energy and µi the chemical potential of the quark. Note that we neglect the 2 and 3
quark contributions present in the PNJL model.
All thermodynamical quantities, energy density e, entropy density s as well as the densities
of the different particle species ρi, can be derived from the grand canonical potential. In
our model it has the form:

Ω

V
= −Lint − Lmeson +

Ωth

V
− U (4.23)

Here Ωth includes the heat bath of hadronic and quark quasi particles. The effective
potential U(Φ,Φ∗, T ) which controls the dynamics of the Polyakov-loop was discussed in
the previous section. In our approach we adopt the ansatz (4.18) proposed in [136].
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Note that T0 remains a free parameter to adjust the actual critical temperature, of both
phase transitions, when both, quarks and hadrons, couple to the scalar fields.

As has been mentioned above, the Lagrangian of the chiral model contains dilaton terms
to model the scale anomaly. These terms constrain the chiral condensate, if the dilaton is
frozen at its ground state value χ0. On the other hand, as deconfinement is realized, the
expectation value of the chiral condensate should vanish at some point. On account of this
we can couple the Polyakov loop to the dilaton in the following way:

χ = χ0 (1− 0.5(ΦΦ∗)) (4.24)

Here we assume a hard part for the dilaton field, which essentially stays unchanged over a
wide range of temperatures, and a soft part which vanishes when deconfinement is realized.
Hence, allowing the chiral condensate to also approach zero.

Until now all hadrons are still present in the deconfined and chirally restored phase. Since
we expect them to disappear, at least at some point above Tc, we have to include a mech-
anism that effectively suppresses the hadronic degrees of freedom, when deconfinement is
achieved.
In previous calculations baryons were suppressed by introducing a large baryon mass shift
for non-vanishing Φ [134].

In the following the suppression mechanism will be provided by excluded volume effects as
discussed above. Including effects of finite-volume particles, in a thermodynamic model for
hadronic matter, was proposed some time ago [162, 163, 164, 165]. We will use an ansatz
similar to that used in [166, 167](see section 4.1.2), but modify it to also treat the point
like quark degrees of freedom consistently.

If one introduces a particle of radius r into a gas of the same particles, then the volume
excluded is not just the simple spherical volume, but one-half times the volume of a sphere
with radius 2r:

v =
1

2
· 4
3
π(2r)3 (4.25)

It is easy to understand that if all other particles also have a radius r then the excluded
volume is much bigger than just the volume of a single particle.
We expect the volume of a meson to be smaller than of a baryon we have to introduce the
quantity vi which is the volume excluded of a particle of species i. Since we only distinguish
between baryons, mesons and quarks. Consequently vi can only assume three values:

vQuark = 0

vBaryon = v

vMeson = v/a

(4.26)
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where a is a number larger than one. In our calculations we assumed it to be a = 8, which
would mean that the radius r of a meson is half that of a baryon. Note that we neglect
any possible Lorentz contraction effects on the excluded volumes as introduced in [168, 169].

The modified chemical potential µ̃i which is connected to the real chemical potential µi, of
the i-th particle species, is obtained by the relations 4.5 to 4.7.

Note that in this configuration the chemical potentials of the hadrons are decreased by the
quarks, but not vice versa. In other words as the quarks start appearing they effectively
suppress the hadrons by changing their chemical potential, while the quarks are only af-
fected through the volume correction factor f .
Our implementation of finite-volume corrections as outlined above is a simple approach
with as few parameters as possible and can be improved upon in various ways. For one,
hadrons differ in size. The size of a hadron could even be density or temperature depen-
dent [170]. In addition, the excluded-volume parameter of a particle does also depend on
the density of the system (at dense packing a particle excludes effectively less volume).
However, one should regard the variables v and a as effective parameters for capturing the
qualitative effect of an excluded volume correction, which suppresses the hadrons in the
quark phase.
We would like to stress that these volume corrections enable us to describe a phase transi-
tion from hadronic to quark degrees of freedom, having only one single partition function
for both phases, in a thermodynamic consistent manner. Furthermore the volume correc-
tions we apply are physically well motivated and are thoroughly discussed in older and
recent literature. They model the fact that hadrons generate a repulsive hard-core inter-
action for the other particles in the system. This is not necessarily related to confinement.
Therefore, a volume correction from the remaining mesons beyond Tc that also affect the
quarks is not a contradiction to the fact that quarks can propagate freely, it is part of the
residual interaction in the system, quarks feel repulsion interacting with the mesons. Our
description of the excluded volume effects is admittedly simplified and parameter depen-
dent (yet thermodynamically consistent).

The following tables give a summary of the model parameters used in this work:

Particle species i giσ giζ giω giφ giχ δm0i

u,d −4.0 0.0 0.0− 3.0 0.0 9.95 · 10−2 6.0 MeV
s 0.0 −4.0 0.0 0.0− (−7.39) 9.95 · 10−2 105.0 MeV
N −9.90 1.17 12.01 0.0 0.298 18.0 MeV
Λ −5.46 −2.26 8.0 −7.39 0.0 364 MeV
Σ −3.95 −4.4 8.0 −7.39 0.0 364 MeV
Ξ −1.61 −7.71 4.0 −14.78 0.0 364 MeV

Table 4.1: Coupling parameters for the hadronic chiral model
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k0 k1 k2 k3 k4 g4
2.373 1.39 −5.55 −2.65 −0.226 60.0

Table 4.2: Parameters for the hadronic chiral model

T0 a0 a1 a2 b3
220 MeV 3.51 −2.47 15.2 −1.75

Table 4.3: Parameters for the Polyakov potential

Different parameterizations of the potential

Although the introduction of the Polyakov loop in a mean field type model like the PNJL
gives reasonable results at µB = 0, there are some issues when going to large chemical
potentials and low temperatures. This can be seen if one calculates the entropy contribution
of the Polyakov potential:

spol =
∂ppol
∂T

= c(T )ΦΦ∗ + b3T
3
0 ln(1− 6ΦΦ∗ + 4(Φ3Φ∗3)− 3(ΦΦ∗)2) (4.27)

For T =const. and when the value of the Polyakov approaches unity at large values of µB,
this contribution logarithmically goes to minus infinity: Φ → 1 =⇒ spol → −∞.

There has been a popular ansatz to improve the model by making U depend explicitly
on µB In this approach (which we will referr to as the DE equation of state) the effective
masses of the baryons and quarks are generated by the scalar mesons except for a small
explicit mass term and the term containing the Polyakov field Φ [134]:

m∗
b = gbσσ + gbζζ + δmb + gbΦΦ

2, (4.28)

m∗
q = gqσσ + gqζζ + δmq + gqΦ(1− Φ). (4.29)

With the increase of temperature/density, the scalar fields decrease in value, causing the
effective masses of the particles to decrease towards chiral symmetry restoration. The
Polyakov loop effectively suppresses baryons at high temperatures/densities and quarks at
low temperatures/densities due to their corresponding mass shifts shown above.

The new potential U for the Polyakov loop now reads:

U = (a0T
4 + a1µ

4
B + a2T

2µ2
B)Φ

2

+a3T
4
0 ln (1− 6Φ2 + 8Φ3 − 3Φ4). (4.30)

Additional terms, depending on the chemical potential, are fixed in order to reproduce
the phase diagram at high densities. This includes a first order phase transition line in
µq and T that ends in a critical point, of second order, at the values obtained by lattice
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calculations [171].

As can be seen in Fig. (4.3) the transition from hadronic to quark matter obtained is
a crossover for small chemical potentials. At vanishing chemical potential the transition
temperature is 171 MeV, determined as the peak of the change of the scalar field and the
Polyakov loop. Beyond the critical end-point (at µc,B = 354 MeV, Tc = 167 MeV for
symmetric matter in accordance with [171]) a first order transition line begins.
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   0
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Figure 4.3: Isentropic expansion paths (red lines) in the T − µq plane for very central
Pb+Pb/Au+Au reactions. Isentropic expansion from the overlap model initial condi-
tions are shown as full line in blue. Beam energies are from left to right: Elab =
40, 30, 20, 10, 5A GeV. The line of the first order phase transition is indicated in black
together with the critical endpoint of the model. Also shown is the line of constant energy
density ǫ = 4ǫ0 (gray dashed).

Making the Polyakov depend explicitly on the baryon chemical potential introduces an
interesting and questionable new aspect into the model. From thermodynamics we know
that the derivative of the pressure with respect to the baryo chemical potential gives the
net baryon number density. This means that:

∂ppol
∂µB

= (3a1µ
3
B + 2a2Tµ

2
B)Φ

2 = ρPolb (4.31)

In other words the Polyakov potential which is introduced to model the pure gluonic sector
now gives a contribution to the net baryon density. This contribution of course depends
on the choice of the parameters, but for the parameters obtained in [134] it is of the same
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order as the single quark contribution.

In addition the quark number susceptibilities, defined as the n’th order derivatives of p/T 4

with respect to µq/T should now also have an additional contribution from the Polyakov
potential.

4.4.1 Results at zero baryochemical potential

In this section we will concentrate on the properties of the QH model, described in section
(4.4), at vanishing chemical potential. Here lattice calculations suggest a crossover from
the hadronic to the quark phase. Different lattice groups obtain different results for the
phase transition temperature ranging from Tc = 160 MeV to 200 MeV [172, 173].

For all following results we set T0, the free parameter of the Polyakov-potential, to T0 = 235
MeV and the excluded volume parameter v = 1fm3. This leads to a critical temperature
of Tc ≈ 183 MeV (Tc is defined as the temperature with the largest change in the order
parameters as a function of the temperature). We will also distinguish results obtained
when the Polyakov loop is coupled to the dilaton in the above described manner (solid
lines), and those where the dilaton is not coupled to the Polyakov loop (dashed lines).

The lattice data referred to in the following sections are taken from the HotQCD collab-
oration [174]. Here different actions (p4, asqtad) and lattice spacings (Nτ = 6, 8) were
compared. Note that the transition region extracted from the lattice data lies between
185 and 195 MeV. The reader should keep in mind that different lattice groups get signifi-
cantly differing results on all observables. This indicates that the systematic uncertainties
on lattice data are still very large (much larger than the statistical errors which are usu-
ally plotted). In fact, recent lattice results of the HotQCD group [175] with new actions
in order to improve the description of hadrons on the lattice, point to the importance of
hadrons to describe the phase transition as well as explicitly state the rather slow and
smooth transition from confinement to deconfinement with a wide intermediate region.

There are even attempts to combine results on thermodynamics from the lattice with those
from a hadronic resonance gas which is expected to be the correct description of matter
below Tc [124]. We therefore do not expect to get a good agreement of our results on
thermodynamics with the lattice data below Tc.

Fig. 4.4 shows the temperature dependence for the order parameters of both, the decon-
finement (Φ), and chiral (σ) phase transition, extracted from our model and compared
to lattice data. Both order parameters change smoothly with temperature. The critical
temperature is found to be equal for both phase transitions. The lattice results represent
a quantity which is called the subtracted chiral condensate (∆l,s) and which is defined in
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Figure 4.4: The normalized order parameters for the chiral (black, dashed line), and de-
confinement (red, solid line) phase transition as a function of T at µB = 0. The dashed
lines depict results with the Polyakov loop-dilaton coupling described in the text. Also
indicated is the subtracted chiral condensate as defined in the text (orange dotted line).
The symbols denote lattice data for the subtracted chiral condensate from [174], using
different lattice actions (asqdat and p4) and lattice spacings Nτ .

the following way:

∆l,s(T ) =
σ(T )−mq/msζ(T )

σ(0)−mq/msζ(0)
(4.32)

Here mq and ms refer to the bare mass of up, down and strange quarks and ζ is the strange
quark condensate.

Note that the value of the chiral condensate σ approaches zero only slowly. This originates
from the dilaton contribution to the scalar potential in this model (the logarithmic term
in eqn.(3) prevents the value of sigma to drop as fast as expected), which generates a
repulsive term for small values of σ. Therefore the temperature dependence of the chiral
condensate compares less favorably to lattice results than PNJL type models. A simple
ansatz to solve this problem would be to simply remove the dilaton contribution from the
model, but in the current parametrization of the hadronic model the dilaton contribution
is essential for the correct description of the ground state of nuclear matter. To resolve
this problem we introduced a different coupling of the dilaton to the hadrons (and quarks)
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Figure 4.5: Total particle number densities for the different particle species over T 3 as a
function of T at µB = 0. The black line shows the total number of quarks+antiquarks
per volume while the green line refers to the total meson density and the red line to the
number density of hadronic baryons+antibaryons. The dashed lines depict results with
the Polyakov loop-dilaton coupling described in the text.

and fields (as for example outlined in [176], here part of the baryon mass is generated
through coupling to the dilaton and part through coupling to the chiral condensate). In
addition we coupled the dilton to the Polyakov loop as described in in section (4.4). This
way we achieve a satisfactory description of nuclear ground state and a more satisfactory
behavior of the chiral condensate above Tc, allthough the value of the chiral condensate,
with dilaton coupling (solid line), does still not approach zero as fast as on the lattice.

Like in the PNJL model the parameters of the Polyakov potential are fixed by a fit to pure
glue lattice data. Hence, the value of the Polyakov Loop increases somewhat faster as a
function of temperature than in recent lattice calculations including quarks. The same be-
havior can be observed, when a PNJL type of model [157] is compared against the newest
lattice results as a function of temperature (and not T/Tc which can be misleading at some
point). Still, the Polyakov-dilaton coupling improves the description of the data.

Fig. 4.5 shows the total densities of quarks plus antiquarks (black lines), mesons (green
lines) and baryons plus antibaryons (red lines). Below the critical temperature hadrons
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Figure 4.6: The fraction of the total energy density that can be assigned to the quark-gluon
phase (eQGP contains the energy of the quarks and the Polyakov potential) as a function
of T at µB = 0. The dashed line depicts results with the Polyakov loop-dilaton coupling
described in the text.

are the dominant degree of freedom. When the quark number increases around Tc, they
begin to suppress the hadrons. It is remarkable that the hadrons are still present, and not
negligible, up to about 2.0 Tc [177]. Especially the mesons contribute strongly to all ther-
modynamic quantities, since they are quite less suppressed than the baryons (vM < vB)
and have an essentially smaller mass.

Above 2 Tc the hadrons are effectively squeezed out of the system by the presence of the
quarks.
To emphasize this change in degrees of freedom, Figure (4.6) shows the fraction of the
total energy density which stems from the quarks and gluons (more precisely the Polyakov
potential). As expected for a crossover both degrees of freedom (hadrons and quarks) are
present in the temperature range from 0.75 − 2 Tc. Around Tc the fraction of the energy
density, due to quarks and gluons increases rapidly. It converges to unity at around 2 times
Tc.

Let us now take a closer look at different thermodynamic quantities. Figure (4.7) displays
the energy density (black curve) and three times the pressure (red dashed curve), both
over T 4 compared to lattice data [174]. In the limit of infinite temperature, both quanti-
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Figure 4.7: Three times the pressure (red solid line) and energy density (solid line) over
T 4 as a function of T at µB = 0. The dashed lines depict results with the Polyakov loop-
dilaton coupling described in the text. The green dotted line indicates the Boltzmann limit
for an ideal gas of three massless quarks and gluons. The symbols denote lattice data from
[174], using different lattice actions (asqdat and p4) and lattice spacings Nτ .

ties should converge to the Stefan-Boltzmann limit of an ideal gas of quarks and gluons.
This limit is indicated as a green dashed line. The strong increase in energy density around
Tc reflects the rapid change of the relevant degrees of freedom. At three times the critical
temperature the energy density is slowly converging to the Stefan-Boltzmann limit, while
the pressure is converging even slower as it was also observed in PNJL calculations [138].
At temperatures below Tc our calculation gives larger values for the pressure and the en-
ergy density.

Around 1.5 Tc one can observe a slight ’dip’ in the energy density. This ’dip’ is connected
to the slow disappearance of the correction factor f of the excluded volume corrections. As
has been shown above, the hadronic contribution to the densities disappears completely
only at two time Tc and therefore they still exclude some portion of the volume for the
quarks. The ’dip’ therefore indicates the disappearance of volume correction factors for
the quark phase.

In the high temperature limit, where only the quarks (and gluons) remain in the system
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Figure 4.8: Energy density minus three times the Pressure over T 4 as a function of T at
µB = 0. Also referred to as the interaction measure. The dashed lines depict results with
the Polyakov loop- dilaton coupling described in the text. The symbols denote lattice data
from [174], using different lattice actions (asqdat and p4) and lattice spacings Nτ .

the energy density and pressure both slightly exceed the data from lattice calculations.

Figure (4.8) displays the difference of the energy density and three times the pressure over
T 4 (black lines). This quantity is also referred to as the ’interaction measure’ in lattice
calculations. In the Stefan-Boltzmann limit it is 0, while it shows a peak slightly above
Tc. The height of the peak in our model is comparable to the lower bound from lattice
studies [174], while its value at large T is a little bit above that from lattice calculations,
because chiral restoration is not fully achieved in our model. Again we would like to stress
that the agreement of the interaction measure with the lattice data is better for the case
without the Polyakov-dilaton coupling, although the agreement in the order parameter is
better with such a coupling. This is interesting, as it means that an agreement of both,
order parameters and the interaction measure, to the lattice data seems very unlikely to
achieve.

Even though our model results below Tc agree well with the lattice results for the interaction
measure, the corresponding values for the energy density and pressure differ considerably,
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Figure 4.9: (color online) The speed of sound squared, as a function of T/Tc at µB = 0.
1/3 is the ideal gas limit. The dashed line depicts results with the Polyakov loop- dilaton
coupling described in the text.

when we compared to lattice data (Figure (4.7)). This points out that the newest lattice
results still do not have the resolution to describe the hadronic part of the heat bath suf-
ficiently well [174]. Thus, interaction effects of hadronic states in the hot system are most
likely not correctly taken into account in the current lattice data. Note again that our
model gives a much better description of the interaction measure as it does for the order
parameters when compared to lattice. This might indicate that the conversion from the
behavior of the Polyakov loop to the behavior of thermodynamic quantities might not be
as proposed in a PNJL type approach.

An important property of a hot and dense nuclear medium is the speed of sound (cs):

c2s =
dp

de

∣∣∣∣
µ=0

(4.33)

It is not only closely related to expansion dynamics but also controls the way perturbations
(sound- and shock-waves) travel through the fireball [97]. Figure (4.9) shows the speed of
sound squared as a function of temperature. As the temperature increases towards Tc one
can clearly observe a softening of the EoS due to the crossover. At very high temperature
the speed of sound converges toward its ideal gas limit of c2s → 1/3. The dip above Tc is
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again related to the excluded volume corrections. Note that even though the change of de-
grees of freedom from hadrons to quarks proceeds as a crossover, there is still a substantial
softening (i.e. c2s goes down to 0.07). This behavior is comparable to results obtained with
different versions of the PNJL model [157, 141]. It is a result of the fit of the Polyakov loop
potential to pure glue data, resulting in a steeper increase of the order parameter when
compared to lattice results including quarks.

Our model has essentially two free parameters, T0 and the excluded volume parameter. we
checked that varying the volume parameter v by a factor of 2 does not alter the temperature
dependence of the Polyakov loop as it is controlled mainly by the Polyakov potential (and
therefore the parameter T0). Even the phase transition temperature Tc of the chiral phase
transition is not affected by the volume parameter. For smaller values of the volume the
chiral phase transition becomes slightly steeper (a faster increase with temperature). The
thermodynamic quantities change at maximum about 10% around Tc, but the qualitative
behavior of the hadrons beeing suppressed by the quarks stays unchanged. It is rather a
question of how much the hadrons get suppressed at a given Temperature and therefore
how much they still contribute in the region of phase coexistence. At some point above Tc
the hadrons are removed for any value of the volume parameter.

4.4.2 Results at nonzero baryochemical potential

Most of the physical observables we have accurate knowledge of are measured in the vac-
uum and, concerning the scales used in this work, at almost zero temperature. Important
observables for our work are for example the vacuum masses of the hadrons and the prop-
erties of nuclear ground state matter. So before extending our work to the realm of finite
baryon density and finite temperature we need to make sure that our model gives reason-
able results at zero temperature. First we want to investigate the behavior of the different
particle densities, at T = 0, as a function of net baryon density. Here the repulsive vector
interaction, transmitted by the vector field ω, starts to play a more important role than
the attractive interaction originating from the σ field. In our model the vector interaction
strength gnω of the nucleons can easily be constrained by demanding reasonable values
for the nuclear binding energy and saturation density. This is not the case for the quark
vector-interaction strength. The only reasonable constraint on their part would be to de-
mand that there are no free quarks present in the nuclear ground state.

Figure (4.10 left) shows the densities of quarks (red lines) and protons (black lines) as a
function of net baryon density compared to the nucleon density from the purely hadronic
model (grey dashed line). In the case of no repulsive quark vector interaction (dotted
lines) the free quarks appear already before the ground state density. This would mean
that there is no nuclear liquid-gas phase transition and no physical nuclear ground state.
If we introduce a finite quark vector interaction strength of gqω = 3.0 ≈ gnω/3 the quarks
appear only at larger densities.
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Figure 4.10: Left: Densities of the different particle species a a function of net baryon
density at T = 0. The grey dashed line is the result from the purely hadronic model and
serves as a baseline comparison. The red lines show the results for the quark densities while
the proton densities are depicted in black. Results with a quark vector interaction strength
of gqω = 3.0 are shown as solid lines while the dashed lines are results with gqω = 0
Right: Binding energy per nucleon as a function of net baryon density at T = 0 for
gqω = 3.0. The minimum is located at ≈ 0.16fm−3 and the corresponding binding energy
is E/A−mN ≈ −16MeV . The resulting incompressibility is κ ≈ 380MeV

In this scenario we can obtain reasonable values for the nuclear ground state saturation
density (ρ0 ≈ 0.16 fm−3) as well as the binding energy (E/A−mN ≈ −16 MeV) as can be
seen in Figure (4.10 right). We can also calculate the incompressibility modulus at ground
state density, defined as κ = 9(dp/dρb)T=0,ρb=ρ0 and obtain a result of κ ≈ 380MeV . This
value is somewhat larger as expected [178] and is due to the hard core repulsive interactions
which make the system rather incompressible. We have checked that in fact the speed of
sound does stay below cs = 1 for any density or temperature.

Since our model does not sustain the difficulties that lattice calculations have, when going
to finite densities, we can simply extend our investigations to finite chemical potentials
(µB = 3µq 6= 0) and temperature. As for the case at T = 0 any repulsive vector interaction
for the quarks may change the picture of the phase diagram. The value of the repulsive
interaction strength gqω is not constraint by any first principle calculation. It could even be
a function of temperature and density. For simplicity we will compare two cases, gqω = 0
and gqω = 3, to show the qualitative changes of the phase diagram when different values
of the vector coupling strength are assumed.

For calculations at finite µB, the strange quark chemical potential µs also plays an impor-
tant role. If one assumes, that the total net strangeness is globally conserved, hadronic
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Figure 4.11: Contour plot of the normalized chiral condensate σ/σ0 as a function of tem-
perature and quark chemical potential. The black solid line, starting at T = 0 and
µq = 316MeV shows the liquid-gas phase transition. The dashed grey line depicts the
continuation of the liquid gas transition, which becomes a crossover at T ≈ 16MeV . The
black dashed line corresponds to the deconfinement crossover, which falls together with a
very smooth second chiral crossover.
Left: results with quark vector coupling ggω = 3.0
Right: results with quark vector coupling ggω = 0.0

chemistry induces a non zero chemical potential for the strange quark, while it vanishes
for the case of a free quark gas (note that we use the strange quark chemical potential µs,
not the chemical potential of the strange charge µS = µq − µs). In the present work we
always constrain the net strangeness to be zero, but one should also investigate the phase
structure of a system where this is not fulfilled. Work along this line is in progress.

Figure (4.11) displays contour plots of the chiral condensate σ (normalized to its ground
state value σ0) in the T − µq phase diagram for the two values of the repulsive quark
interaction strength. It is apparent to see that in both cases the chiral phase transition is
a smooth crossover for all chemical potentials. Only at very low temperatures the iso-σ
lines converge a first order phase transition. In the case of gqω=3 this can be identified
with the nuclear liquid-gas phase transition, which is first order at zero temperature (dis-
played in the plot as the solid black line with a critical endpoint at Tc ≈ 16MeV ). As
mentioned above, if the repulse vector interaction strength of the quarks is smaller, they
already appear at or before the nuclear ground state and cause the first order jump in the
order parameter. At high temperature and high chemical potentials the lines of constant
σ are even farther apart then a vanishing net baryon density, indicating an even smoother
crossover than at µq = 0. We can still calculate the derivative of the order parameter with
respect to the temperature and chemical potential. The grey dashed lines where this gradi-
ent has his maximum in the phase diagram. The black dashed lines indicate a second, very
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Figure 4.12: Contour plot of the average Polyakov loop φ+φ∗

2
, order parameter of the

deconfinement phase transition, as a function of temperature and quark chemical potential.
The black dashed line corresponds to the deconfinement crossover.
Left: results with quark vector coupling ggω = 3.0
Right: results with quark vector coupling ggω = 0.0

small maximum in this derivative, which is caused be a rapid change in the deconfinement
order parameter, the Polyakov loop. This indicates that the largest change in the chiral
condensate is governed by hadronic interactions and not by the appearance of the quarks.

The observation of a smooth crossover can also be found in the contour plot of the Polyakov
loop as a function of T and µq, in Figure (4.12). Here again results for two different values
of the repulsive vector interaction are shown. The black dashed lines are indicating the
maximum of the derivative of the Polyakov loop with respect to temperature and chemical
potential. There is a visible difference in the chiral (grey dashed) and deconfinement (black
dashed) phase transitions at high chemical potentials. While the chiral condensate already
drops at the liquid gas phase transition µq ≈ 313 MeV, the Polyakov loop remains small
until much higher chemical potentials.

This behavior is very interesting as it means that, in some parts of the phase diagram,
chiral symmetry is partially restored while quarks are still confined. This can be made
more clear if one looks at the fraction of the total energy density which can be contributed
to quarks and gluons (more precise quarks and the Polyakov potential). This fraction
(eQGP/eTOT) is plotted in Fig. (4.13), using gqω = 3, in the phase diagram where we again
indicated the largest change in the chiral condensate (grey dashed line) and the Polyakov
loop (black dashed line). Again one observes, at high chemical potentials and intermedi-
ate temperatures, a phase which consists only partly of quarks and hadrons, while chiral
symmetry is partially restored.
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Figure 4.13: Contour plot of the fraction of the total energy density which comes from
the quark contribution and the Polyakov loop potential. The value for the quark repulsive
interaction is gqω = 3. The dashed grey line indicates where the change of the chiral
condensate with respect to T and µq has a maximum while the solid black line shows the
same for the change of the Polyakov loop.

4.4.3 Susceptibilities

Lattice results at finite chemical potentials are often obtained as Taylor expansion of the
thermodynamic quantities in the parameter µ/T around zero chemical potential [112]. In
the Taylor expansion of the pressure p = −Ω, the coefficients, which can be identified with
the quark number susceptibilities, follow from:

p(T, µB)

T 4
=

∞∑

n=0

cn(T )
(µB

T

)n

(4.34)

cn(T ) =
1

n!

∂n(p(T, µB)/T
4)

∂(µB/T )n

∣∣∣∣
µB=0

(4.35)

In our approach we explicitly calculate the pressure at finite µB and then extract the ex-
pansion coefficients numerically. The results for the second coefficient calculated for the
PNJL model and QHM model, compared to lattice results [179], are shown in figures (4.14)
and (4.15). One can clearly observe that the best description can be obtained when quark
vector interactions are turned off. Any form of repulsive interaction strongly decreases the
value of the second order coefficient above Tc. The lattice results on the other hand quickly
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Figure 4.14: Left: The second order quark number susceptibility from the PNJL model,
with different strengths of the vector interaction, as a function of T over Tc. Black solid
line: no vector interaction, red dashed line: GV = GS/2, green dotted line: GV = GS, blue
dash dotted line GV = 2GS.
Right: The forth order quark number susceptibility from the PNJL model, with different
strengths of the vector interaction, as a function of T over Tc. Black solid line: no vector
interaction, red dashed line: GV = GS/2, green dotted line: GV = GS, blue dash dotted
line: GV = 2GS.

reach a value that is expected for a non-interacting gas of quarks, even right above Tc. This
is in fact surprising as other thermodynamic quantities tend to favor a picture with a wide
region around Tc where interactions are strong. This behavior was also reproduced by the
PNJL model and the QH model while both fail to describe the fast increase in c2 right
above Tc.

In this context it is noteworthy that the introduction of terms ∝ T 2µ2
q in the Polyakov

potential (see for example scetion (4.4)) will give a contribution to the 2nd order coeffi-
cient. As c2 goes to unity immediately above Tc in the lattice data, this makes sucha µq

dependence of the Polyakov loop seem very unlikely.

Next we try to disentangle the hadronic contribution to the second coefficient. As can be
seen in Fig. 4.15 the dependence on the strength of the repulsive interaction below Tc is
rather small and one can not exclude any scenario. In the crossover region, around Tc,
differences become obvious.
The solid black line in Figure (4.15) displays the result for c2 using the standard parametriza-
tion of the QH model as described in (4.4) without any repulsive quark-quark interactions.
The value of c2 only slowly approaches 1, which is mainly due to the fact that the value of
the chiral condensate drops to 0 rather slow in our model and therefore the quark masses
do not decrease as fast as in the PNJL approach.
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Figure 4.15: Left: The second order quark number susceptibility from the QH model, with
different strengths of the vector interaction, as a function of T over Tc. Black solid line:
gNω 6= 0, gqω = 0, v = 1, red dashed line: gNω 6= 0, gqω = gNω/3, v = 1, green dotted line:
gNω = 0, gqω = 0, v = 1, blue dashed dotted line: gNω 6= 0, gqω = 0, v = 0, orange dash dot
dot line: gNω = 0, gqω = 0, v = 0.
Right:The fourth order quark number susceptibility from the QH model, with different
strengths of the vector interaction, as a function of T over Tc. Black solid line: gNω 6=
0, gqω = 0, v = 1, red dashed line: gNω 6= 0, gqω = gNω/3, v = 1, green dotted line:
gNω = 0, gqω = 0, v = 1, blue dashed dotted line: gNω 6= 0, gqω = 0, v = 0, orange dash dot
dot line: gNω = 0, gqω = 0, v = 0.

Including repulsive vector interactions for the quarks gives a result which is similar to the
one obtained from the PNJL (red dashed line). Here the repulsive interactions strongly
decrease the value of c2.

Turning off all repulsive interactions, vector interactions for quarks and hadrons as well as
the excluded volume corrections (orange dash dot dotted line), leads to an drastic over-
estimation of c2. This is expected as all hadronic degrees of freedom are present at and
above Tc if the excluded volume effects are turned off. Therefore one largely overestimates
the effective degrees of freedom.

On the other hand if the repulsive vector interactions are turned on only for the hadrons
one obtains a rather good description of the lattice results (blue dash dotted line). In
this parametrization the hadrons are also still present in the system up to arbitrary high
temperatures, as the excluded volume effects are still turned of, and therefore all thermo-
dynamic quantities are largely over predicted.

To remove the hadronic contributions from the system we introduced excluded volume cor-
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rections as described above. This leads to a pronounced dip in c2 above Tc (green dotted
line), indicating that our excluded volume approach is either to simplified or all hadronic
contributions are already vanishing completely right above Tc or that the lattice results
are still not accurate enough to sufficiently resolve effects of hadron hadron interactions.

The fourth order coefficients calculated for the PNJL and QH model are shown on the
right side of figures (4.14) and (4.15). Although the errors on the lattice results are still
significant our results for c4 support the statements made for c2. At temperatures above
Tc a gas of free non interacting quarks, without any hadronic contribution, gives the only
reasonable description of the data already slightly above Tc. While the height of the peak
does depend on the strength of the vector coupling, we observe also a strong dependence
on the slope of the change of the order parameters around Tc, which is larger in the QH
model as compared to the PNJL model. Notice that the parametrization shown as the
blue dash-dotted line, which gave the best description for c2, overestimates c4 around Tc
drastically. This is simply because all thermodynamic quantities are over predicted in this
case and therefore the densities as well as the order parameters increase steeper as they do
in the lattice calculations.

4.4.4 Distillation

Until now we have restricted ourselves to calculations at vanishing net strangeness. As
strangeness is conserved under the strong interaction this seems reasonable when describ-
ing heavy ion collisions where the strong interaction is the most important force. Neverthe-
less there are possible mechanisms which may separate the strange from the anti-strange
particles in a heavy ion collision, either dynamically or chemically. In the following we will
discuss a possible scenario for a chemical separation which could occur of one has a phase
coexistence of quarks and hadrons, which was called a strangeness distillation.

First we need to estimate for which values of net strangeness per baryon we could expect
to see interesting signatures, like stable or metastable clusters of strange matter.
Calculations within our hadronic effective chiral mean field model [131, 132] (see chap-
ter 4.2) predict that stable and metastable strange matter can be created when the net
strangeness of the bulk matter becomes larger than fs > 0.4. In this simple estimate we set
the strength of the hyperon coupling to the strange scalar field ζ to a value of nsg2 (ns is the
number of strange quarks in the hyperon), rescaling the other couplings to keep the correct
vacuum masses of the particles. The full line in Fig. 4.16 shows the corresponding values
of lowest energy of a system of free nucleons and hyperons for a given fs (net strangeness
per baryon). Beyond a value of g2 ≈ 2 one obtains a bound state for fixed fs. For even
higher values of the coupling strength absolutely stable hypermatter at f2 ≈ 1.2 is obtained.

In the following we will shortly discuss how such values for fs can be produced in exper-
iment. It was shown that strangeness can be separated in phase space within a hadronic
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Figure 4.16: Binding energy per particle as a function of strangeness per baryon for different
values of the hyperon interaction with the scalar field ζ (g2).

transport model (UrQMD) [180]. This separation is a result of the non equilibrium nature
of the early phase of a heavy ion collision.

Furthermore, in equilibrated fireballs, strangeness can be separated by a distillation pro-
cess [181]. In addition the emission of Kaons can further enrich the produced fireball with
strangeness [182]. In the folowing we will give an estimate on the distilation process which
would occur in HIC. For our calculations we apply our QH equation of state that had been
described in chapter (4.4). The model has a wide region of phase coexistence in the phase
diagram, which gives room for a possible distillation scenario.

For the time evolution of the baryon density of the fireball we assume a simple Björken
expansion where:

ρb(t) = ρ0
t0
t

(4.36)

with t0 being the starting time of the evolution (in our case t0 = 5fm). The initial density,
ρ0, follows from a geometric overlap model which gives

ρ0 = 2 γc.m. 0.16fm
−1 (4.37)

ǫ0 = 2 mN 0.16fm−1 γ2c.m. (4.38)

with γc.m. =
√
ELab/A/2mN + 1.
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Figure (4.16 right) shows the time evolution of the strangeness per baryon fraction for a
fireball that is created at a Pb+Pb collision at Elab = 40A GeV. The two vertical lines set
the limits to where one would expect a chemical freeze out to occur. Beyond this time,
the system decouples and should not be treated as being in chemical equilibrium. The
solid lines depict the strangeness fraction in the different phases, while the fireball has no
net strange charge. This reflects the original strangeness distillation process as proposed
in [181]. In our model this process will lead to a strangeness fraction of fs ≈ 0.2 of the
remaining quark droplet, at freeze out.

As has been proposed in [182] the strangeness fraction can even increase more during the
course of the fireballs evolution due to emission of Kaons, as anti-Kaons are more abundant
at hight baryon densities than Kaons. The fireball itself therefore becomes loaded with
net strangeness. As proposed in [182] we assume that the emission of kaons and pions
(changing the entropy per baryon ratio S/A) can be described by the following emission
equations:

d(S/A)

dt
= − 1

NB

4π

(
3

4π

NB

ρB

)2/3

4ρπ (4.39)

dfs
dt

= − 1

NB

4π

(
3

4π

NB

ρB

)2/3

4(ρK − ρK) (4.40)

Here, NB is the total baryon number of the fireball and ρi are the densities of the corre-
sponding particle species (baryons, pions and kaons). In combination with the distillation
process, the quark part of the system can obtain a strangeness fraction of up to fs ≈ 0.5.
This could in turn result in the formation of a (meta-)stable cluster of quarks or hadrons.
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Figure 4.17: Time evolution of the strangeness per baryon fraction for the 2 coexisting
phases (hadrons or quarks) in a heavy ion collision at Elab = 40A GeV. The solid line
corresponds to results where the fireball has vanishing net strangeness while the dashed
line shows results where emission of Kaons is included.
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Chapter 5

Results

In this chapter we will discuss the results that where obtained using the above described
hybrid model to heavy ion collisions. We will discuss model parameter dependencies on
bulk observables and, more importantly, the dependence on the equation of state. In the
second part we will discuss model calculations on the production of hypernuclei. This is
not necessarily related to the equation of state, but an interesting topic nevertheless.

5.1 Investigating bulk matter properties

Bulk matter properties have a long time been the center of attention when looking for a
signature for the deconfinement phase transition. Starting at particle ratios and multiplic-
ities where for example the peak structure in the excitation function of the K+/π+ ratio
was sought to be a signal for the quark gluon plasma [183, 52] the attention is also on
different flow observables.

Such an observable would be for example the average transverse momentum of different
particle species produced. As the expansion dynamics are controlled by the EoS surely
the average momentum should be sensitive on the equation of state. If a first order phase
transition occurs, this is usually seen in a softening of the EoS and therefore a slower overall
expansion.

A more detailed study can be done when examining not only the average momentum but
also different moments of a multipole expansion of the average momentum. The first mo-
ment, the so called ’directed flow’ v1 = 〈px/pT 〉|y is zero at mid-rapidity due to momentum
conservation, but could very well depend on the equation of state a finite values of y.

The second order momentum anisotropy, the ’elliptic flow’ v2 = 〈px − py〉 /pT is defined
with respect to the two transverse directions. In non-central heavy ion collisions this is
of great interest as the initial shape of the fireball is not symmetric in the transverse
plane but rather has an almond like shape. This means that the initial pressure gradients
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in the x-direction are different from those in the y-direction. This spacial anisotropy is
then transformed in a momentum anisotropy which can be measured. The magnitude if
the anisotropy depends on the pressure gradients at work and therefore directly on the
equation of state. In the following we will discuss how the results, from our hybrid model,
on these different observables depend on the parameters of the model as well as the equation
of state that is used.

5.1.1 Strangeness ratios with the HRG

At CERN-SPS energies evidence for the creation of this new state of matter is claimed,
e.g., with observations of an enhanced K/π ratio (’horn’) and the step in the mean trans-
verse mass excitation function for various hadron species. Especially the low energy (high
µB) program at SPS showed a culmination of exciting results. Therefore, the production of
hadrons containing strange quarks is a very interesting topic to study in this energy regime
(at the FAIR facility and at critRHIC), as they have to be newly created and their produc-
tion mechanism is different comparing for example the QGP to a hadron gas. Whether a
QGP phase is necessary to reproduce the experimentally measured yields, is not yet clear
[184, 185, 186, 187, 188].

Models that describe observed particle yields simply from a thermal heat bath, including
canonical corrections for strangeness, have become quite popular recently [189, 190, 193].
These models usually rely on two parameters per beam energy, the temperature and baryo-
chemical potential at which the chemical freeze out of the hadronic system occurs. Al-
though successful in describing the data such models do not offer any explanation to
weather why the hadronic system is in thermal and chemical equilibrium nor why all par-
ticles should freeze out at the same temperature.
Using our hybrid model for particle production we also assume that the system is in local
thermal equilibrium throughout the whole evolution, not trying to explain why and how
this occurs. In this sense it is not superior to any thermal model for particle production.
On the other hand, in the case of the chemical decoupling, our model does not assume any
fixed temperature, but a region in temperature in which the system undergoes a change
from an equilibrated system to a system out of equilibrium. The hybrid model describes
both these phases with the appropriate scheme (either fluid dynamics or transport theory)
and therefore gives an alternative view on the final process of particle production.

First we compare particle ratios from the two frameworks i.e., the pure transport calcula-
tion (grey line) and the hybrid approach using a HRG equation of state (black line). In
figure (5.1) the excitation functions of different particle ratios (at mid-rapidity), including
strange baryons, are shown for central Au+Au/Pb+Pb collisions for center of mass ener-
gies of

√
s = 2− 200 AGeV. We also compare two different freeze-out criteria; 4 ǫ0 (solid

line) and 5 ǫ0 (dashed line).

Within the hybrid model calculation the production of strange particles is enhanced, due
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Figure 5.1: Excitation functions for kaon to pion ratios (left) and strange baryon to pion
ratios (right) from most central heavy ion collisions at energies of Ec.m. = 2− 200 AGeV.
Compared are two hybrid model calculations (black lines), UrQMD 2.3 (grey lines) and
results from experiments[194, 183, 195, 196, 197, 198, 37, 199]. The two black lines represent
results for different freeze out criteria 4 ǫ0 (solid line) and 5 ǫ0 (dashed line).

to the establishment of local thermal equilibrium. This leads to an improved description of
multi-strange particle ratios at energies above

√
s ≈ 5 AGeV, while at lower energies the

non-equilibrium approach seems to provide a better description of the data. Especially the
’horn’ structure in the K+/π+ ratio is reproduced without the explicit inclusion of a phase
transition. As in thermal model studies we contribute it to a transition from a baryon
dominated to a meson dominated regime in the phase diagram, reached at SPS energies.
Note that the transport model is not able to reproduce the ’horn’ structure in the K+

to π+ ratio. This was explained by an over-estimation of the pion yields rather than the
actual K+ production rate [200].

5.1.2 Freezeout dependence

To be able to compare results applying different equations of state we first have to get a
handle on the freeze out dependence of our results. The freeze out is still one of the open
questions in modeling off heavy ion collisions. In our approach it is taken care of dynami-
cally within the UrQMD approach. Still we have to define a transition density at which we
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change from the fluid dynamical to the transport picture. This switching criterion, also re-
ferred to as the freeze out density, can be treated as a free parameter. Furthermore we have
introduced two different prescriptions for the freeze out, the isochronous (IF) and gradual
freeze out (GF). In this Section we address the 4π multiplicity (Figs. 5.2-5.3, upper plots)
and the mean transverse mass (Figures 5.2-5.3, lower plots) excitation functions for pions,
protons and kaons calculated in the hybrid approach with a hadronic EoS to compare
different transition prescriptions. The dotted line corresponds to the results directly after
the isochronous hydrodynamic freeze-out without final state interactions (FSI). Immediate
decay of the resonances is taken into account to provide comparable multiplicity results.
All other calculations include the hadronic afterburner, however with different transition
prescriptions applied: the isochronous freeze-out (dashed line with circles), the gradual
freeze-out (full line with squares) and the gradual freeze-out with varied freeze-out energy
density criterion 4ǫ0 (dashed-dotted line with triangles).

The results are calculated for central Au+Au/Pb+Pb collisions at midrapidity (|y| < 0.5)
from Elab = 2−160A GeV. In general, one observes that the mean transverse mass increases
as a function of energy, because more energy becomes available that can be distributed in
the transverse plane and the expansion phase lasts longer.

Let us start the detailed discussion with the pions as being the most abundant hadrons.
The pion multiplicity (Figure 5.2, left) is completely insensitive to the freeze-out procedure
while the mean transverse mass at higher energies is decreased if the gradual freeze-out
procedure is applied. The final state interactions and the variation of the freeze-out crite-
rion do only weakly alter the results for pions. At AGS energies, the calculations are well
in line with the data while at SPS energies where the hydrodynamic stage is a major part
of the evolution the pion multiplicity stays below the data and the mean transverse mass
exceeds the experimental data. We attribute these observations to the entropy conserva-
tion in the hydrodynamic evolution and the violent transverse expansion because of high
pressure gradients.

Next, we explore the production and expansion of the baryon charge. In contrast to the
previous case, the proton multiplicity (Figure 5.2, right) is almost constant over the whole
energy range. The final rescatterings lead in this case to a slightly higher multiplicity and
an increased mean transverse mass. The protons acquire more transverse flow during the
hadronic stage after the hydrodynamic evolution. As already observed for the pions the
gradual freeze-out leads to a flattening of the transverse mass excitation function. Varying
the energy density criterion (squares vs triangles) indicates only a weak dependence on
this parameter.

Finally, we address strange particles. Figure 5.3 shows the results for positively and neg-
atively charged kaons respectively. The kaon multiplicities are nicely reproduced, if the
isochronous freeze-out procedure is applied with or without final state interactions. The
mean transverse mass in the same calculation is too high at top SPS energies due to the
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violent transverse expansion because of the comparably stiff hadronic EoS. For K− the
final rescatterings lead to an increase in the mean transverse mass because the low pT K

−

are easily absorbed on the surrounding baryons. In the gradual freeze-out scenario the
kaon production is enhanced by roughly 10% due to the higher average temperatures at
the transition point from hydrodynamics to the transport description at higher energies.
For the kaon multiplicity the variation of the freeze-out criterion leads to a slight decrease
of the yields when going from the gradual to the isochronous scenario. This reflects the
sensitivity of the kaon yield to the temperature at the transition point between hydrody-
namics and the final state hadron cascade. The mean transverse mass excitation functions
are flatter with the gradual freeze-out scenario which leads to a better description of the
experimental data.

Overall, the hybrid calculation with the gradual freeze-out procedure reproduces the mul-
tiplicities and the shape of the mean transverse mass excitation function best, in many
cases there is even good quantitative agreement with the experimental data.
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Figure 5.2: The multiplicity (4π, top) and the 〈mT 〉 (bottom) excitation function for pions
(left) and protons (right) in central (b < 3.4 fm) Au+Au/Pb+Pb collisions at Elab = 2−
160 AGeV is shown. The lines depict different freeze-out prescriptions for the hybrid model
calculation with the hadron gas equation of state, while the symbols depict experimental
data [37, 183, 195, 201].
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Figure 5.3: The multiplicity (4π, top) and the 〈mT 〉 (bottom) excitation function for
positively/negatively (left/right) charged kaons in central (b < 3.4 fm) Au+Au/Pb+Pb
collisions at Elab = 2− 160 AGeV is shown. The lines depict different freeze-out prescrip-
tions for the hybrid model calculation with the hadron gas equation of state, while the
symbols depict experimental data [37, 183, 195, 30].
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5.1.3 The speed of sound

An important property of a hot and dense nuclear medium is the speed of sound (cs):

c2s =
dp

dǫ

∣∣∣∣
S/A

=
dp

de

∣∣∣∣
n

+
n

ǫ+ p

dp

dn

∣∣∣∣
ǫ

. (5.1)

It is not only closely related to expansion dynamics but also controls the way perturbations
(sound waves) travel through the fireball. Figure (5.4) shows cs as a contour plot in
the ǫ − n phase diagram of the DE equation of state with a µq dependend Polyakov
potential, introduced in section (4.4). Here ǫ is the energy density and n the net baryon
number density, both given in units of the ground state values (ǫ0 = 146 MeV/fm3, n0 =
0.159 fm−3).
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Figure 5.4: Isentropic expansion paths (black lines) and contours of the speed of sound in
the ǫ-n phase diagram. The beam energies, associated with the lines, are the same as in
Figure (4.3). The gray region relates to unphysical combinations of ǫ and n (T ≤ 0). The
critical endpoint of the model is displayed as the black dot.

One can clearly see the reduction of the speed of sound (softening) of the EoS in the mixed
phase. The question now is, does this softening translate to a visible signal in particle
properties?

To get a first approximation on how large the effect on bulk observables will be, we can
calculate the average speed of sound during the fluid dynamical evolution of hybrid model
calculations for most central heavy ion collisions with center of mass energies of

√
(s) =
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Figure 5.5: Excitation function of the averaged speed of sound in most central A+A
collisions. The deconfinement EoS (red solid line) is compared to the hadron resonance
gas (blue dashed line). Indicated is also the speed of sound extracted from 3 particle
correlation studies at the STAR experiment [202].

3− 20 GeV. We define the average 〈cs(t)〉 at a given time t as the average speed of sound
over all fluid cells weighted with the energy density of that cell

〈cs(t)〉 =
∑

i,j,k ci,j,k ǫi,j,k∑
i,j,k ǫi,j,k

(5.2)

where the cs of every cell can be deduced from the EoS as a function of energy and baryon
number density. The speed of sound 〈cs(t)〉 is then averaged over the whole time evolution,
where every time step has the same statistical weight.

Figure (5.5) shows the excitation function of the averaged speed of sound for both equa-
tions of state considered. The hadron resonance gas (blue dashed line) yields higher values
of 〈cs〉 than the DE EoS (red solid line). This is expected, since the phase transition leads
to a softening of the EoS. Still, in both cases the averaged speed of sound is well above
0.3 c, and the difference is on a 10% level.

It was proposed, that a conical Mach wave created by in medium jets traversing the hot and
dense system of a relativistic nuclear collision, could provide the means to experimentally
measure the speed of sound in the fireball. Indeed, experiments at the RHIC claim to
have observed conical emission in heavy-ion collisions. Applying a 3-particle correlation
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method, the Mach angle θM was extracted from data [202]. In a simple Mach cone picture
this angle can easily be related to the speed of sound:

cos(θM) = cs/vp, (5.3)

where vp is the velocity of the projectile creating the wave (usually vp is considered to be
close to the speed of light). This simple approximation leads to an estimate for the speed
of sound of 〈cs〉 ≈ 0.2 c.

Since any partonic jet, which would produces a Mach wave, is created in the very early
stage of the collision and traverses the medium until freeze-out, the observed angle should
be related to a time average of cs and not the speed of sound at some specific point in time.
Because the systems spends quite a substantial amount of time close to the phase transition
region, where the EoS is soft, the averaged speed of sound is much lower than the limit for
an ultrarelativistic gas

√
1/3. Still, due to the time and space average, it is substantially

larger than the speed of sound in the transition region. Although the experimental result,
obtained at much larger beam energies (and therefore smaller chemical potentials), is not
directly related to our results at lower energies, the excitation function of 〈cs〉 shows a
saturation at rather moderate energies and, therefore an even lower speed of sound in
systems created at RHIC seems unlikely.

5.1.4 Comparisons of different EoS

After these rather technical studies, we turn now to the investigation of different EoS. To
exemplify the effects of the different underlying dynamics we contrast the hybrid model
calculations with the pure hadronic transport calculation (UrQMD-2.3, dotted lines in fig-
ures (5.6) and (5.7)). By comparing this calculation with the hybrid calculation (employing
the HRG EoS, full line with squares in figures (5.6) and (5.7)) one can estimate the effect
of viscosities and the non-equilibrium dynamics. For the hybrid model calculations the
gradual freeze-out with the criterion of 5ǫ0 (or 4ǫ0) is applied. The dashed-dotted line with
triangles corresponds to the calculation with the chiral hadronic equation of state (CH)
while the dashed line with circles depicts the bag model EoS with a strong first order phase
transition to a hadronic model (BM).

Figure (5.6) shows the multiplicity and the mean transverse mass excitation functions for
pions and protons. The yields are reduced in the hybrid model compared to the pure trans-
port calculation because of entropy conservation during the ideal hydrodynamic evolution.
The changes in the EoS do not affect the multiplicities. The mean transverse mass that is
more sensitive to the pressure in the transverse plane is changed. For pions the chiral EoS
gives similar results as the hadron gas calculation while the bag model EoS decreases the
mean transverse mass at high energies as it is expected for a first order phase transition.
The pure transport calculation reproduces the flattening in the intermediate energy regime
best.
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For the protons Fig. 5.6 (right) the opposite behavior can be observed. In this case, the
BM EoS leads to a higher transverse mass than the chiral EoS which is still higher than the
hadronic calculation. UrQMD-2.3 shows the strongest flattening again. The high baryon
density regions, where most of the protons are produced at hydrodynamic freeze-out, are
perhaps more sensitive to the early stage of the collision where the BM EoS exhibits a
higher pressure (in the QGP phase) and the softening due to the mixed phase is only
reflected in the mean transverse mass of mesons. The net baryon density is explicitly
propagated in the hydrodynamic evolution. Therefore, the final distribution of the baryo-
chemical potential at the transition from hydrodynamics to the hadronic cascade reflects
the dynamics during the evolution and is sensitive to the initial stopping. The mesons are
only influenced by the temperature distribution that mainly depends on the energy density
distribution.
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Figure 5.6: The multiplicity (4π, top) and the 〈mT 〉 (bottom) excitation function for
pions (left) and protons (right) in central (b < 3.4 fm) Au+Au/Pb+Pb collisions at
Elab = 2− 160 AGeV is shown. The lines depict hybrid model calculations with different
equations of state and the pure transport calculation in comparison to the experimental
data (symbols)[37, 183, 195, 201].
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Figure 5.7: The multiplicity (4π, top) and the 〈mT 〉 (bottom) excitation function for
positively/negatively (left/right) charged kaons in central (b < 3.4 fm) Au+Au/Pb+Pb
collisions at Elab = 2 − 160 AGeV is shown. The lines depict hybrid model calculations
with different equations of state and the pure transport calculation in comparison to the
experimental data (symbols)[37, 183, 195].
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Figure (5.7) shows the results for different EoS for positively and negatively charged kaons.
Since the qualitative results are the same in both cases we will refer to kaons in the follow-
ing without distinguishing the charges. The kaon multiplicities are higher in the hybrid
model calculation as compared to the pure transport simulation, because strange particles
are produced according to thermal distributions during the Cooper-Frye transition. The
string and resonance dynamics in UrQMD-2.3 lead to an underestimation of strange parti-
cle yields while the mean transverse mass excitation function flattens at high AGS energies
due to non-equilibrium effects. The multiplicities and the mean transverse mass are highest
in the hadron gas hybrid calculation because the hadronic EoS is the stiffest EoS and can
not be “softened” by non-equilibrium effects. Here also, the transverse expansion is more
violent since the pressure and its gradients are large during the whole hydrodynamic evolu-
tion. The chiral EoS leads to a small decrease in the yields, but leaves the 〈mT 〉 excitation
function essentially unchanged. Employing the chiral EoS the temperatures at the tran-
sition from hydrodynamics to transport are a bit lower than in the purely hadronic case,
but the kaons acquire approximately the same transverse momentum during the evolution.
The chiral phase transition exhibits only a small latent heat and therefore the pressure
gradients are not affected that much. The BM calculation with a strong first order phase
transition produces lower kaon multiplicities than the other hybrid model calculations, at
low SPS energies even less than the pure transport calculation. The transition temper-
atures in this case are the lowest due to the long duration of the hydrodynamic stage.
For the kaons the flattening of the mean transverse mass excitation function due to the
softening of the EoS is best visible. The mean transverse mass values are even lower than
in the non equilibrium transport calculation.

In the following, we will continue and compare results from our calculations with DE equa-
tion of state (solid lines, see section (4.4)) including a first order phase transition, to those
obtained when a HRG (dotted lines) is applied to the hydrodynamic evolution. All results
shown are obtained by applying the hybrid model to most central (b < 3.4 fm) heavy ion
reactions (Au+Au/Pb+Pb) in a broad energy range from Elab = 4− 160A GeV.

Figure (5.8) shows the total yields of different particle species as a function of center-of-
mass energy of the colliding nuclei. One can clearly see that the total multiplicities of pions
and kaons reproduce the experimental data (squares) reasonably well. Multistrange hyper-
ons like the Ξ− are overestimated at the lowest energies, but follow the data very nicely at
energies above Elab = 11A GeV (At lower energies strangeness should be suppressed due
to the chemical non-equilibrium of strangeness). This hints to the fact that strangeness
is thermalized in heavy ion collisions at energies down to Elab ≈ 11A GeV. Only in the
sector of heavy anti-baryons (i.e. Ξ+) the model yields too few particles in the full range
of energies investigated. One can clearly see that the excitation functions of total particle
multiplicities do not show any signal of the change of the underlying EoS. In contrast, this
observable seems much more sensitive to the treatment of chemical particle freeze out.

An alternative and more microscopic way to understand an enhancement in the production
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of multi-strange (anti-)baryons is related to the fragmentation of the initial color flux tubes.
While one usually assumes that the initially produced color strings fragment independently,
a high density of strings may allow for a recombination of color charges at the string ends,
resulting in the formation of a fused string with an enhanced color field (known as color
ropes) [203, 204]. These objects may be seen as an alternative to QGP formation. Extensive
studies within the RQMD model have shown that particle creation from these strong color
fields results in a substantial enhancement of multi-strange (anti-)baryons [205, 206].
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Figure 5.8: Total 4π multiplicities of pions (lower panel), Ξ’s (middle panel) and kaons
(upper panel). Data [198, 207, 208, 37, 183, 209, 210, 199, 211, 212, 213] are indicated by
squares.
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Next we turn to the rapidity distributions of different particles (pions, kaons and protons).
Figure (5.9) shows the rapidity distributions for pions, kaons and protons at three different
beam energies, again for the HRG and DE equation of state (dotted and solid lines).

For the lowest energy differences in the proton rapidity spectra can be observed, although
both are, within error bars, in agreement with the data. For the K+ and π− we observe a
good agreement up to energies of Elab = 40A GeV, while at the highest energies (Elab =
160A GeV) both hybrid model calculations deviate from experiment. This may be related

to our approximate choice of the hypersurface normal dσ
(1)
µ .
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Figure 5.9: Rapidity distributions for different particle species at three different beam
energies. Hybrid model calculations, DE (solid line) and HRG (dotted lines) results are
compared to data (symbols) [214, 183].

1Neglecting space like components of the hypersurface leads to an overestimate of particle production
at large rapidities. As we enforce baryon number conservation, the total norm of the rapidity distribution
is conserved and therefore less particles should be produced at small rapidities, which can be observed in
our results for the highest energies
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Since the transverse momentum distributions should be sensitive to the transverse dynam-
ics, we next turn to the investigation of the distributions of the transverse mass of different
particles (pions, kaons and protons). Comparing the hybrid model calculations to data
(squares), in Fig. 5.10, we find very good agreement for the lower energies. Especially the
pion and kaon spectra are well in line with the data, while the proton distributions deviate
slightly. Comparing the momentum distributions of the different EoS one again observes
no noticeable difference between a pure hadron gas EoS and an EoS with a deconfine-
ment transition. This hints to the fact that the final particle distributions are much more
sensitive to the freeze-out procedure (thermal distribution of particles) and even more to
the initial momentum distributions given by UrQMD as compared to the effects of the
expansion dynamics.
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Figure 5.10: Mean transverse mass spectra of different particle species (π−, K+ and pro-
tons) at three different beam energies with the DE (solid line) and HRG (dotted lines) are
compared to data [198, 30, 214, 183, 215].
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Figure (5.11) shows the excitation function of the mean transverse mass of different par-
ticles, at midrapidity. Especially for the pions one observes a good agreement with data
for low energies. At high energies, both hydrodynamic calculations overestimate the mean
transverse momenta, while the calculation with the DE EoS gives a slightly better descrip-
tion of the data.
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Figure 5.11: Excitation functions of the mean transverse mass of pions (upper panel),
protons (upper middle panel), negatively charged kaons (lower middle panel) and positively
charged kaons (lower panel) compared to data [195, 37, 183].
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To get an understanding of how much the EoS can (ultimately) influence the final trans-
verse mass spectra, we performed two additional calculations, where we set the pressure
(as a function of the energy and baryon-number densities) to either 0 or p = 1/3ǫ through-
out the whole hydrodynamic evolution. These limits represent the stiffest and softest EoS
possible. The results from this comparison at Elab = 160A GeV are depicted in Fig. 5.11,
as the gray bands, giving an upper (p = 1/3ǫ) and lower (p = 0) bound on the results
from the hybrid model. Note that, especially the pion mean transverse mass can only be
accounted for if the (unphysically) soft EoS (p = 0) is applied. Investigations within the
hybrid model, where an EoS including a first order phase transition with a very large latent
heat (very small pressure gradients) is employed, come to a similar conclusion [216]. In
order to explain transverse flow data with ideal fluid dynamics in a hybrid model, an EoS
with an unphysically large first order phase transition is needed.

The flattening of the mean transverse momentum as a function of beam energy was assumed
to be a signal for a first order phase transition [217]. But as has been pointed out above
the slow increase of the mean transverse mass at increasing beam energy can be related
to non equilibrium effects, and may be modeled by the inclusion of viscous hydrodynamics.

The multiplicities are reasonable well reproduced in all the different scenarios, but the
mean transverse mass excitation function reflects the different transverse pressure gradi-
ents due to the underlying EoS. The experimentally measured step-like behavior can either
be attributed to a first order phase transition with an unphysically large latent heat or a
softening of the EoS due to hadronic non-equilibrium effects.

To bring the calculations to a better agreement four options with different (dis)advantages
may be explored:

1. Inclusion of potential interactions in the initial and/or final stage of the transport cal-
culations. This might help to lower the mean transverse momentum of hadrons that
are attracted by the potential interaction. However, it would lead to a higher pres-
sure (and therefore 〈mT 〉) especially for the protons which are already overestimated
by the existing approach.

2. Changing the equation of state. Another possibility is to increase the latent heat in
the bag model EoS to get a stronger effect of the softening. This would eventually
reduce the 〈mT 〉 of all hadrons bringing it nearer to the data. However, it would
lead to a further increase of the expansion times due the long timespan that the
system spends in the mixed phase. This lifetime increase seems not to be supported
by observables, like HBT radii, that are sensitive to the lifetime of the fireball.

3. Modifications of the freeze-out. The freeze-out prescription is a further crucial ingre-
dient as it has been shown in the last Section. In the present approach, a transition
criterion on a constant hypersurface and the Cooper-Frye-approach is used. However,
one might also think of a continuous emission approach to the decoupling problem
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without involving the Cooper-Frye prescription. Here particle emission is integrated
over various stages of the reaction and might result in a change of the transverse
momentum spectra compared to the CF approach. These models have been explored
e.g. in [218, 219].

4. Viscosities. All calculations with the ideal hydrodynamics intermediate stage over-
predict the 〈mT 〉, however, the non-equilibrium approach UrQMD is generally on the
lower side of the data, non-equilibrium effects seem to play an important role. Thus,
adding additional viscosity during the hydrodynamic evolution might be the most
promising idea to improve the overall agreement with the experimental data.
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Flow

Another observable that is deemed to be a signal for the deconfinement phase transition is
the so called ’anti-flow’ (or third flow component). In [99, 220, 221] it was suggested that
a first-order phase transition leads to a prominent wiggle in the directed flow v1 = 〈px/pT 〉
as a function of rapidity. Data [36], indeed, show a wiggle in the directed flow in most
central collisions at Elab = 40A GeV. Fig. 5.12 shows v1 of pions (circles) and protons
(squares) as a function of rapidity (over yb, the beam rapidity) for different model calcula-
tions, compared to data (green stars and diamonds). Here, we compare both hybrid model
calculations (with the HRG and DE equation of state) and a pure transport calculation
[222] (UrQMD without any hydrodynamic stage). As one can see all models yield very
similar results and none can reproduce the behavior of the proton v1. The pion v1 is very
well in line with data for both hydrodynamic calculations. Note that even the sign change
for the pions as compared to protons is reproduced. Still, changing the EoS does not lead
to distinguishable differences in the extracted directed flow. The directed flow seems to
be mostly sensitive to the initial conditions and less to the subsequent hydrodynamical
expansion. This is in line with previous findings, where the inclusion of nucleon potentials
(mean field effects) in transport models improved the description if the proton directed
flow as measured by experiment [223, 224].

Figure (5.12) again shows the directed flow of protons for a smaller window in rapidity.
The change of sign in proton flow can be clearly seen in the data, but neither model cal-
culation (hybrid model with and without phase transition) describes this phenomena (not
even qualitatively). Disregarding this single data point, the pure transport calculation
provides the best description of the directed proton flow.

Finally in figure (5.13) displays the elliptic flow of pions as a function of transverse mo-
mentum, calculated within the pure transport approach (UrQMD-2.3) and in the hybrid
approach employing different equations of state (HRG,Chiral Hadronic model and BM),
for mid-central (b=5-9 fm) Pb+Pb collisions at Elab = 40A GeV and Elab = 160A GeV.
The symbols represent the corresponding experimental data that have been measured by
the NA49 collaboration applying different measurement methods [36]. The hydrodynamic
evolution leads to higher elliptic flow values especially at higher pt even without an explicit
phase transition, while the pure transport calculation underpredicts the data. Within this
new hybrid approach, with more realistic initial conditions and freeze-out prescription,
the effect of viscosity and non-equilibrium dynamics seems to be much stronger than the
equation of state dependence.

This finding is quite surprising since the expansion times differ for the three different sce-
narios as it can be estimated from the RO/RS ratio [225]. The overall magnitude of the
pion transverse momentum is also affected by the EoS [216], but the anisotropy remains
unchanged. From this, one could draw the conclusion that most of the elliptic flow is
already built up during the initial scatterings in UrQMD, but we have checked that most
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Figure 5.12: (color online) left: The directed flow v1 for pions and protons at Elab = 40A
GeV for both hybrid model calculations (blue HG and red DE lines) compared to default
UrQMD results (black dashed lines) and data (green stars and diamonds). yb refers to the
beam rapidity [36]. right:The directed flow v1 for protons at Elab = 40A GeV for both
hybrid model calculations (blue triangles HG and red circles DE) compared to default
UrQMD results (black squares) and data (green stars) [36].

of the flow is generated as expected during the hydrodynamic evolution. Therefore, we
conclude that the effect of the softer EoS which should reduce the elliptic flow is canceled
by the longer expansion times in this case.
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Figure 5.13: Elliptic flow of pions in mid-central (b=5-9 fm) Pb+Pb collisions at Elab =
40A GeV and Elab = 160A GeV. The full black line depicts the hybrid model calculation
with hadron gas EoS (HG), the red dotted line represents the chiral EoS (CH) and the blue
long-dashed line the bag model EoS (BM) while the pure transport calculation is shown
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obtained with different measurement methods by NA49 [36].
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5.2 Production of hypernuclei in HIC

Exotic forms of deeply bound objects with strangeness have been proposed long ago (see
[229]) as collapsed states of matter, either consisting of baryons or quarks. For example the
H di-baryon (a six quark state) was predicted by Jaffe [230]. Later a multitude of bound
di-baryon states with strangeness were proposed using quark potentials [231, 232] or the
Skyrme model [233]. However, the (non-)observation of multi-quark bags, e.g. strangelets
and (strange) di-baryons is still one of the open problems of intermediate and high energy
physics. Most noteworthy in this respect has been the hunt for the Pentaquark over the
last 10 years, which re-stimulated this field and resulted in a reported observation at the
CERN SPS accelerator [35].

The early theoretical models based on SU(3) and SU(6) symmetries [234, 4] and on Regge
theory [235, 236] suggest that di-baryons should exist. More recently, even QCD-inspired
models predict di-baryons with strangeness S = 0, -1, and -2. The invariant masses range
between 2000 and 3000 MeV [230, 237, 238, 239, 240, 241, 242, 243]. Unfortunately, masses
and widths of the expected 6-quark states differ considerably for these models. Neverthe-
less, most QCD-inspired models predict di-baryons and none seems to forbid them.

On the conventional hadronic side, however, hypernuclei are known to exist already for
a long time [244, 245]. The double Λ hypernuclear events reported so far are closely re-
lated to the H di-baryon [246]. Metastable exotic multi-hypernuclear objects (MEMOs)
as well as purely hyperonic systems of Λ’s and Ξ’s were introduced in [247, 248] as the
hadronic counterparts to multi-strange quark bags (strangelets) [249, 250]. Most recently,
the Nijmegen soft-core potential was extended to the full baryon octet and bound states
of ΣΣ, ΣΞ, and ΞΞ di-baryons were predicted [251]. For previous estimates of strangelet
production and MEMO formation, the reader is referred to [252, 253].

A major uncertainty for the detection of such speculative states is their (meta)stability.
Metastable exotic multi-hypernuclear objects (MEMOs), for example, consist of nucle-
ons, Λ’s, and Ξ and are stabilized due to Pauli’s principle, blocking the strong decay of
the hyperons into nucleons. Only few investigations about the weak decay of di-baryons
exist so far (see [243] for a full discussion and new estimates for the weak nonleptonic
decays of strange di-baryons): In [254], the H-di-baryon was found to decay dominantly
by H → Σ− + p for moderate binding energies. While the (ΛΛ) bound state, which has
exactly the same quantum numbers as the H-di-baryon, was studied in [255]. Here, the
main non-mesonic channel was found to be (ΛΛ) → Λ + n. If the life time of the (ΛΛ)
correlation or H0 particle is not too long, the specific decay channels might be used to
distinguish between both states.
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5.2.1 From the fireball

Massive heavy-ion reactions provide an abundant source of strangeness. More than 50 hy-
perons and about 30 Anti-Kaons (i.e. K− +K0 carrying the strange quark) are produced
in central collisions of lead nuclei at the CERN-SPS low energy program and before that
at the AGS (see e.g. [5]). In the near future, the Facility for Anti-proton and Ion Research
(FAIR) will start to investigate this energy regime closer with much higher luminosity and
state-of-the-art detector technology. This opens the exciting perspective to explore the
formation of composite objects with multiple units of strangeness so far unachievable with
conventional methods.

There are several searches in heavy-ion collisions for the H-di-baryon [256, 257, 258] and
for long-lived strangelets [259, 260] with high sensitivities, so far with no conclusive results.
In pN collisions at the Fermilab however, the H-di-baryon seems to be excluded over a
wide range of Masses (2.194 < MH < 2.231 GeV) and lifetimes (5 · 10−10 to 1 · 10−3 sec)
[261]. Hypernuclei have been detected most recently in heavy-ion reactions at the AGS by
the E864 collaboration [262] and the STAR collaboration [6].

Cluster Mass [GeV] Quark content
4He 3.750 12q
H0 2.020 4q + 2s
αq 6.060 12q + 6s

{Ξ−,Ξ0} 2.634 2q + 4s
{4Λ} 4.464 8q + 4s

{2Ξ−, 2Ξ0} 5.268 4q + 8s
5
ΛHe 4.866 14q + 1s
6
ΛΛHe 5.982 16q + 2s

7
Ξ0ΛΛHe 7.297 16q + 2s

{2n, 2Λ, 2Ξ−} 6.742 12q + 6s
{2Λ, 2Ξ0, 2Ξ−} 7.500 8q + 10s
{d,Ξ−,Ξ0} 4.508 8q + 4s
{2Λ, 2Ξ−} 4.866 6q + 6s
{2Λ, 2Σ−} 4.610 8q + 4s

Table 5.1: Properties of all considered multibaryonic states

To calculate the multiplicities of MEMOS in the FAIR energy region, we employ the intro-
duced hybrid approach to heavy ion collisions. For the results presented here an equation
of state for a hadron-resonance gas without any phase transition is used [263] (HRG). One
should note that we apply a purely hadronic EoS, for energy densities where a transition
to the QGP is expected. Final particle (and MEMO) multiplicities are mainly sensitive
on the degrees of freedom at chemical freeze out which is reflected in the hadronic EoS.
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Dynamical observables such as momentum and rapidity spectra are more sensitive on the
underlying dynamics. In addition, a phase transition could catalyze a strangeness distil-
lation process further enhancing MEMO production. However, studying the effects of a
phase transition on MEMO production is left subject of future investigations.

When the energy density drops below 5ǫ0(∼ 730MeV/fm3) the freeze-out is performed and
MEMOs and strangelets are produced according to the Cooper-Frye description (3.12).
As distinctive inputs for the distribution functions, the chemical potentials (µs, µB) and
masses of the MEMOs enter. Final state interactions of these MEMOs are neglected for
the present study. Table (5.1) gives the properties of all multibaryonic states considered
in our analysis. They are the most promising and stable candidates.

Figure (5.14) provides the total multiplicities per degeneracy factor of various types of
MEMOs and strangelets in central Pb+Pb reactions at Elab = 30A GeV. The yields ob-
tained are in good comparison to the statistical model analysis [265], which is describing
strange cluster production at AGS energies.

One should also note that we assume particle production from a grand canonical ensemble
for all beam energies. Because local, as well as global, thermal equilibration are assump-
tions not necessary justified in heavy ion collisions, a microcanonical description, combined
with MEMO production by coalescence, has been proposed in [242]. Due to the restrictions
of energy and momentum conservation, resulting in a phase space reduction for produced
strange particles a (micro)canonical description of the system strongly decreases strange
particle yields [189, 190, 193].

On the other hand, thermal models are able to reproduce strange particle yields for beam
energies above Elab ≈ 8A GeV very well, and canonical corrections become negligible above
these energies [193].

Investigating strange-cluster production over a range of beam energies shows a distinct
maximum in the yields of several multi strange objects. Fig. (5.15) displays the excitation
function of the multiplicities of various MEMOs in central Pb+Pb reactions from the hy-
brid approach. The presented MEMO candidates are expected to possess binding energies
up to EB/AB ≈ −22 MeV [250]. One easily observes that the upper FAIR energy region
(∼ Elab = 10 − 40A GeV) is ideally placed for the search of exotic multi-strange baryon
clusters. At lower energies, the hyperon production cross section is too small, while at
energies above FAIR, the expansion of the source and the small baryo-chemical potential
suppress the formation of MEMOs and strangelets.

Using the hybrid model enables us to also explore the phase space distribution of the
produced particles. Fig. (5.16) shows the rapidity density of various MEMOs in central
Pb+Pb reactions at Elab = 30A GeV from the hybrid approach. The production of baryon
rich clusters is most pronounced in the high baryon density rapidity region. The rapidity
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Figure 5.14: Multiplicities of various types of MEMOs and strangelets in central Pb+Pb
reactions at Elab = 30A GeV from the hybrid approach.

distributions for MEMOs with a larger strangeness to baryon number fraction tend to look
more Gaussian like.

Figure (5.17) depicts the transverse momentum distribution of various MEMOs at midra-
pidity in central Pb+Pb reactions at Elab = 30A GeV from the hybrid approach. The pT
spectra are rather broad as compared to usual hadrons. This is due to the large boost the
MEMOs acquire due to their large mass and the fact, that they are produced predomi-
nantly in the hottest regions of the expanding system.
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Figure 5.15: Excitation functions of the multiplicities of various MEMOs in central Pb+Pb
reactions from the hybrid approach.
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at Elab = 30A GeV from the hybrid approach.
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The field of hypernuclear physics has come to more attention quite recently with the an-
nouncement of the detection of a single Λ hypernuclei at the STAR experiment, with gold
beams of an energy of

√
s = 200A GeV [6]. In addition not only the hypertriton was

measures, but also its anti-particle, the anti-hypertriton. This means the first ever mea-
surement of a anti-strange composite object.

We now extend our investigations with the hybrid model on the production of light hy-
pernuclei and MEMOs to much higher energies. Usually investigations with our hybrid
approach are probelematic at energies above Elab = 160A GeV because of the large Lorentz
contraction of the system in longitudinal direction. Because the model uses a Euclidian
grid with fixed grid length in all three spacial dimensions the gradients in the longitudi-
nal direction would soon become to large and the numerical solutions become unstable.
this could only be resolved by describing the longitudinal expansion in a Lorentz invari-
ant frame e.g. making a coordinate transiformation from the spacial z-coordinate to the
pseudo-rapidity η. Allthough work along this line is in progress, this would be to involved
for our simple model study and therefore we adapt an alternative approach. At large beam
energies the zransverse dynamics should be approximately independent from the longitudi-
nal dynamics. This fact is usually exploited in fluid dynamical models that only propagate
the thermodynamic fields in two dimensions. We therefore introduce a rapidity cut for
particles that are transfered into the fluid dynamical model after the inital state frem the
UrQMD model. In other words, only particles with a rapidity between -2 and 2 will be
transformed into the propagated fluid, while all other particels will be propagated in the
transport model. This procedure of course will not be able to create physically reasonable
resuls for observables as a function of rapidity but if only observables at mid rapidity are
investigated should yield reasonable results for the RHIC and LHC energies.

Figure (5.18) shows an excitation function of the yield per Λ for the most likely light strange
clusters and an energy range from AGS (

√
s ≈ 10A GeV) to LHC energies

√
s ≈ 1A TeV.

As has been pointed out above, multi baryonic strange clusters are most abundant in the
low energy region.

Having at hand results at
√
s = 200A GeV enables us to compare our thermal rates with

rates that were calculated using a transport model and subsequent coalescence of reac-
tion products. The colored squares in Figure (5.18) depict coalescence results from [242].
Both methods of estimating the production yields of hypernuclei give rather similar results,
which means that both approaches are equally applicable.

Figure (5.19) shows our results from the hybrid model on the production of anti-hypernuclei
and anti-MEMOs. As matter and anti-matter is produced more equally when the beam
energy is increased, anti-cluster become accessible at the RHIC collider and more so at the
LHC in the near future. Here it would not only be interesting to confirm the finding of the
anti-hypertriton, but also to look at other possibly bound states like the Ξ-dibaryon and
its anti-particle.
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Figure 5.18: Excitation function of the multiplicity of several hypernuclei and di-baryons

As experiments with lower energy are more promising for the production of multi baryonic
objects, several experiments at the future FAIR facility will perform ambitious research on
hypernuclear physics. At the Panda experiment for example, precision gamma-ray spec-
troscopy of single and double hypernuclei will be performed to extract information on their
structure, on the hyperon-nucleon and hyperon-hyperon interaction and to study of the
weak decays of these objects.

As the FAIR accelerator offers an unprecedented beam intensity for heavy ion experiments,
hypernuclei and multi-hypernuclear objects will be produced abundantly in the CBM ex-
periment [266]. Here the strange matter clusters are created from a hot and dense fireball.
In the following we will discuss the production of the single Λ-Hypernucleus from thermal
equilibrium. More precisely we will calculate the following ratio RH for central collisions
of Pb+Pb and a wide range of beam energies.

RH =3
Λ H/

3He · p/Λ (5.4)

This ratio is especially interesting, as it does not depend on the chemical potential of the
particles (as fugacities cancel), and any canonical correction factors for strangeness are
canceled.

For simplicity, we have neglected the contribution of the feed down from higher resonances
to the Λ and proton yields. This contribution will be discussed later. To get a sophisti-
cated picture of thermal production we calculate RH with the hybrid model to heavy ion
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collisions. At the transition hypersurface from Hydrodynamics to transport all particles
are thermally produced according to the Cooper Frye prescription [264].

The solid line in figure (5.20) shows results on RH from the hybrid model, extracted at the
transition surface from hydrodynamics to transport.
When final state interactions (FSI), like resonance decays and creation, are explicitly in-
cluded in the transport phase, the result changes significantly (dashed line). Nevertheless
the it still does not depend on the beam energy. Note that we neglected contributions to
3
ΛH/

3He from FSI (e.g. via coalescence of decay products) which should again increase RH .

One thing to note when calculating this ratio is the fact that, while the Σ-baryon does
contribute significantly to the total Λ yield, it does not contribute to the 3

ΛH yield. Includ-
ing the contribution of the Σ to the number of Λ’s changes RH greatly, as can bee seen in
figure (5.20).

Comparing our different results to data taken at the AGS [268], a large discrepancy can be
seen, while recent results from RHIC experiment are in line with predictions from thermal
production. When the Σ contribution is included, our result compares more favorably with
the AGS data and not the STAR data. It therefore could be that the Σ contribution in the
experimental values has to reclarified. Otherwise this discrepancy can be explained by the
non equilibrium (not canonical) nature of strangeness production at AGS energies. The
FAIR facility therefore offers the opportunity to study the production of such hypernuclei
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Figure 5.20: Excitation function of the ratio RH (see text) for different model calculations
compared to data [268]. The grey region indicates preliminary results from the STAR
experiment [269].

over a very interesting range of beam energies. It may prove to be a unique tool to study
the process of strangeness equilibration which can be closely related to the formation of a
QGP [184, 185, 186, 187, 188].
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Fluctuations

For the present study so far we have assumed global as well as local strangeness conserva-
tion. These assumptions are common for models including thermal production of particles.
In the following we explore if that assumption of local strangeness conservation is justified,
especially in the FAIR energy regime. A relaxation of this assumption within the hybrid
approach will require the explicit propagation of the strangeness density (similar to the
treatment of the baryon density). A second key ingredient will be the inclusion of an equa-
tion of state that can provide p(ǫ, ρB, ρs) with a finite ρs. However, first we explore if such
an extension might be necessary by applying the UrQMD model without an intermediate
hydrodynamic phase.
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Figure 5.21: Energy dependence of the strange quark over anti-strange quark (s/s) ratio
for central Pb+Pb/Au+Au reactions. Circles show the ratio at midrapidity, while squares
show the 4π values where the ratio is unity due to strangeness conservation.

We start with an investigation of the strangeness production and its distribution as a
function of energy. Figure (5.21) depicts the energy dependence of the strange quark over
anti-strange quark (s/s) ratio for central Pb+Pb/Au+Au reactions. The red circles present
the strangeness to anti-strangeness ratio at midrapidity, while the blue squares show the
4π values where the ratio is unity due to strangeness conservation. One clearly observes
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that strangeness is not evenly distributed over rapidity, leading to an asymmetry between
strange and anti-strange quarks on the level of 20% in the relevant energy regime. A similar
kind of strangeness separation process has been predicted long ago within models coupling
a hadron gas to a Quark-Gluon-Plasma state [181, 270]. Within these models the en-
ergy and particle number balance in the mixed phase supports a ’distillation’ process that
enriches the QGP phase with strangeness and the hadronic phase with anti-strangeness
(See section (4.4.4)). Within the present model, however, hadronic interactions are re-
sponsible for the phase space separation of strangeness and anti-strangeness since no first
order phase transition is present. Since both procedures separate strangeness in an equiva-
lent way one can expect an even stronger strangeness separation if both effects are at work.

Figure (5.22) shows the rapidity dependence of the strange quark over anti-strange quark
(s/s) ratio for central Pb+Pb/Au+Au reactions at AGS (Elab = 2 − 11A GeV), SPS
(Elab = 20 − 158A GeV) and RHIC (

√
sNN = 19 − 200 GeV) energies. In the AGS and

SPS energy regime, the (s/s) ratio is strongly rapidity dependent and has a pronounced
peak above unity near midrapidity. At RHIC energies, the (s/s) ratio turns into a box
shape as a function of rapidity with a plateau at unity indicating that strangeness is locally
neutralized in rapidity. At the highest RHIC energies, the (s/s) ratio even turns slightly
smaller than 1. Continuing this trend one would expect a clearly smaller than 1 (s/s)
ratio at LHC energies. In consequence, statistical model approaches (with the constraint
of strangeness conservation at mid rapidity [193]) are allowed to use midrapidity parti-
cle ratios as input for their calculations only at low RHIC energies. At lower, as well as
higher energies, this procedure is not justified as strangeness neutralization does not hold
for the central rapidity region. Thermal calculations, using full phase space data as an
input [271, 272], and results from a thermal model including a core-corona scenario [273],
generally give better descriptions of strange particle data, supporting the idea of dynamical
strangeness separation, as proposed by this work.

Figure (5.23) provides the transverse momentum dependence of the strange quark over anti-
strange quark (s/s) ratio for central Pb+Pb/Au+Au reactions at AGS (Elab = 2 − 11A
GeV), SPS (Elab = 20 − 158A GeV) and RHIC (

√
sNN = 19 − 200 GeV) energies. Here

one observes a strong separation of strangeness in transverse direction. With decreasing
energy (increasing baryo-chemical potential) the distribution of (anti-)strangeness becomes
increasingly non-uniform in momentum space. The low momentum region is depleted of
strange quarks, while the high pT region shows a strong enhancement of strange quarks com-
pared to anti-strange quarks. This can be intuitively linked to the fact that (multi)strange
baryons have a larger inverse slope than the Kaons for a given transverse velocity due to
their larger masses.1

1If one assumes strangeness conservation as well as vanishing net baryon number at midrapidity (as is
expected at very high energies) then these distributions should be flat, as particles and their antiparticles
are produced in equal numbers. If the (s/s) ratio does deviate from unity the separation of strangeness in
momentum space should still be present even at vanishing net baryon number.
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Figure 5.22: Rapidity dependence of the strange quark over anti-strange quark (s/s) ratio
for central Pb+Pb/Au+Au reactions at AGS (Elab = 2−11A GeV), SPS (Elab = 20−158A
GeV) and RHIC (

√
sNN = 19− 200 GeV) energies.
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Figure 5.23: Transverse momentum dependence of the strange quark over anti-strange
quark (s/s) ratio for central Pb+Pb/Au+Au reactions at AGS (Elab = 2−11A GeV), SPS
(Elab = 20− 158A GeV) and RHIC (

√
sNN = 19− 200 GeV) energies.
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Figure 5.24: Fluctuations of the strangeness fraction fs = ρs/ρB in the central plane
(x is in the impact parameter direction, y is transversal to the impact parameter and
longitudinal direction) for a single central Pb+Pb reaction at Elab = 30A GeV. The color
coding indicates the local strangeness fraction, dark regions have more anti-strange than
strange quarks.

Next, we turn to the distribution and fluctuations of strangeness in coordinate space. Fig-
ure (5.24) elucidates the fluctuations of the strangeness fraction fs = ρs/ρB, with ρB being
the local baryon density and ρs being the local net-strangeness density, in the central
plane for a single central Pb+Pb reaction at Elab = 30A GeV. Here x is in the impact
parameter direction and y is transversal to the impact parameter and longitudinal direc-
tion. The distribution of the net-strangeness and baryon densities were obtained from the
UrQMD model by means similar to creating the hydro initial state in the hybrid model. All
hadrons and their baryon number and strangeness content are represented by a Gaussian
with a finite width of 1 fm [67, 264]. The plot is shown for the time when both nuclei
have passed each other. The color coding indicates the local strangeness fraction, white
regions have more strange than anti-strange quarks, while dark and black regions show
more anti-strange quarks. Locally strangeness lumps of 4 fm2×∆z appear both in positive
and negative strangeness directions. As for the distribution in momentum space discussed
above, also the coordinate space distribution is largely non-uniform, although these spacial
fluctuations occur only on an event-by-event basis.
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5.2.2 From the spectator region

In the previous section we have discussed the production of hypernuclei in the very hot
and dense region of the fireball, created in a heavy ion collision. It was shown how many
hypernuclei can be created from the manifold reaction products of the collision.

In this section we will discuss a different method of hypernuclei production in collisions
of heavy ions. In particular we will discuss the absorption of Λ particles in the projectile
spectator fragment. The projectile fragment is the remnant, composed of all nuclei which
have not undergone a reaction and continue flying in the beam direction. This excited
remnant is usually highly unstable and decays into several fragments.

Before it decays though there is the possibility that a (multi-)strange baryon, produced
in the fireball, is absorbed in the projectile fragment. As the rapidity distributions from
produced particles usually shows Gaussian tails, there is a finite possibility that such a
particle appears in the rapidity bin of the projectile.
For a particle to be absorbed having the same rapidity as the projectile fragment is not
sufficient. The hadron has to be spatially located inside or very close to the fragment and
furthermore has to have a relative kinetic energy which is smaller than the binding energy
of the hadron.

In the following we will estimate the number of Λ’s and Ξ’s which are absorbed in the
projectile fragment of a Au+Au collision at a beam energy of Elab = 20A GeV and with
an impact parameter of b = 8.0. For this we will apply the UrQMD model in its cascade
version (see section (3.1)). The absorption of strange particles can reasonably assumed
only at a time after the two nuclei have passed through each other. After this point we will
check for all Λ’s and Ξ’s in time steps of ∆t = 0.5 fm/c, first selecting only particles which
are in a rapidity interval of yb ±∆y, where yb = 1.9 is the beam rapidity and ∆y = 0.267
the rapidity shift contributed to possible Fermi momenta of the nucleons in the nucleus.

For such particles the net baryon density in the local rest frame of the strange particle is
then calculated. This is done by calculating the zero component of the net baryon number
current of all baryons within the same rapidity bin. For this purpose we assume that each
baryon is represented by a Gaussian package of width σ = 1 fm which is Lorentz contracted
in the z-direction.

The binding energy of the Λ and, for simplicity, for the Ξ is then assumed to be [276]:

Ebind = 0.383ρb(1− 1.85ρ
2/3
0 )MeV (5.5)

where ρ0 ≈ 0.16fm−3 is the nuclear ground state density. Finally we calculate the kinetic
energy of the strange particle with respect to the rest frame of the projectile nucleus.
Whenever this energy is less than its corresponding binding energy, calculated with eq.
(5.5), the particle is absorbed and we remove it from the cascade simulation. We have
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checked that our results do not depend strongly on the value of the binding energy (when
it is varied in a reasonable interval, Ebind(ρ0)± 20%)

Following the above procedure we have sampled 200,000 events resulting in the following
predictions for the absorption of Λ’s and Ξ’s:

Particle Rate per event

Λ 0.0228
Ξ ≈ 0.0002

Table 5.2: Rate of absorbed strange baryons
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Figure 5.25: Distribution of the absorbed Λ’s in the X-Z-plane. Every point corresponds to
one Λ absorbed in the projectile spectator fragment. For symmetric systems the absorbtion
in the target spectator should also be symmetric with respect to the Y-axis.
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Since we use the UrQMD model for our analysis we can also extract detailed information
of the particles which are absorbed. Figure (5.25) depicts the time and x-positions of all
Λ’s absorbed in the projectile spectators in 200,000 events. As one can see the absorption
may take place over a rather long time interval. In the beginning mostly Λ’s close to the
reaction zone (small x values) are absorbed, while later on particles can be absorbed at
any point in the projectile fragment.

Figure (5.26) shows the transverse distribution of the absorbed Λ’s together with the con-
tours of the two colliding nuclei. This figure shows that in fact most strange particles are
absorbed in the spectator region.
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Figure 5.26: Distribution of the absorbed Λ’s in the transverse-plane. Every point corre-
sponds to one Λ absorbed in the projectile spectator fragment.

Finally, Figure (5.27) shows the normalized momentum (left) and transverse momentum
(right) distributions for the absorbed Λ’s. Here one can observe that even particles that
have momenta larger than the binding energy can be absorbed as the relevant quantity is
not the momentum but rather the kinetic energy and the strength of the binding in the
projectile fragment.

These results indicate that in fact the production of hypernuclei via capture of Λ’s can be
a promising perspective at the future FAIR facility. Even more intriguing is the possibility
of absorbing the multi strange Ξ baryon which could result in the production of a double
strange hypernucleus. This could prove valuable as the Ξ−hypernucleus is still not well
understood due to very few events measured.
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Figure 5.27: Left: Momentum distribution of the absorbed Λ’s.
Right: Transverse momentum distribution of the absorbed Λ’s.
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Chapter 6

Summary

The main aim of this work was to develop an effective equation of state for QCD, having
the correct asymptotic degrees of freedom, to be used as input for dynamical studies of
heavy ion collisions. The fundamental concepts and properties of elementary matter and
the strong interaction where reviewed in short. For very hot or dense systems of nuclear
matter, the appearance of chiral symmetry and deconfinement are the most interesting
theoretical concepts to be dealt with. As low energy QCD cannot be solved analytically,
effective models of the strong interaction focus on reproducing these most prominent fea-
tures of the theory. Especially bulk matter properties of hot and dense nuclear matter can
be characterized with thermodynamic variables and the phase diagram of QCD.

The first focus in this work is on the low energy limit of quantum chromodynamics, e.q.
the hadronic sector. Here a multitude of identified particles and their resonances exist.
Therefore we introduced the hadron resonance gas as the most basic effective low energy
model of QCD. As free quarks are expected to exist in the high temperature limit they
have to be introduced at some point in any hadronic model. In the HRG this can only be
done via a Maxwell construction leading to a very strong first order phase transition be-
tween hadrons and quarks. As we now know from calculations, where a QCD (like) theory
is solved on a space-time lattice, the chiral and deconfinement phase transitions, at least
at zero baryon number density, are a smooth crossover. Therefore one has to introduce a
model where both asymptotic degrees of freedom are included in a single partition func-
tion. We presented such an approach for modeling an EoS that respects the symmetries
underlying QCD, and includes the correct asymptotic degrees of freedom, i.e. quarks and
gluons at high temperature and hadrons in the low-temperature limit. We achieve this by
including quarks degrees of freedom and the thermal contribution of the Polyakov loop in
a hadronic chiral sigma-omega model.

The hadronic part of the model is a nonlinear realization of an sigma-omega model. As
the fundamental symmetries of QCD should also be present in its hadronic states such an
approach is widely used to describe hadron properties below and around Tc. Our hadronic
model gives a good description of hadron vacuum properties like masses, as well as sat-
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urated nuclear matter properties, like the binding energy of the nucleon or the Λ. The
quarks are introduced as thermal quasi particles, coupling to the Polyakov loop, while
the dynamics of the Polyakov loop are controlled by a potential term which is fitted to
reproduce pure gauge lattice data. In this model the sigma field serves a the order pa-
rameter for chiral restoration and the Polyakov loop as order parameter for deconfinement.
The hadrons are suppressed at high densities by excluded volume corrections. Nevertheless,
we observe a substantial hadronic contribution to the EoS up to temperatures of 2 times Tc.

We showed that the properties of the EoS are in qualitative agreement with lattice data
at µB = 0. Various quantities, like the pressure and energy density, are in good agreement
with lattice data. Deviations from lattice results can be explained by the hadronic con-
tributions and volume corrections. In spite of a continuous phase transition, we obtain a
considerably smaller value for the speed of sound around Tc (c2s ≈ 0.07) when compared
to lattice calculations [174]. At finite baryon density, the transition from deconfined to
confined matter proceeds as a smooth crossover for all values of µB. The same is true for
the chiral phase transition (except the liquid gas phase transition, which is of first order
at very low temperatures). At high chemical potentials and low temperatures we find a
very interesting phase structure. In this region chiral symmetry is partially restored, while
deconfinement is not yet realized, thus creating an exotic form of matter.

Furthermore we compared results for the quark number susceptibilities at µB = 0 ob-
tained from our hadron-quark model and the purely quark PNJL model to recent results
from lattice calculations. Both models strongly indicate that the EoS of QCD above Tc
seems to be composed purely of a gas of non-interacting quasi particles. This finding is in
agreement with recent work by [274] where the extracted quark vector coupling strength
approaches zero very fast around Tc. On the other hand, lattice observables like the inter-
action measure and the normalized Polyakov loop indicate a large region above the critical
temperature where the hot QCD medium is far from being an ideal gas. Around Tc repul-
sive hadronic interactions are supported by our results with the QH model. To describe
the steep increase of c2 around Tc we need to introduce hadronic contributions up to right
above Tc. At even larger temperature the hadrons seem to be replaced by a almost non
interacting gas of quarks. This offers an intriguing implication concerning the CeP. The
phase structure of QCD up to Tc, and likely even slightly above it, could be determined
by hadronic interactions. A repulsive hadronic vector interaction, which is required on
order to reproduce the properties of a saturated nuclear ground state, may move the CeP
to larger chemical potentials or even remove it completely from the phase diagram which
would be in accordance to recent lattice results and mean field investigations [275, 148, 274].

One hope of performing high energy heavy ion collisions is to find observables which are
sensitive on the EoS of QCD or even only on some aspects as for example deconfinement,
chiral symmetry restoration and a possible critical endpoint. For this purpose one has to
make model studies to try to disentangle the dynamics of such a rather complicated many
body system. In the recent years the development of fluid dynamic or hybrid models has
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become very popular, as fluid dynamics allows for the inclusion of any phenomenological
EoS in a very simple way. Therefore, as a next step, we introduced our new HQ model
equation of state in a microscopic+macroscopic hybrid approach to heavy ion collisions.

This hybrid approach is based on the Ultra-relativistic Quantum Molecular Dynamics
(UrQMD) transport approach with an intermediate hydrodynamical evolution for the hot
and dense stage of the collision. The specific coupling procedure including the initial con-
ditions and the freeze-out prescription have been explained. The present implementation
allows to compare pure microscopic transport calculations with hydrodynamic calculations
using exactly the same initial conditions and freeze-out procedure.

The effects of the change in the underlying dynamics - ideal fluid dynamics vs. non-
equilibrium transport theory - have been explored. The final pion and proton multiplicities
are lower in the hybrid model calculation due to the isentropic hydrodynamic expansion
while the yields for strange particles are enhanced due to the local equilibrium in the hy-
drodynamic evolution. This leads to a reasonable description of most strange particle data
including the famous ’horn’ like structure in the K+/π+ ratio.

We also investigated the dependence of the results on a change of the freeze-out prescrip-
tion. It was observed that the different freeze-out procedures have almost as much influence
on the mean transverse mass excitation function as the EoS. A comparison to the available
data suggests that a gradual transition from hydrodynamics to the transport simulation
at an energy density of 4-5ǫ0 provides the best description of the data. The experimen-
tally observed step-like behavior of the mean transverse mass excitation function is only
reproduced, if a first order phase transition with a large latent heat is applied or the EoS
is effectively softened due to non-equilibrium effects in the hadronic transport calculation.
The elliptic and directed flow have been shown to be not sensitive to changes in the EoS
while the smaller mean free path in the hydrodynamic evolution reflects directly in higher
flow results which are consistent with the experimental data. This finding indicates quali-
tatively that physical mechanisms like viscosity and other non equilibrium effects play an
essentially more important role than the EoS when bulk observables like flow are investi-
gated.

Although these results seem disappointing, as no real bulk matter signal for a phase transi-
tion could be identified, there are new results where the hybrid model is used, in connection
with the QH EoS, to model the production of direct photons [277, 278, 279] and di-leptons
[280] from heavy ion collisions. These results indicate that at least the presence of quasi-
free quarks is necessary to explain the measured photon and di-lepton yields.

In the last chapter, results for the thermal production of MEMOs in nucleus-nucleus col-
lisions from a combined micro+macro approach where presented. Multiplicities, rapidity
and transverse momentum spectra are predicted for Pb+Pb interaction at Elab = 5A GeV
and Elab = 30A GeV. The presented excitation functions for various MEMO multiplicities
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show a clear maximum at the upper FAIR energy regime making this facility the ideal place
to study the production of these exotic forms of multistrange objects. Detector simulations
have shown that the CBM experiment is well suited for the search of exotic multihyper-
nuclear objects either by invariant mass reconstruction of strange di-baryons or observing
decay systematics (The very stable double negative {2Ξ0, 2Ξ−} for example should have a
characteristic decay in two negatively charged particles)[250].
For the interesting region of anti-hypernuclei the upcoming experiments at the LHC will
provide an abundant source of thermally produced anti-clusters with and without strangeness,
exploring even deeper into the yet unknown nuclear chart of anti-(hyper)matter.

Compared to many previous studies on MEMO and strangelet production, based on sta-
tistical models with global strangeness and baryon number conservation, the present ap-
proach indicates that the local strangeness density clumps strongly in coordinate space
and that strangeness is unevenly distributed in momentum space. This mechanism does
not require the production of a deconfined state, and profits from the non-equilibrium fea-
tures present in the reaction. These fluctuations might lead to an enhancement of MEMO
(and strangelet) production compared to previous calculations. The net strangeness at
midrapidity deviates from zero - not only on an event-by-event basis - indicating that the
assumption of local strangeness neutralization is only justified at the RHIC energy regime,
but not at lower energies. Here it is therefore questionable if midrapidity particle ratios
can be used as input for thermal particle multiplicity calculations.

Instead of producing hypernuclei in the fireball of a heavy ion collision we highlight a dif-
ferent mechanism in the last section of this work. Here the hypernuclei are created due to
absorption of Λ’s and Ξ’s in the projectile fragment region. Using the UrQMD transport
model we make assumptions on how many hyperons one could expect to be absorbed in
heavy ion collisions at ELab = 20AGeV. In addition we also provide space time and mo-
mentum space information on the absorbed hyperons.

6.1 Outlook

Based on the presented work one can easily continue to improve one the different aspects
of this work. As lattice calculations become more and more sophisticated they yield more
and new results which have yet to be explained with effective models. Quite recently it has
become clear that there seems to be a distinct separation between the chiral and deconfine-
ment phase transition. This puts again the hadronic part of the QCD equation of state,
and their effect on the order parameters and thermodynamics, into the focus of attention.
A straight forward approach would therefore be to include also a full hadronic resonance
spectrum in the chiral hadronic model. On the other hand also the basic ingredients of the
model can be revisited to obtain en even better description of lattice data.
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For the hybrid model there seem to exist also various points at where to improve on. Inter-
esting effects, like a core-corona separation, for the initial state may be taken into account.
But also the hydrodynamic evolution itself can be improved on by the introduction of a
viscous fluid dynamical code. Even more the treatment of the freeze out is yet still not
yet settled and my be improved upon by a more consistent definition of the transition
hypersurface. The introduction of a fluid dynamical description in rapidity coordinates
could also enable us to make predictions for the highest energies reached in heavy ion (and
proton proton) collision sat the LHC.

Note that the observation of particle multiplicity fluctuations and their kurtosis have be-
come the focus of attention concerning the search of the critical endpoint [49, 47, 226, 227].
But as has been pointed out in [228] fluctuations can be very sensitive on the correct treat-
ment of conserved quantum numbers like baryon number charge and strangeness on an
event-by-event basis. It is certainly possible, and planned, to analyze these kind of event-
by-event fluctuations in the current hybrid-model. The computational effort for such stud-
ies however, is much greater than for bulk observables and we therefore restricted our
present study on non event-by-event observables.
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Appendix A

Effective chiral models

A.1 The linear sigma model

In the following we will introduce a very instructive example of an effective (phenomeno-
logical) model for QCD. The linear SU(2) × SU(2) σ model [281, 282]. Though being a
rather simple model it already contains many properties of QCD. The linear sigma model
is an hadronic model. In this sense it is a low energy model for QCD and in the following
Ψ will denote the nucleon wave function .

The model Lagrangean reads:

LLSM = Ψi∂µγµΨ+
1

2
∂µ~π∂

µ~π +
1

2
∂µσ∂

µσ − gΨ(σ + i~τ~πγ5)Ψ + VSSB (A.1)

where VSSB is a potential term which spontaneously breaks the chiral symmetry of the
Lagrangean:

VSSB = V (σ2 + π2) =
µ2

2
(σ2 + π2) +−λ

4
(σ2 + π2)2 (A.2)

This potential is also called the Mexican-Hat potential (see figure A.1). It is radially
symmetric in the coordinates σ and π = ~π and the energetically favorable states are on the
outside of the hat. The term of the form (σ2+π2) is called chiral invariant because a chiral
transformation would not change the length of a vector in σ and π but rather rotate it
which does not change the value of the potential. The parameter µ2 has to be larger than 0
for spontaneous breaking of chiral symmetry to occur. The degenerate ground states then
are defined by:

σ2 + π2 = v2 with v =

√
µ2

λ
(A.3)

One can now chose the vacuum expectation values to take the following values:

〈0 |π| 0〉 = 0, 〈0 |σ| 0〉 =
√
µ2

λ
= v (A.4)
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In this case, fluctuations of the pionic fields do not require any energy, therefore the pions
are the Goldstone modes of the model. On the other hand the sigma and nucleons are
rather massive even though the Lagrangian is still fully symmetric under a chiral transfor-
mation.

The nucleon mass in this model is then generated through coupling to the scalar field
and its finite ground state expectation value. It is in agreement with QCD properties, as
the explicit chiral symmetry breaking term in the QCD Lagrangean should be small. A
corresponding term could also be included in the linear sigma model:

Lesb = m2
πfπσ (A.5)

It gives the correct pion mass, as the potential now has a distinct minimum and breaks
the symmetry with respect to the axial current.

Figure A.1: Depiction of a Mexican-Hat Potentials in X(σ) and Y(π) coordinates.
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A.2 The nonlinear sigma model

Despite being very successful in describing several aspects of QCD, the linear sigma model
has some shortcomings. One main problem of the model is the direct coupling of the pion
field to the nucleons which leads to problems with the description of direct pion nucleon
scattering data. In addition heavy particles do net exist in chiral multiplets.

To cure these main problems a ”nonlinear representation” of the sigma model is used. One
usually rewrites the chiral fields. As the chiral invariant corresponds to a radius in the
chiral circle it is appropriate to use polar coordinates [283, 284] (for other advantages and
a detailed introduction see [131]):

LNLSM = N(iDµγ
µ − Aµγ

µγ5 − g(v + S))N

+
1

2
∂µ~p∂

µ~p+
1

2
∂µS∂

µS − µ2

2
(v + S)2 − λ

4
(v + S)4 (A.6)

where N = NR + NL = ξ†ΨR + ξΨL (ξ = exp (i~τ~p/2v)) is the transformed nucleon wave-
function and Dµ = ∂µ − 1

2
(ξ†∂µξ + ξ∂µξ

†) is the modified derivative operator. The term
(v + S) is defined by the transformation:n wavefunction and Dµ = ∂µ − 1

2
(ξ†∂µξ + ξ∂µξ

†)
is the modified derivative operator. The term (v + S) is defined by the transformation:

σ + i~τ~π ≡ (v + S) exp (i~τ~p/v) ≈ v + i~τ~p (A.7)

(σ2 + ~π2) = (v + S)2 (A.8)

v = σ0 is the expectation value of the scalar field, S and ~p are the fluctuations of the σ-
and ~π-field.

In the NLSM the pions now do not couple directly to the nucleon anymore and these
will therefore transform vectorial. This means that in the NLSM heavy particles can be
included without spoiling invariance under chiral transformation.
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Appendix B

Trace anomaly and scale invariance

In the limit of vanishing quark masses, the QCD-Lagrangean has no dimensional parame-
ters and therefore is invariant under a scale transformation:

ψ(s) → λ3/2ψ(λx), Aa
µ(x) → λAa

µ(λx) (B.1)

with λ an arbitrary scale. This leads to a traceless energy momentum tensor Θµν , with
conserved dilaton current Jµ

scale

Jµ
scale = xνΘ

µν , ∂Jµ
scale = Θν

ν = 0 (B.2)

this means one needs to specify a scale parameter [285, 286, 287, 288]. Taking into account
quantum effects, the trace has a contribution from the gluons. furthermore a finite quark
mass adds another term to the trace:

Θµ
µ =

βQCD

2g
Ga

µνG
µν
a +

∑

k

ψkψk (B.3)

with βQCD characterizing the rate at which the charge runs respect to the change in the
scale:

βQCD(g) = − g3

16π2
(11− 2Nf

3
) + O(g5) (B.4)

It has been shown that the Gluonic contribution can be identified with the gluon conden-
sate [289, 290, 291, 292].

If an effective model contains terms where the parameters have a certain scale, this can
be ”fixed” by multiplying these terms with powers of χ to assure scale invariance in the
model.
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Appendix C

Viscous fluid dynamics

The quantities evolved by fluid dynamics usually are the symmetric energy momentum
tensor T µν and a net charge current Nµ = nuµ + νµ (e.g. the net baryon number current).
The energy momentum tensor can be written as

T µν = ǫuµuν − (p+Π)∆µν + 2qµuν + πµν . (C.1)

Here ǫ is the energy density in the fluid rest frame, uµ is the normalized 4-velocity of
the fluid, ∆µν = gµν − uµuν denotes the projector onto the 3-space orthogonal to uµ and
(p + Π) is the sum of the thermodynamic and the bulk viscous pressure. qµ denotes the
heat flux current and πµν is the shear stress tensor which has only five independent entries,
as πµνuµ = 0. The conservation equations for the currents and the energy momentum
tensor are:

∂µN
µ = 0 and ∂µT

µν = 0 (C.2)

These equations now contain 15 unknown variables: ǫ, p, n, Π, πµν , νµ and qµ. One of
these equations can be eliminated by assuming a specific equation of state (p = p(ǫ, n)).
In the limit of ideal fluid dynamics all dissipative quantities vanish and one is left with 5
unknown which can be solved for using the set of equations (C.2).

Alternatively one can introduce equations to determine the dissipative quantities leading
to first and second order theories of dissipative fluid dynamics. In the Navier-Stokes
approximation , which is a first order theory, the dissipative variables are all expressed in
terms of the non-dissipative variables. In the Israel-Stuart approach [293] the dissipative
quantities are independent and their evolution is governed by differential equations. Usually
the easier to solve first order theories yield unstable solutions [294], while solving second
order theories numerically in more than 2 dimensions is a rather challenging task which
still has to be fully resolved [295, 296, 297, 298, 299, 300, 106, 301, 302, 303, 304].
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