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Abstract

Al-based computer vision systems play a crucial role in the environment percep-
tion for autonomous driving. Although the development of self-driving systems
has been pursued for multiple decades, it is only recently that breakthroughs in
Deep Neural Networks (DNNs) have led to their widespread application in per-
ception pipelines, which are getting more and more sophisticated. However, with
this rising trend comes the need for a systematic safety analysis to evaluate the
DNN'’s behavior in difficult scenarios as well as to identify the various factors that
cause misbehavior in such systems. This work aims to deliver a crucial contribu-
tion to the lacking literature on the systematic analysis of Performance Limiting
Factors (PLFs) for DNNs by investigating the task of pedestrian detection in
urban traffic from a monocular camera mounted on an autonomous vehicle. To
investigate the common factors that lead to DNN misbehavior, six commonly
used state-of-the-art object detection architectures and three detection tasks are
studied using a new large-scale synthetic dataset and a smaller real-world dataset
for pedestrian detection. The systematic analysis includes 17 factors from the
literature and four novel factors that are introduced as part of this work. Each of
the 21 factors is assessed based on its influence on the detection performance and
whether it can be considered a Performance Limiting Factor (PLF). In order to
support the evaluation of the detection performance, a novel and task-oriented
Pedestrian Detection Safety Metric (PDSM) is introduced, which is specifically
designed to aid in the identification of individual factors that contribute to DNN
failure. This work further introduces a training approach for F1-Score maximiza-
tion whose purpose is to ensure that the DNNs are assessed at their highest per-
formance. Moreover, a new occlusion estimation model is introduced to replace
the missing pedestrian occlusion annotations in the real-world dataset. Based
on a qualitative analysis of the correlation graphs that visualize the correlation
between the PLFs and the detection performance, this study identified 16 of the
initial 21 factors as being PLFs for DNNs out of which the entropy, the occlusion
ratio, the boundary edge strength, and the bounding box aspect ratio turned out to
be most severely affecting the detection performance. The findings of this study
highlight some of the most serious shortcomings of current DNNs and pave the
way for future research to address these issues.

Keywords: Safe AI, DNN Robustness, Performance Limiting Factors, Deep
Learning, Object Detection, Pedestrian Detection, Autonomous Driving



Zusammenfassung

KlI-basierte Computer-Vision-Systeme spielen eine entscheidende Rolle bei der
Umgebungswahrnehmung fiir das autonome Fahren. Obwohl die Entwicklung
selbstfahrender Systeme bereits seit mehreren Jahrzehnten vorangetrieben wird,
konnten erst in jlingster Zeit bahnbrechende Durchbriiche in kiinstlichen neu-
ronalen Netzen (KNN) dazu fiihren, dass Umgebungswahrnehmungssysteme im-
mer ausgereifter wurden. Mit diesem Aufwértstrend besteht jedoch ein Bedarf an
einer systematischen Sicherheitsanalyse, um das Verhalten von KNN in schwieri-
gen Szenarien zu bewerten und um die verschiedenen Faktoren zu identifizieren,
die ein Fehlverhalten solcher Systeme verursachen. Diese Arbeit zielt darauf
ab, einen entscheidenden Beitrag zur fehlenden Literatur iiber die systematis-
che Analyse verschiedener leistungseinschriankender Faktoren (LF) fiir KNN zu
liefern, indem die Aufgabe der Fufgéngererkennung im Stadtverkehr von einer
monokularen Kamera, die auf einem autonomen Fahrzeug montiert ist, unter-
sucht wird. Um die gemeinsamen Faktoren, die zu einem Fehlverhalten fithren,
zu untersuchen, werden 6 hiufig verwendete moderne Objekterkennungsarchitek-
turen sowie 3 verschiedene Erkennungsaufgaben analysiert, unter der Verwen-
dung eines groften synthetischen Datensatzes und eines kleineren realen Daten-
satzes zur Fulsgdngererkennung. Die systematische Analyse umfasst 17 Faktoren
aus der Literatur und 4 neue Faktoren, die als Teil dieser Arbeit eingefiihrt
werden. Jeder der 21 Faktoren wird auf der Grundlage seines Einflusses auf
die Erkennungsleistung bewertet und ob er als ein LF angesehen werden kann.
Zur Unterstiitzung der Bewertung der Erkennungsleistung wird eine neuartige
und aufgabenorientierte Fulsgdngererkennungs-Sicherheitsmetrik eingefiihrt, die
speziell fiir die Identifizierung der einzelnen Faktoren entwickelt wurde, die zum
Ausfall von KNN beitragen. Dariiber hinaus wird in dieser Arbeit ein Train-
ingsansatz zur F1-Score Maximierung vorgestellt, welcher sicherstellen soll, dass
die KNN mit ihrer maximalen Erkennungsleistung analysiert werden. Aufserdem
wird ein neueartiges Modell zur Verdeckungsschitzung eingefiihrt, um die fehlen-
den Fuligingerverdeckungsangaben fiir den realen Datensatz zu generieren. Auf
der Grundlage einer qualitativen Analyse der Korrelationsgraphen, welche die
Korrelation zwischen den LF und der Erkennungsleistung visualisieren, wurden
in dieser Studie 16 der urspriinglich 21 Faktoren als LF fiir KNN identifiziert,
von denen sich die Entropie, das Verdeckungsverhdltnis, die Grenzkantenstdrke
und das Seitenverhdltnis der Bounding Box als die Faktoren herausstellten, die
die Erkennungsleistung am stérksten beeinflussen. Die Ergebnisse dieser Studie
heben einige der wichtigsten Einschrankungen der derzeitigen KNN hervor und
ebnen den Weg fiir kiinftige Forschungen zur Losung dieser Probleme.
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CHAPTER 1

Introduction

1.1 Motivation

Self-driving systems powered by Al are promising to revolutionize the field of mo-
bility. Besides the potential to save many human lives, a successful deployment
of autonomous vehicles would be a sustainable solution to reducing traffic conges-
tion, reducing the number of traffic accidents, reducing energy consumption, and
increasing the productivity of each individual as a result of reduced manual driv-
ing time [9]. Despite recent technological advancements, especially in the field
of Al, fully autonomous driving in open environments has still not been realized
because of the sheer complexity of developing an automated driving system that
is able to adapt to unknown situations in real time. Another challenge is the fact
that the majority of computer vision models, which are required for perception
and forming informed decisions, still fall short of human perception and reason-
ing [10]. Mastering the task of environment perception is especially important
because subsequent driving decisions rely heavily on perceived information, and
failure to do so could result in catastrophic events and a decrease in public trust
in such technologies. Therefore, it is no wonder that modern prototypes of self-
driving cars are equipped with numerous sensors that are able to capture rich
environmental information and support the modularization of various perception
tasks. Much of the recent progress in environment perception can be attributed
to the paradigm shift in replacing traditional algorithms from signal processing,
tracking, and control theory with machine learning approaches, of which Deep
Neural Networks (DNNs) are most prominent [11]. Even though DNNs represent
the current state-of-the-art in most perception tasks, they come at the cost of
poor interpretability and transparency in the decision making process, which is
crucial for assessing the safety of use. The common practice of optimizing DNNs
on a training dataset and evaluating their performance on a holdout dataset is
insufficient when it comes to the deployment in safety-critical domains. Such use
cases necessitate the development of systematic safety analysis procedures for
identifying performance bottlenecks and conceptual limitations within the sys-
tem architecture. This becomes especially apparent when looking at the task of
pedestrian detection. As pedestrians represent one of the most vulnerable groups



of road users that will be interacting with self-driving vehicles, it is of utmost
importance to analyze and understand the conditions under which the detection
of a pedestrian fails. Identifying the Performance Limiting Factors (PLFs) is the
first step in building robust systems that are safe and trustworthy.

1.2 Objectives and Scope

While there are numerous works in the literature that address the effects of
individual factors on the DNN’s performance [12, 13, 14, 15, 16, 17|, there is
no thorough study dedicated towards a clear identification of several PLFs that
could offer comparable results based on the severity of each factor. The main
objective of this study is therefore to conduct a systematic safety analysis in
order to identify the various factors that lead to DNN failure. These factors are
throughout this work referred to as PLFs. The scope of this systematic safety
analysis is within the use case of pedestrian detection in urban traffic from a
monocular camera mounted on an autonomous car.

The goal of this work is to provide valuable insights into the behavior of
DNNs under challenging scenarios and various edge cases in order to form a better
understanding of their limitations and weak spots. Such insights are critical for
ensuring Al safety because they provide valuable information for future system
improvements and can provide guidance for future research within specific use
cases. The findings and approaches discussed in this thesis contribute to the
pioneering work of developing common safety analysis procedures for assessing
the performance of Al-driven systems in safety-critical domains.

1.3 Thesis Outline

The rest of the thesis is structured as follows: Chapter 2 introduces the theoretical
background, which is required for a thorough understanding of the upcoming top-
ics. Specifically, it introduces the perception task in autonomous driving and the
basic concepts of pedestrian detectors. Related works are discussed in Chapter
3. The related literature is divided into two sections based on whether the PLF
studies conducted by these works address the use-case of pedestrian detection or
whether they report on other DNN-based perception use-cases. The methodol-
ogy used in this study is presented in Chapter 4. This includes the derivation
of the employed Pedestrian Detection Safety Metric (PDSM) for assessing the
detection performance and an overview of the 21 factors whose influence on the
detection performance is studied. Chapter 5 includes a detailed description of the
experimental setup, discussing important aspects like the used datasets and DNN
architectures for pedestrian detection. It further introduces a progressive train-
ing approach for F1-Score maximization in order to analyze the DNNs at their



highest detection performance. The results of the study are presented graphically
in Chapter 6, where the effects of each individual factor are discussed. Finally, a
summary based on the findings from Chapter 6 and a final conclusion, alongside
suggestions for future work, are given in Chapter 7.



CHAPTER 2

Theoretical Background

2.1 Perception for Autonomous Driving

Autonomous driving is the act of utilizing a self-driving system that is capable
of operating a vehicle without or with very little human intervention [18]. The
Society of Automotive Engineers (SAE) defines five distinct levels of driving au-
tomation based on the capabilities of the utilized system, as shown in Figure 2.1.
A fully functional self-driving system needs to master several difficult tasks that
can be separated into three blocks, including the perception of the environment
(aided by various sensors), the motion planning, and the act of controlling the
vehicle |2]. Generally speaking, a self-driving car must be able to perceive, to
plan, and to act in an almost infinite number of driving scenarios. Figure 2.2
visualizes the high-level architecture of a self-driving car as described by Shin et
al. |2]. This section will further cover only aspects of the first block related to
environment perception, which is also the main focus of this thesis.

Similar to how humans rely on visual information during the process of op-
erating a car, the driving decisions made by a self-driving car heavily rely on
information acquired by the environmental perception system. Because of this,
self-driving cars are often equipped with a wide variety of sensors in order to cap-
ture as much environmental information as possible. Some of the utilized sensors
are digital cameras, thermographic cameras, GPS, RADAR, LiDAR, SONAR,
etc. Each sensor is responsible for capturing different sorts of information about
the vehicle’s surrounding area, which serves as input for the perception system
responsible for scene understanding. Some of the important perception tasks
include the detection and classification of other road users, traffic signs, traf-
fic lights, lane markings, road obstacles, etc. Furthermore, objects that are in
motion, including all road users, are being tracked to estimate their motion tra-
jectory based on their past movement data. All of these environmental sensing
tasks are often processed by individual systems or assemblies of such systems
that have been engineered for each specific task. These systems frequently utilize
imagery from several different sensors in a step called "sensor-fusion" to boost
their performance by combining several sorts of sensor data.
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Figure 2.2: Overall system architecture of a self-driving car as described by Shin
et al. [2]. The environment representation block uses commercialized sensors (Li-
DAR, RADAR, vision, etc.) to capture and then process all the environmental
information. The motion planning block is used to plan the further driving be-
havior of the vehicle based on environmental information. The third block, being
vehicle control, is responsible for controlling the steering and vehicle’s physical
motion with respect to the pregenerated motion plan [2].



Camera sensors provide rich information about the vehicle’s environment by
capturing high-resolution images that can be interpreted in ways that approxi-
mate human vision. They are also the only source of information when it comes
to recognizing traffic signs and traffic lights, as well as extracting scene semantics
by recognizing important visual features of other objects. Like all the other sen-
sors, cameras also come with limitations since they are only able to capture visual
information, and the image quality heavily relies on environmental factors like
weather, for example [19]. Because of this, the perception systems that process
this data are required to be engineered in a way that makes them robust against
all the external factors that could potentially lead to system failure.

The study presented in this work focuses on the perception task of pedestrian
detection based on visual information provided by a monocular camera sensor.
The isolation of a single component of the perception system allows this study to
better analyze and identify the external factors (PLFs) that decrease the detection
performance of DNN-based 2D pedestrian detectors. Such valuable information
can then be further utilized to improve the DNN’s performance by making them
more robust against such factors.

2.2 Fundamentals of 2D Pedestrian Detectors

This section introduces some fundamental terms and concepts of DNN-based 2D
pedestrian detectors. DNNs are the current state-of-the-art machine learning
approach for the task of object detection. They can be thought of as high-
dimensional mathematical functions that have been optimized for specific tasks.
Their unique ability is that for a given input of data (since this study is about
perception, the inputs are images), which has not been shown to the DNNs before,
they are able to produce an output, also known as predictions. In order to achieve
this a DNN must be trained on data containing ground truth annotations for the
given task. These DNNs are often referred to as "models". Furthermore, the term
"deep learning" is often used when referring to the process of DNN training. The
DNNs studied in this work belong to the group of Convolutional Neural Networks
(CNNs).

2D Object Detection

The task of 2D Object Detection (2D-OD) involves the detection, localization,
and classification of objects within a given input image. The systems that are
utilized for 2D-OD can be either developed to detect a single class of objects, like
pedestrians, for example, or they can be designed to handle multiple classes of
different objects simultaneously. A simple 2D pedestrian detector, like the ones
that are studied in this work, would therefore scan the input image to detect the
presence of pedestrians and localize them. Such an input image consists of pixels
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Figure 2.3: Sample image from the CityPersons dataset [3] with visualized pedes-
trian full-body bounding boxes. The pedestrian bounding boxes were extracted
by one of the 2D pedestrian detectors that is studied in this work. The word
human above each bounding box represents the name of the detected class, while
the numbers represent the detector’s confidence for each detection in the range
from 0 to 1.

that are arranged in a rectangular grid, whose height and width correspond to
the respective image dimensions. The localization of a pedestrian is represented
by its respective bounding box information, which is usually given in the form
of pixel coordinates that represent the upper left and lower right corners of the
bounding box with respect to the 2D image grid. A proper bounding box should
include the entire object while being as tight as possible. Figure 2.3 visualizes
multiple bounding boxes on a given sample image from an urban driving scenario.
All pedestrian detectors that are studied in this work are required to output full-
body bounding boxes for the detected pedestrian instances. Furthermore, the
task of 2D pedestrian detection (2D-OD) is extended in this study by the tasks
of 2D Instance Segmentation (2D-IS) and 2D Keypoint Detection (2D-KD).

2D Instance Semegnetation

A pedestrian detection system that supports 2D-OD and 2D Instance Segmenta-
tion (2D-IS) will, in addition to the 2D bounding boxes, also segment the pixels
within the bounding box. This means that each pixel within a bounding box will
be assigned a binary class based on whether it represents the pedestrian instance
or the background. This segmentation can then be visualized as a binary instance
segmentation mask, since the resulting image can be used to mask out the image
pixels that do not belong to the pedestrian instance. Figure 2.4 visualizes the
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Figure 2.4: Sample image from the CityPersons dataset [3] with visualized pedes-
trian full-body bounding boxes and binary instance segmentation masks. The
visualizations are based on the detection outputs of one of the 2D pedestrian
detectors studied in this work. The numbers above each bounding box represent
the detector’s confidence for each detection in the range from 0 to 1.
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Figure 2.5: Sample image from the CityPersons dataset [3] with visualized pedes-
trian full-body bounding boxes and the respective keypoint skeletons. The visual-
izations are based on the detection outputs of one of the 2D pedestrian detectors
studied in this work. The word human above each bounding box represents the
name of the detected class, while the numbers represent the detector’s confidence
for each detection in the range from 0 to 1.



binary instance segmentation masks of several pedestrians in an urban driving
scenario.

2D Keypoint Detection

Another detection task that is studied in this work is 2D-KD, which includes the
detection, localization, and classification of pre-defined keypoints that belong to
a single object. In the use case of pedestrian detection, a 2D-KD system would
usually detect several human joints that form a keypoint skeleton. Such keypoint
skeletons can then be further processed to approximate the human pose and its
future movement trajectory. Each of the keypoints is represented by a single pixel
coordinate with respect to the 2D image grid. Figure 2.5 visualizes the keypoint
skeletons produced by a pedestrian detector in an urban driving scenario.

Detector Evaluation

The output of an object detector consists of a list of detected objects and the
detector’s confidence scores associated with each detection. In the first step,
detection filtering is applied to remove all the detections whose confidence score
is below the predefined confidence threshold, ranging between 0 and 1. In the
next step, the filtered detections are compared to each other and matched with
the predefined ground truth annotations. These ground truth annotations are
generated manually by a human annotator and include bounding box information
that is used to benchmark the system’s detections. The process of matching
detections with ground truth annotations will be discussed in the next paragraph.
A True Positive (TP) represents a detection that has been successfully matched
with an object’s ground truth annotation. Since each detection can only be
matched with a single ground truth annotation, several detections and ground
truth annotations can remain unmatched. All unmatched detections represent
False Positives (FPs), while all unmatched ground truth annotations represent
False Negatives (FNs). In the example case of pedestrian detection, all pedestrian
instances within a given input image that have been successfully detected are TPs,
all detections that were unmatched and therefore do not represent a pedestrian
detection are FPs and all pedestrian instances that remain undetected are FNs.
Based on these evaluation outcomes, there are two standardized metrics that
quantify the detection performance. The precision metric quantifies the ratio of
TP detections to the total number of detections made, which is computed as the
amount of TP detections divided by the sum of TP and FP detections. Its value
can be interpreted as the average probability for a detection made by a detector
to be a TP, hence it represents the detector’s precision. Recall measures the
degree to which the detector is able to recognize all of the object instances within
a given image. Its value is simply the ratio of TP detections to the total number
of ground truth annotations, which is computed as the amount of TP detections
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Figure 2.6: Visualization of the IoU measure on the use case of traffic sign detec-
tion [4]. The green bounding box represents the ground truth annotation, and
the red bounding box corresponds to the predicted bounding box.

divided by the sum of TP and FN detections. The precision and recall metrics
form the basis for other popular metrics that have been proposed in the literature,
including the Average Precision (AP) as defined by the PASCAL Visual Object
Classes (PASCAL VOC) [7], the Log Average Miss-Rate (LAMR) as defined by
the Caltech pedestrian benchmark [8], and the mean Average Precision (mAP)
as defined by Common Objects in Context (COCO) [6].

The matching of predicted bounding boxes and ground truth bounding boxes
is computed based on the Intersection over Union (IoU) measure, which is respon-
sible for quantifying the correctness of each detection. For a pair of predicted and
ground truth bounding boxes, the resulting IoU can be computed as the fraction
between the following values: The numerator is the pixel area of the inersection
between the two bounding boxes. The denominator is the total pixel area of
the union between the two bounding boxes. Figure 2.6 visualizes the IoU metric
in the use case of traffic sign detection. A predicted bounding box is matched
with a ground truth bounding box if the resulting loU measure is above a prede-
fined threshold, namely the IoU threshold. In the case that multiple predicted
bounding boxes match the same ground truth annotation, the predicted bound-
ing box with the highest IoU value is selected for matching. Once all predictions
and ground truths have been processed, each of them has to be classified based on
its evaluation outcome (TP, FP, or FN), as discussed in the previous paragraph.
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CHAPTER 3

Related Work

3.1 Performance Limiting Factors (PLFs) for Pedes-
trian Detection

This section summarizes the related work on the topic of PLFs for pedestrian
detection. These works include various studies that, in some form, investigated
different kinds of factors and their influence on pedestrian detection performance.
A more formal definition of these factors is given in section 4.2, where the concept
of a Performance Limiting Factor (PLF) is derived.

Dollar et al. [8] introduced in 2011 the Caltech pedestrian benchmark. It
consists of a large-scale real-world pedestrian detection dataset with over 350,000
pedestrian bounding boxes annotated within 250,000 image samples. However,
due to the low image resolution (640x480), this dataset is rarely used nowadays.
In their work, the authors investigated some of the dataset statistics, including
the distribution of bounding box heights and bounding box aspect ratios. The
authors also studied the most frequent occlusion patterns within the dataset
and argued that the bottom part of the pedestrians is most frequently occluded.
Finally, the authors stated that over 70% of all pedestrians appear occluded in
at least one frame, which underlines the importance of the occlusion factor for
the use-case of pedestrian detection.

In 2012, Geiger et al. [20] introduced the KITTI dataset for the tasks of
stereo, optical flow, visual odometry/SLAM, and 3D Object Detection (3D-OD)
within the use-case of autonomous driving. The object annotations also include
pedestrians and cyclists. The authors studied some of the dataset properties, like
the distribution of instances per object class and the distribution of occlusions.
One particularity about the KITTI dataset is that its image samples have a much
wider resolution! (1240x376) compared to other pedestrian detection datasets.

In 2015, Tian et al. [21] introduced DeepParts, which is a pedestrian detector
consisting of extensive part detectors that are more robust towards occlusions.

The KITTI dataset is not used within this study, since its image resolution highly deviates
from the image resolution of the other datasets studied in this work.
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The authors defined an extensive part pool and trained independent Convolu-
tional Neural Networks (CNNs) for each part. The key advantage of this de-
tector is the fact that, even highly occluded pedestrian instances contain visible
body parts that can get detected by the respective part detectors, therefore im-
proving the overall detection performance. The authors conducted experiments
on the Caltech pedestrian benchmark and achieved state-of-the-art performance,
outperforming the previous best method by 10%.

In 2016, Zhang et al. [22| analyzed the gap between the state-of-the-art pedes-
trian detectors at that time and the "perfect single frame detector", based on the
Caltech pedestrian benchmark. The authors manually analyzed the detection
errors for the best performing model and reported the two most severe PLFs to
be the factor small scale and the factor side view, which marks pedestrians that
appear from the side within the image. Further investigated PLFs include the
cyclist factor and the occlusion factor. Moreover, the authors further investigated
all undetected small-scale pedestrians to find the root cause for the DNN’s failure.
The authors hypothesized that low contrast and blurriness in small-scale pedes-
trian instances were the root causes of the poor detection performance. However,
they reported that there is no correlation between low detection performance and
low contrast or blurriness for the studied FNs.

In 2017, Mao et al. [23] studied what kinds of features could be added to
the DNN-based pedestrian detectors to boost their performance. The authors
experimented with various features that were added in the form of additional
channels to the image data. The studied feature channels included an Integral
Channel Features (ICF) [24] channel, an edge channel, a segmentation channel,
a heatmap channel, an optical flow channel, and a disparity channel. The au-
thors reported that the semantic channel increased detection performance at low
resolution, while the ICF channel, the edge channel, and the heatmap channel
increased localization accuracy at higher resolutions. Finally, the authors pre-
sented a novel framework for learning the aforementioned channel features as
well as the task of pedestrian detection. This framework, named HyperLearner,
was evaluated over several pedestrian detection datasets, in which competitive
detection performance was achieved. In the same year, Wang et al. |25] studied
the effects of pedestrian crowdedness on the detection performance. The authors
experimented with a state-of-the-art pedestrian detector and demonstrated how
pedestrian crowds lead to occlusions that result in reduced detection performance.
To solve this problem, they propose a novel bounding box regression loss, named
repulsion loss. Finally, the authors showed that the detectors trained by repul-
sion loss outperformed all the other state-of-the-art methods, which could most
clearly be observed on the subset of occluded pedestrians. Later that year, Zhang
et al. [3] introduced the CityPersons dataset, which is based on the CityScapes
dataset [26] for semantic segmentation. This dataset will be discussed in more
detail within section 5.1.2.
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In 2019, von Bernuth et al. [14] argued that modern perception systems for
automated driving are mostly trained on small-scale datasets that were taken
under perfect weather conditions. To further robustify the DNNs, the authors
proposed a novel augmentation framework for enhancing existing image samples
with photo-realistic snow and fog effects. They compared their augmented images
with real-world images containing fog and snow, demonstrating the effectiveness
of their augmentation framework. Finally, the authors applied their method
to a random subset of the KITTI dataset [27|, which also contains pedestrian
annotations for the task of 2D-OD. The authors used a benchmarked detector
that performed well on the KITTI dataset and demonstrated that the detection
performance suffers significantly with increasingly stronger weather influences
from their augmentation framework. This study demonstrated the importance
of severe weather conditions such as fog and snow on pedestrian detection per-
formance. In the same year, Braun et al. [28] introduced the EuroCity Persons
dataset? for pedestrian detection in urban traffic. This dataset contains over
238,200 pedestrian instances and over 47,300 image samples, which makes Eu-
roCity Persons the currently largest real-world pedestrian detection dataset. It
is also the first pedestrian detection dataset to introduce image samples taken
at night. The authors optimized four state-of-the-art DNNs including Faster
R-CNN [29], R-FCN [30], SSD [31], and YOLOv3 [32] and reported on Faster R-
CNN achieving state-of-the-art performance. Furthermore, the authors reported
that the diversity of the EuroCity Persons dataset leads to higher detection per-
formance on other pedestrian detection datasets when applying transfer learning.
With respect to the new nighttime factor, the authors reported that the detection
performance is a few percentage points lower than at daytime.

In 2020, Xu et al. [33] developed a method for generating adversarial T-shirts
to effectively evade person detectors in the physical world. The challenge in this
task lay in the non-rigidity of the application surface (T-shirt), for which the
authors had to develop a model of the temporal deformations that an adversarial
T-shirt causes during pose changes and movement. They achieved strong attack
performances in both digital and physical world tests, demonstrating the effec-
tiveness of adversarial T-shirts on lowering the detection performance of DNNs.

In 2021, Lyssenko et al. [16] introduced so-called "relevance metrics", which
are task-oriented performance measures. In their work, the authors studied the
use case of pedestrian detection within the CARLA simulator [34] and the effects
of the distance factor on the detection performance. Furthermore, the authors
introduced a new dataset (comparable to the size of CityPersons [3]) based on the
CARLA simulator with pedestrians at different distances ranging from 2 to 120
meters. They reported a linear decrease in detection performance with increasing
distance, highlighting the importance of this factor. Based on this PLF analysis,
the authors derived a metric that defines the highest distance up to which all

2Due to licensing issues, this dataset could not be used for this study.
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pedestrians are detected. This metric could be used in the future to derive the
detection range up to which Al safety is guaranteed.

More recently, in 2022, Hasan et al. [35] studied the generalization capabil-
ities of modern DNN-based pedestrian detectors. They were able to show that
recently proposed DNN architectures tailored towards pedestrian detection are
biased towards the specific datasets for which they were designed. The authors
conducted a cross-dataset evaluation and reported that the aforementioned mod-
els underperformed for even small domain shifts, while general object-detectors
like Cascade R-CNN [36] without any "bells and whistles" were able to perform
much better, demonstrating their ability to generalize over unseen data. Fur-
thermore, the authors argued that modern pedestrian detection datasets still
lack diversity, which is crucial for achieving detection performance comparable
to a human. They propose a progressive fine-tuning strategy for improving the
generalization capabilities of the studied DNNs by combining several pedestrian
detection datasets. Finally, the authors conclude that, as of now, Convolutional
Neural Networks (CNNs) outperform transformer-based DNNs, based on the re-
sults of their cross-dataset analysis.

In summary, the related work on PLFs for pedestrian detection has already
identified some of the most sever factors that affect the detection performance.
The occlusion factor is most frequently mentioned as this factor is responsible
for most of the FNs. Although, there is promising work being conducted on the
subject of PLFs for pedestrian detection, there is a clear gap in the literature on
a systematic safety analysis of several PLFs in order to assess the severity of each
factor leading to DNN failure.

3.2 Performance Limiting Factors (PLFs) for DNN-
based Perception

This section summarizes the related work on the topic of PLFs for DNN-based
perception, excluding the use-case of pedestrian detection, which has already
been discussed in section 3.1.

In 2012, Hoiem et al. [12] conducted a large-scale PLF analysis on the PAS-
CAL Visual Object Classes (PASCAL VOC) dataset [7] by investigating the
effects of occlusion, size, aspect ratio, visibility of parts, viewpoint, localization
error, and confusion with semantically similar objects, other labeled objects, and
background. However, the detectors studied in this work are not DNN-based but
rather comprise deformable parts models [37] and a cascade approach for object
detection [38]. The authors report that the factors size, localization error, and
confusion with similar objects are the most frequent forms of error.

In 2014, Luo et al. [39] introduced a mechanism to alleviate adversarial
attacks within image classification by applying foveation to the input images
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of CNNs. These adversarial attacks are often executed by adding imperceptible
changes to the image data, which leads to DNN failure, thus representing a serious
safety concern.

In 2015, Nussberger et al. [40] studied the effects of lens flare for the use-case
of aerial object tracking. Lens flare is the effect of scattered light in a lens system
that produces flare artifacts in the image [41], which can potentially lead to DNN
failure. The authors utilized the fact, that lens flare artifacts appear in form of
a line close to the sun position in order to easier detect them. Furthermore, the
authors combined the newly introduced lens flare filter with their aerial object
tracking framework and reported that superior object tracking performance was
achieved, due to the mitigation of FPs.

In 2019, Eykholt et al. [42] introduced Robust Physical Perturbations (RPs),
a method for generating physical adversarial stickers that can be applied to indi-
vidual objects. This method focuses specifically on the robustness of such attacks,
since the perturbed objects are subjected to varying angles and distances from
the viewing camera. RP; utilizes a two-stage optimization process in order to first
localize the sensitive spots for placing the perturbations and then optimize the
content of the perturbation sticker. In the same year, the authors published an-
other work [43], extending their method towards object detection models. Later
that year, Schneider et al. [44] studied the effects of image vignetting on the
detection performance within the KITTI dataset [27|. The authors proposed a
new approach for synthetic image augmentation by using a physics-based camera
model. The ideal synthetic images used for training were further processed by
the camera model to augment various optical effects, including image vignetting,
which affects the pixel area around the image’s borders, making them appear
darker. The authors investigated several DNNs and their detection performance
after training on ideal synthetic image samples and images with vignetting ef-
fects. The authors reported an increase in detection performance for the DNNs
that were trained on the augmented image samples, effectively demonstrating the
importance of the camera vignetting effect on DNN-based detection performance.

In 2021, Berghoff et al. [45] studied the topic of DNN robustness for the
use-case of traffic sign recognition. The authors investigated several PLFs in-
cluding image noise, pizel perturbations, geometric transformations and colour
transformations. Furthermore, the authors introduced a robustness score, which
measures the accuracy of the studied DNNs on various traffic signs and with
respect to the aforementioned PLFs. Finally, the authors concluded that the
robustness of the studied models at least partly correlates with the frequency
of the PLFs values within the training dataset. This highlights the importance
of the distribution of PLF values within the training splits. In the same year,
Hess et al. [46] introduced a simulation framework for procedural world genera-
tion in order to conduct a systematic evaluation on continual learning for DNNs.
This simulation framework supports various environmental factors including il-
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lumination, weather conditions, daytime and nighttime, color and surface reflec-
tions. Furthermore, the framework allows for further configuration of the factors
that are rendered within the simulation, providing a convenient way for gener-
ating image data with specific properties. Later that year, another simulation
framework was introduced by Fischer et al. [47] for the use-case of traffic sign
detection and classification. The simulation framework was inspired by the pre-
vious work [48] of one of the authors. Furthermore, the authors of this work
also highlighted the importance of various environmental factors on the DNN’s
performance. Their simulation supports different weather conditions, daytime,
nighttime, varying sources of illumination, and includes a framework for placing
realistic sticker occlusion onto the traffic signs.

In 2022, the work from Bayzidi et al. [17] approached the topic of Adversarial
Attacks from a different perspective. Motivated by the recent works in this field,
the authors asked the question whether DNNs can be fooled by more realistic-
looking stickers instead of the highly salient adversarial stickers. In their cross-
analysis study, the authors investigated the effects of applying realistic stickers
to the surface of traffic signs with the goal of deceiving state-of-the-art DNNs for
image classification. The field test results revealed that the adversarial stickers
from the literature have no effect on the DNNs in such physical scenarios because
the distance between the camera and the traffic sign, as well as the respective
camera angle, completely reduce the adversarial content of the stickers. Further-
more, the authors demonstrated superior misclassification performance (higher
attack success rates) by carefully positioning the stickers on the right spots of
the traffic sign to maximize the prediction loss of the DNNs. The results of this
study highlight the serious safety concerns about the effects of physical sticker
occlusion on detection performance. In the same year Pliushch et al. [49] in-
vestigated various image statistics and their correlation with the DNN’s ability
to learn. The authors studied several factors, including edge strength, entropy,
and segment count and concluded that the order in which dataset instances are
learned is highly independent of the individual DNNs and rather depends on the
aforementioned image statistics.

The recent literature on PLFs for DNN-based perception mostly analyzed
more general factors that are observable across all possible perception use-cases.
Moreover, the related literature highlighted once more the importance of simu-
lation frameworks and their usefulness for achieving higher robustness towards
PLFs.
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CHAPTER 4

Methodology

4.1 Pedestrian Detection Safety Metric (PDSM)

Since the scope of this study is within the use case of pedestrian detection for
autonomous driving in urban traffic, there are several assumptions that can be
used to reduce the noise during the experiments. Based on these assumptions, a
novel and task-oriented Pedestrian Detection Safety Metric (PDSM) is derived in
order to support the evaluation of the detection performance and to help identify
the PLFs. A basic concept of PDSM is the distinction between safety-relevant and
non-safety-relevant pedestrians that appear within a driving scene. This allows
PDSM to focus more on the detection performance for safety-relevant individuals
and the conditions under which the detection of a safety-relevant pedestrian fails.

4.1.1 Safety-Relevant and Non-Safety-Relevant Pedestrians

Based on the fact that the DNNs will be assessed in urban road scenarios, it can be
assumed that the maximum driving speed will be kept at 50 km /h, as this is the
standard speed limit in Germany and most EU countries [50]. TUV Rheinland
AG, a certified technical testing organization in Germany, estimates that at a
speed of 50 km/h, the car’s stopping distance in normal braking conditions is 40
meters and in emergency braking, 27.5 meters [51|. Based on these assumptions,
the following definition is derived:

Definition 4.1. Any pedestrian instance that is more than 50 meters away from
the autonomous vehicle is considered a non-safety-relevant pedestrian by PDSM.

The first argument for this distance threshold lies in the fact that a self-
driving system must be able to detect pedestrians whose distance to the car is
smaller than the car’s stopping distance in order to adequately react to immediate
danger and decide upon evasive maneuvers. Even though a potential collision
with a pedestrian might not be avoidable, it is still of utmost importance that
a self-driving system is able to detect and react, by adequately braking, for
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example. Aside from being able to detect pedestrians in its immediate vicinity,
an autonomous vehicle must also be able to detect pedestrians that appear after
the stopping distance up to a certain range in order to properly plan its driving
behavior. For the scope of this study, the distance threshold has been set at 50
meters for urban areas, as this gives the self-driving system enough information
to be able to drive autonomously. In analogy to this, all pedestrians that appear
after 50 meters are considered to be non-safety-relevant. However, as the car is
driving towards them, they will eventually be within the distance threshold and
become safety-relevant for detection.

In many driving situations, at least two pedestrians will appear, frequently
occluding each other. In such cases, it is often sufficient to detect the pedestrian
who is staying in front, which means the one whose distance to the car is smaller.
These kinds of pedestrians that are within the safety distance of 50 meters but
are being occluded to a certain degree by other pedestrians are in this study
referred to as "heavily crowded" pedestrians. One important property of heavily
crowded pedestrians is that they appear as a crowd of pedestrian pixels in the
2D image and make it difficult for a detector to identify all instances. In the case
where the pedestrians are physically located next to each other, it is sufficient
that the system is aware of a pedestrian being located at that specific position. In
the other case, where the pedestrians are physically farther away from each other
but appear occluded because of the camera viewing angle, it can be assumed
that as the car is moving, the camera viewing angle will adjust, making the
heavily crowded pedestrian fully visible again. For the scope of this study, heavily
crowded pedestrians are defined as follows:

Definition 4.2. The bounding box of a heavily crowded pedestrian has to overlap
with another pedestrian’s bounding box, and the overlap has to cover at least
60% of either one of the two bounding boxes. In such a scenario, the safety-
relevant pedestrian, whose distance to the autonomous vehicle is smaller, will
remain safety-relevant, while the overlapping pedestrian is regarded as heavily
crowded and therefore non-safety-relevant for detection.

For a given bounding box, this can be simply computed by taking the pixel
area of the overlap and dividing it by the total bounding box pixel area, as shown
in the formula (4.13), which will be introduced in section 4.2. The overlap thresh-
old of 60% has been chosen on a best effort basis after manual inspections. The
reason for using the overlap measure instead of the standard IoU arises from the
fact that IoU returns low values for bounding boxes with large size differences. In
the case where a pedestrian in close proximity to the camera is partially occlud-
ing another pedestrian further away, depending on the severity of the occlusion,
it would be preferable to mark the occluded pedestrian as heavily crowded and
thus non-safety-relevant. As the distance between these pedestrians is high, the
bounding box of the one next to the car will appear quite large compared to the
occluded one. Even if the smaller bounding box is fully contained within the
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larger one, the IoU measure will still return low values as it takes the union area
of the two bounding boxes into account. Because of these disadvantages, the
overlap measure is used to determine whether or not a pedestrian bounding box
is heavily crowded.

Figure 4.1 visualizes the distinction between safety-relevant and non-safety-
relevant pedestrians in the form of a binary decision tree. Figures 4.2, 4.3, 4.4
and 4.5 depict two driving scenarios taken from the CityPersons [3] and the KI
Absicherung (KI-A) [5] datasets, highlighting safety-relevant pedestrians, heavily
crowded pedestrians (non-safety-relevant) and pedestrians whose distance to the
camera exceed 50 meters (non-safety-relevant).

Is the distance
between the pedestrian
and

the car > 50 meters?

YES NO

Not
Safety-Relevant

Does the
pedestrian bounding
box overlap with another
pedestrian
bounding box

YES NO

l

Safety-Relevant

Is either bounding box
covered by 60% or more?

NO

l

Safety-Relevant

Is the first
pedestrian further
away compared to
the second
overlapping
pedestrian?

YES NO

J

Safety-Relevant

Not
Safety-Relevant

Figure 4.1: Binary decision tree for classifying a pedestrian in relation to Pedes-
trian Detection Safety Metric (PDSM).
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@ pedestrian with distance > 50m
- heavily crowded pedestrian

Figure 4.2: Visualization of pedestrian categories as defined by the Pedestrian
Detection Safety Metric (PDSM) on a sample image from the CityPersons dataset

[3]-

@ pedestrian with distance > 50m
heavily crowded pedestrian
© safety relevant pedestrian

A camera ray towards
safety relevant pedestrian
camera ray towards
heavily crowded pedestrian

Figure 4.3: A bird’s-eye view of the driving scenario depicted in Figure 4.2,
highlighting the 50-meter radius and the viewing rays of the camera angle.
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@ pedestrian with distance > 50m

- heavily crowded pedestrian
© safety relevant pedestrian

Figure 4.4: Visualization of pedestrian categories as defined by the Pedestrian
Detection Safety Metric (PDSM) on a sample image from the KI Absicherung
(KI-A) dataset [5].

’

@ pedestrian with distance > 50m
heavily crowded pedestrian
© safety relevant pedestrian

4 camera ray towards
safety relevant pedestrian
camera ray towards
heavily crowded pedestrian

Figure 4.5: A bird’s-eye view of the driving scenario depicted in Figure 4.4,
emphasizing the 50-meter radius and the viewing rays of the camera angle.
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4.1.2 Detection Performance Evaluation

The main goal of a detector, as defined by PDSM, is to detect every safety-
relevant pedestrian with an IoU value of at least 0.25 while having no FP detec-
tions. PDSM is utilizing a lower IoU threshold compared to other object detection
metrics, which generally threshold at 0.5 |7, 8, 6]. The reasoning behind this is
simply that because many pedestrian instances appear occluded, the detectors
may struggle to match the predicted full-body bounding box with the ground
truth annotation. This often leads to detections being matched at a lower IoU
value, marking the detections as FPs and the corresponding ground truths as
FNs. Furthermore, for the scope of this study, the task of detecting pedestrians
within an image is preferred over the task of precise localization, making the
lower IoU threshold justified.

PDSM defines the following evaluation outcomes:

e True Positive (TP) is a detection that matches a pedestrian ground truth
bounding box, regardless of whether it is safety-relevant or not, with an
IoU of at least 0.25.

e Safety Relevant True Positive (SRTP) is the same as True Positive (TP)
with the additional condition that the pedestrian has to be safety-relevant
as of PDSM. All Safety Relevant True Positives (SRTPs) are automatically
True Positives (TPs); however, this is not always the case the other way
around.

e False Positive (FP) is a detection that does not match any ground truth
bounding box at all, or the resulting IoU is lower than 0.25.

e False Negative (FN) is a ground truth bounding box that belongs to a
safety-relevant pedestrian and has not been matched with any detection.

PDSM deviates even further from other standard metrics, which typically de-
scribe the detection performance as a single value across several classes, confi-
dence thresholds, and IoU thresholds |7, 8, 6]. While these metrics can be quite
useful for comparing different sorts of DNN architectures and their detection
performance on general object detection tasks, they should not be used when it
comes to the safety evaluation of a model that will be deployed in a safety-critical
domain. Contrary to this, PDSM evaluates each model in its final deployment
state, which means that there is a single confidence threshold that filters out the
final detections made by the model and a single IoU threshold for matching de-
tections with ground truth annotations. Setting such strict rules enables PDSM
to reduce the noise and give a clear estimation of the detection performance for
a given model. Furthermore, it aids in the identification of PLFs. Since each
pedestrian instance has several factors linked to it (e.g. occlusion ratio), it is
straightforward to keep track of the safety-relevant pedestrians that the model
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was unable to detect (FNs) and analyze their factors. This approach can be fur-
ther extended towards tracking different value ranges for a single factor and the
corresponding evaluation data-points, i.e., the evaluation outcome (TP, SRTP,
FP or FN) for a pedestrian instance that falls into the given value range for a
given factor. A subsequent analysis of the detection performance at different
values of a factor could reveal its influence on the model’s detection performance.

PDSM defines the final detection performance by these three metrics:

e Precision = %

_ SRTPs
* Recall = (gprpairng)

_ o . (Precision-Recall)
o Fl-Score =2 (Precision+Recall)

Note how the precision takes all TPs into account, regardless of whether they
are safety-relevant or not. However, when it comes to the recall, only SRTPs
are taken into account since PDSM focuses on the detection of all safety-relevant
pedestrians. The F1-Score, which combines precision and recall into a single met-
ric by computing their harmonic mean, serves as the primary metric for PDSM.

4.2 Performance Limiting Factors (PLFs)

There is no clear definition of what a Performance Limiting Factor (PLF) is.
For the scope of this study a PLF can be loosely described as a factor whose
properties impact the detection performance. To analyze the impact of such a
factor, one would intuitively study the correlation between various value levels of
that factor and the corresponding detection performance. However, one has to
consider that the distribution of factor values within the training dataset might
be skewed, resulting in very poor data coverage for certain value levels and thus
poor detection performance. In such an event, it would be wrong to identify the
factor as a PLF, since the main source of the poor performance comes from the
lack of training data and not the factor properties themselves [52|. Furthermore,
there is also a risk of overfitting to frequent factor values, which is mostly caused
by a lack of diversity and a poor distribution of factor values in the training data
[52]. Therefore, a more precise definition for PLFs can be derived.

Definition 4.3. This study defines a PLF as a factor that, at certain parameter
values, evidently leads to a drop in the detection performance, which cannot be
directly linked to poor data coverage within the train dataset [52].

While this definition still lacks coherence, it should be regarded as a first
step towards forming a generally accepted definition and serve as argumentative
guidance for this work.
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This study distinguishes between two types of factors. Object-based factors,
like, for example, the bounding box aspect ratio, are extracted per object and
therefore linked to individual pedestrian instances. Scene-based factors, on the
other hand, are extracted on behalf of the whole input image. A good example of
a scene-based factor is the intensity of contrast present in the image. The factors
can be further grouped based on the properties they address. They include pixel
intensity properties, geometrical properties, and meta annotations. The following
sections will cover the 21 factors that are being analyzed in this study.

4.2.1 Pixel Intensity Properties

These types of factors are extracted based on the pixel intensity values of the
image and therefore rely on image processing techniques.

Edge Strength

As its name suggests, the edge strength is a factor that quantifies the edge fre-
quency within an image, thus being a scene-based factor. The first step in com-
puting the edge strength of an image is to convert the image Irgp to grayscale
producing I;. Using the Sobel filter [53], one can extract the horizontal and
vertical edges d,(I¢) and dy(Ig) that are present in an image:

-1 0 +1

dm(Ig): —2 0 +2| *Ig, (4.1)
-1 0 41
-1 -2 -1

d(Ic)=[0 0 0| (4.2)
+1 +2 +1

To combine the two resulting images d,(I) and dy(Ig), one has to compute the
magnitude [54] using the following formula:

M = \/ds(I6)* + dy I6)? (43)

where M represents a vector of size h-w, where h is the height of the input image
I and w is the width. The values of this vector are in the range between 0 and
255, indicating the edge strength at each pixel. The final step for computing
the edge strength e(Ig) is to convert the magnitude vector into a single value by
computing the mean and then normalizing, using the following formula:

e(l) = M > M (4.4)
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where A(I¢) represents the pixel area of the input image (A(Ig) = h-w) and M;
represents the pixel value at the i-th position of the magnitude vector M from
equation (4.3).

Boundary Edge Strength |

The boundary edge strength is an object-based factor that quantifies the edge
strength of the boundary separating the pedestrian from its background. The
first step in computing the boundary edge strength is to compute the magnitude
vector M for the entire image I using the formula (4.3). This magnitude vector
must be further filtered to contain only pixel values that are located on the
boundary of a specific pedestrian instance, whose boundary edge strength is to
be computed. In order to obtain such a boundary mask, one has to apply the
dilation and erosion operators to the binary pedestrian instance segmentation
mask S respectively, by using the following formulas:

1 1 1 1
Sdilated =5® <1 1) ’ Seroded =50 <1 1) ) (45)

where @ denotes the dilation operation and & denotes the erosion operation [55].
By subtracting the eroded version of the binary instance segmentation mask from
the dilated version, one can obtain the boundary mask:

Sboundary = Sdilated — Seroded- (46)

The process of computing a boundary mask is visualized in Figure 4.6. Next, the
boundary mask Spoundary is used to remove all values from the magnitude vector
M, that do not spatially belong to the pedestrian boundary. Such a filtering
function can be described as:

Fo(M)={M;e M|ic[l,. .h-w), S; =1}, (4.7)

where S denotes the binary segmentation mask for filtering and M the magnitude
vector, which is being filtered. The last step is then to just apply formula (4.4) on
the filtered magnitude vector Fi, ... (M), in order to obtain the final boundary
edge strength for a pedestrian instance. Figure 4.7 visualizes the magnitude
vector M for a pedestrian bounding box, before and after applying the boundary
mask from Figure 4.6.

Background Edge Strength T

This factor is highly similar to the boundary edge strength, and as such, it is
an object-based factor. In fact, the only difference between these two factors

tNovel Factor.
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is that instead of filtering the magnitude vector M with the boundary mask
Shoundary, 0One must use the inverted version of the dilated instance segmentation
mask Sgiated from equation (4.5). This produces a magnitude vector of the
background within a pedestrian’s bounding box, as shown in Figure 4.7. Just as
before, one can apply formula (4.4) on the filtered magnitude vector Fy-1 (M)

dilated

to compute the final background edge strength.

Contrast

This scene-based factor is responsible for tracking the contrast of a given image.
The contrast can be simply described as the degree to how evenly distributed the
pixel intensity values within an image are [56]. In statistics, this is basically the
standard deviation of pixel intensity values from a given grayscale image I. The
resulting standard deviation can be normalized through division by a constant
factor. This constant factor is equivalent to the maximum standard deviation,
which for a standard pixel range (0 to 255) corresponds to:

73.9 = ({0, ..., 255}]). (4.8)

The following formula computes the contrast factor for a given grayscale image:

1
c= ma([g). (4.9)

Contrast to Background |

Contrast to background is an object-based factor that quantifies the difference in
contrast between foreground and background of a pedestrian bounding box. The
first computation step is to convert the bounding box image to grayscale. To
separate the foreground from the background, one can use the filtering function
described in (4.7). The only difference is that instead of using the magnitude
vector M, one simply uses the grayscale bounding box image. The binary instance
segmentation mask can be used to filter the foreground, and by inverting the
mask, one can filter the background. The next step is to compute the contrast
for the filtered foreground and background images using the formula (4.9). To
obtain the final value of the contrast to background cg;¢, one needs to compute
the absolute difference between foreground and background contrast:

cdif = |cr — cBl, (4.10)

where cp is the foreground contrast and cp is the background contrast. Figure
4.8 visualizes the grayscale foreground and background for a given pedestrian
bounding box image.

tNovel Factor.
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Figure 4.6: Looking from left to right, the first image visualizes the binary in-
stance segmentation mask of a pedestrian bounding box. The second and third
images visualize the dilated and eroded versions of the binary instance segmen-
tation mask. The fourth image depicts the boundary mask, which is the result
of subtracting the eroded version from the dilated version of the binary instance
segmentation mask.

Figure 4.7: Looking from left to right, the first image illustrates a pedestrian
bounding box. The second image visualizes the corresponding magnitude vector
M. The third image shows the magnitude vector M after it has been filtered by
the dilated instance segmentation mask, resulting in the magnitude vector of the
background. Applying the boundary mask to the initial magnitude vector yields
the fourth and final image.
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Figure 4.8: Looking from left to right, the first image features a pedestrian
bounding box. The second image features a grayscale version of the first image.
The third and fourth images visualize the foreground and background of the
grayscale pedestrian bounding box.

Brightness

The brightness factor is responsible for tracking the overall pixel brightness of a
given image and is therefore a scene-based factor. In statistical terms, it can be
simply described as the mean of the pixel intensity values from a given grayscale
image Ig [56]. Dividing the mean by a constant factor of 255 (the maximum
brightness for the standard pixel range) yields the normalized brightness value:

1

b= —
2551

(Ic). (4.11)

Object Entropy

This factor was inspired by the recent work of Pliusshch et al. [49]. It is an
object-based factor responsible for tracking the Shannon entropy of a pedestrian
bounding box image. Entropy, which measures statistical randomness, can be
used to describe the texture of the input image [57|. It can be computed using

the following formula:
255

H=-) Py logy(Pr), (4.12)
k=0

where P}, refers to the frequency of a pixel value k € {0, ...,255} within a given
grayscale image [58].
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Figure 4.9: Sample image taken from the KI-A dataset [5], showing the difference
between pedestrians with high brightness (staying in the sun) and pedestrians
with low brightness (staying in the shadow).

Foreground Brightness

This object-based factor is used for tracking the overall pixel brightness of a
pedestrian’s bounding box foreground. It is computed in analogy to the general
brightness formula (4.11) with the exception that the input image I is filtered
to contain only the foreground of a pedestrian bounding box, using the binary
instance segmentation mask. This filtering process can be described as Fg(Ig).
Figure 4.9 visualizes several pedestrians with varying foreground brightness val-
ues.

4.2.2 Geometrical Properties

Factors belonging to this group are directly linked to the geometrical properties
of the object’s bounding box and its location with respect to the 2D image.

Bounding Box Height

As its name already suggests, this factor is responsible for tracking the pixel
height of a pedestrian bounding box and is therefore an object-based factor.
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Crowdedness |

The crowdedness is a novel object-based factor that estimates the degree to which
a pedestrian appears crowded within a given image. Unlike other factors, whose
values are normalized in the range from 0 to 1, crowdedness is an incremen-
tal factor, which means that each additional pedestrian instance might increase
the total crowdedness of another pedestrian instance. For a pedestrian to be
considered crowded, its bounding box has to overlap with another pedestrian’s
bounding box. Note that the term "crowded" is not to be confused with the term
"heavily crowded" from PDSM. As already discussed in section 4.1.1, the overlap
of a pedestrian’s bounding box with another bounding box is equivalent to the
pixel area of the intersection divided by the total pixel area of the bounding box
at hand. A direct consequence of this is that the overlap is computed for each
bounding box separately, which means that two overlapping bounding boxes each
have two distinct overlap values:

A(BBZ ﬁBBj) A(BBZ ﬁBBj)
A(BB,) A(BB;)

where BB; and BB; denote two pedestrian bounding boxes and A denotes the
pixel area of the given bounding box image. The more bounding box area is
covered by another bounding box, the higher the overlap value will be, with
the maximum overlap value being 1, meaning the bounding box is fully covered.
While the overlap measure already gives a good indication of the overall crowded-
ness, it does not account for the case where the pedestrians are located far from
one another, resulting in large size differences between the bounding boxes. In
such scenarios, the overlap value will often be high as the smaller bounding box
is easily covered, resulting in higher crowdedness scores. Because of this, each
overlap value is weighted by the respective size ratio between the two bounding
boxes, using the following formula:

"~ max(A(BB;), A(BB;))

The size ratio will be a number between 0 and 1, where a value of 1 indicates that

the two bounding boxes are of equal pixel size and therefore highly likely to be

not too far away from one another. The final crowdedness score of a pedestrian

instance can be computed using the following formula:
A(BB;)

0; = , 05 = (4.13)

(4.14)

Ci = ‘R, (4.15)

Je{1.N}/{5}
where C} is the crowdedness score for a pedestrian instance indexed with ¢, N is
the total amount of pedestrian instances within the image and R represents the
ratio from the formula (4.14). An example of a detector output for a scenario
featuring pedestrian crowds is given in Figure 4.10.

tNovel Factor
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Figure 4.10: Visualization of pedestrian detections, including instance segmen-
tations made by a model on an image sample from the CityPersons dataset [3],
featuring several pedestrian instances with varying crowdedness scores, occlusion
ratios, and truncation values.

Figure 4.11: Sample image taken from the KI-A dataset [5], featuring several
pedestrian bounding boxes with varying distances, bounding box heights, bound-
ing box aspect ratios and the amount of visible instance pixels.

31



Occlusion Ratio

A particularly difficult task for an object detection model is to predict the full-
body bounding box for an occluded pedestrian instance. The occlusion ratio is
an object-based factor that measures the ratio between the amount of visible
instance pixels and the total amount of instance pixels without any occlusions.
Its value can be interpreted as the degree to which a pedestrian instance appears
occluded, with the value of 0 representing an unoccluded pedestrian and the value
of 1 representing a fully occluded one.

Truncation

Truncation is a binary object-based factor whose purpose is to indicate whether
the pedestrian’s bounding box has been truncated as a consequence of being
located outside the image’s borders. To determine the truncation value (0 or 1)
for a pedestrian instance, one needs to check whether portions of the bounding
box are located outside the image’s borders, suggesting that the corresponding
pedestrian instance is probably appearing truncated. An example for a truncated
pedestrian instance is given in Figure 4.10 as the rightmost bounding box.

Bounding Box Aspect Ratio

Pedestrians are highly likely to appear in various sizes, forms, and poses, result-
ing in varying bounding box aspect ratios, which a DNN is required to handle.
Accordingly, the bounding box aspect ratio is another object-based factor that is
being tracked. Its value can be simply computed by dividing the bounding box’s
pixel width by its pixel height. Several examples of varying bounding box aspect
ratios are given in Figure 4.11.

Visible Instance Pixels
Another factor that is highly impacted by the varying appearances of a pedestrian
instance within an image, is the object-based factor responsible for tracking the

amount of visible instance pixels. Its value is equivalent to the amount of positive
pixel values within the binary instance segmentation mask.

Distance

Distance is an object-based factor responsible for tracking the distance between
a particular pedestrian instance and the camera. Its value is described in meters.
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4.2.3 Meta Annotations

The final group of factors addresses common environmental properties, which
cannot be directly computed or extracted from the images themselves. Such
scene-based factors are within the scope of this study referred to as "meta anno-
tations". Note that all meta annotations are extracted from the synthetic KI-A
dataset [5], which will be later introduced in section 5.1.1, and are therefore sub-
jected to predefined value ranges. Furthermore, their values are automatically
assigned by the KI-A simulation for each image sample.

Lens Flare Intensity

Depending on their size and position, lens flare artifacts may have a negative
impact on the detection performance of a model and are therefore a potential
PLF. As this scene-based factor belongs to the group of meta annotations, its
value is tracked by the KI-A simulation for each individual image. The value
range is between 0 and 1. Figure 4.12 is an exemplary image that contains lens
flare artifacts.

Vignette Intensity

Vignetting directly affects the pixel area around the image’s borders, making
them appear darker. This effect might lead to unwanted consequences for a
detection model and is therefore being analyzed as another meta annotations
factor. The vignette intensity is described as a value ranging from 0 to 1.

Fog Intensity

Fog is one of the most notorious weather conditions, known for reducing overall
visibility and the appearance of images by adding a thick white layer. The ques-
tion at hand is: how well do current detectors adapt to detecting pedestrians in
foggy conditions? The fog intensity factor, ranging from 0 to 1, is responsible
for quantifying the amount of fog that is added within the KI-A simulation and
is hence another scene-based factor. An example of a moderately foggy scene is
given in Figure 4.13.

Sky Type

Sky type describes the appearance of the sky in the form of three possible values:
"clear", "partially clouded", and "fully clouded".
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Figure 4.12: Image sample taken from the KI-A dataset 5], which contains lens
flare at a medium sun position causing a vignetting effect.

Figure 4.13: Image sample taken from the KI-A dataset [5], illustrating moderate
foggy conditions with wet roads and puddles.
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Figure 4.14: Visualization of a road crossing taken from the KI-A dataset [5],
depicting dry road conditions (left side) and slightly moist road conditions (right
side).

Daytime Type

The daytime is a categorical factor, since it can only have the following three
possible values: "day", "medium sun position", and "low sun position". In this
case, the medium sun position describes the beginning of sunset or the end of
sunrise, adding a soft orange tone to the image. Low sun position, on the other
hand, describes the end of sunset or the start of sunrise, with the overall image
being darker with a stronger orange tone.

Wetness Type

Wetness type is yet another categorical meta annotation that describes the degree
to which the ground appears wet in an image. The three possible categories are:
"dry", "slightly moist", and "wet with puddles". Figure 4.14 shows an example
for dry and slightly moist roads, while Figures 4.12 and 4.13 show examples of
roads that are wet with puddles.
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CHAPTER 5

Experiment Setup

5.1 Datasets

In order to properly assess the influence of the factors from section 4.2 on the
detection performance, one needs to analyze the DNN’s behavior in various driv-
ing scenarios. For this purpose, two pedestrian detection datasets are used for
the experiments, the first one being synthetic and the second being real. Both
of them are situated within urban road scenarios and offer a very high variety of
unique driving situations. Furthermore, the use of a synthetic and a real-world
dataset adds additional value to this study by allowing for a direct comparison
with respect to DNN behavior.

5.1.1 KI Absicherung (KI-A)

The KI Absicherung (KI-A) dataset [5] is a large-scale synthetic pedestrian de-
tection dataset introduced by the KI Absicherung project [59], which is funded
by the German Federal Ministry for Economic Affairs and Climate Action. The
primary goal of this dataset is to provide high variability and control over en-
vironmental factors with highly detailed annotations to allow for safety-oriented
training and validation of the AI functions [60]. Some of the important dataset
aspects include, but are not limited to, weather diversity, daytime diversity, cam-
era sensor variations, ground wetness, variations in road appearance, and many
more. The pedestrian instances that appear within the image samples also show
a high degree of diversity, featuring various poses that are usually difficult to
capture in real-world datasets like the ones shown in Figure 5.1. Overall, the
KI-A dataset provides a very strong foundation for conducting a PLF analysis
due to its large scale and highly detailed meta-data that is provided for each
sample image. For this study, only the "human" class was used, which includes
every human instance within an image sample. The dataset supports, among
others, the three detection tasks that are studied in this work, including 2D Ob-
ject Detection (2D-OD), 2D Instance Segmentation (2D-IS), and 2D Keypoint
Detection (2D-KD). Furthermore, as of the time this study was conducted, the
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Figure 5.1: Several examples of pedestrian instances from the KI-A dataset show-
casing high variations in their appearance.

KI-A dataset was actively being developed, continuously increasing its size. The
Table 5.1 offers an overview of the amount of train, validation, and test samples
within the KI-A dataset at the time of conducting the experiments.

Train Samples ‘ Validation Samples ‘ Test Samples
56,161 ‘ 15,106 ‘ 145,518

Table 5.1: Amount of train, validation, and test samples from KI-A, that were
used for the experiments in this work.

5.1.2 CityPersons

CityPersons has been created upon the CityScapes dataset [26] focusing specifi-
cally on the task of pedestrian detection. The image samples were recorded over
several months (spring, summer, and fall) in urban street scenes from 50 differ-
ent German cities at daytime [3]. Unfortunately, there are no meta annotations
within CityPersons making it impossible to track any of the environmental fac-
tors that were introduced in section 4.2.3. The dataset supports two detection
tasks, including 2D-OD and 2D-IS. It contains the following six classes: "ignore
regions", "pedestrians"”, "riders", "sitting persons", "other persons with unusual
postures", and "group of people". For the scope of this study, the class "ignore
regions” has not been considered, and the remaining classes have been grouped
into a single "human" class in analogy to the KI-A dataset. However, since the
class "group of people" does not represent a single pedestrian instance but rather
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a group of pedestrians, the evaluation process has been adjusted accordingly.
This just means that the ground truth annotations that are marked as "group of
people" are allowed to be matched multiple times instead of just once to account
for multiple pedestrian instances within a single bounding box annotation. It
should be further mentioned that a very small portion of pedestrian instances
falls into this category and that all of them are situated in the far distance, thus
being annotated as a "group of people" for convenience. CityPersons contains a
total of 5,000 image samples with fine annotations. However, 1,500 samples from
the test set do not have publicly available annotations since the authors offer an
official evaluation server for submissions. Therefore, for this study, the official
validation split acted as the test split, while 300 randomly sampled images from
the train split acted as the new validation split. Table 5.2 provides a summary
of the number of CityPersons samples within the final train, validation, and test
splits.

Train Samples ‘ Validation Samples ‘ Test Samples
2,700 ‘ 300 ‘ 500

Table 5.2: Amount of train, validation, and test samples from CityPersons, that
were used for the experiments in this work.

A major issue with CityPersons was that the pedestrian annotations did
not include any occlusion information except an approximation of the full-body
bounding box. The solution to this problem is another major contribution of this
work, in the form of a new occlusion estimation regression model. The basic idea
is to approximate the occlusion ratio for a given pedestrian instance based on the
following features:

e Pixel area of the full-body bounding box.
e Amount of visible instance pixels within the pedestrian bounding box.

e Empty rows ratio, which is simply the amount of bounding box pixel
rows that do not contain the pedestrian instance (can be extracted based
on the binary instance segmentation mask), divided by the total amount of
bounding box pixel rows.

e Empty columns ratio, which is similar to empty rows ratio, but focuses
on columns rather than rows.

In order to be able to estimate the occlusion ratio, a pedestrian instance is
required to have a full-body bounding box annotation and a binary instance seg-
mentation mask, which is the case for all pedestrian instances from CityPersons.
To train the linear regression model, a dataset was collected featuring examples
of annotated pedestrian instances from the KI-A dataset. In addition to the
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Figure 5.2: Several examples of pedestrian bounding boxes and their binary
instance segmentation masks taken from KI-A. Looking from left to right, the
occlusion ratios of the four pedestrian instances have been approximated by the
occlusion estimation model to be 0.12, 0.86, 0.5, and 0.43, respectively. The
ground truth occlusion ratios for these instances are 0.22, 0.95, 0.68, and 0.38,

respectively.
. L

Figure 5.3: Several examples of pedestrian bounding boxes and their binary
instance segmentation masks taken from CityPersons. Looking from left to right,
the occlusion ratios of the four pedestrian instances have been approximated
by the occlusion estimation regression model to be 0.84, 0.99, 0.82, and 0.25,
respectively.
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aforementioned features, contains the KI-A dataset also the corresponding labels
in the form of the occlusion ratio, which is computed by the KI-A simulation for
each pedestrian instance. A total of 4,160,746 such pedestrian samples have been
collected, and the resulting dataset has been split into train and test samples as
shown in Table 5.3.

Train Samples ‘ Test Samples
3,320,676 ‘ 830 170

Table 5.3: Amount of train and test samples of the newly collected dataset, that
was used to train the occlusion estimation regression model.

The occlusion estimation model has been trained using the Scikit-learn library
[61]. The final regression coefficients correspond to the following values:

e Pixel area coefficient: 351 - 1078,

e Amount of visible instance pixels coefficient: —908 - 1078,

Empty rows ratio coefficient: 0.719.

Empty columns ratio coefficient: 0.199.

Intercept: 0.114.

A subsequent performance evaluation of the occlusion estimation model on
the test set yielded a Mean Absolute Error (MAE) of 0.096, a Mean Squared
Error (MSE) of 0.017, and a Root Mean Squared Error (RMSE) of 0.132. This
means that the occlusion ratios predicted by the occlusion estimation model are
off by +9.6% on average, which is a very acceptable performance. However, since
the evaluation has solely been conducted on the dataset that was also used for
training, there is still uncertainty about the generalizability of this model towards
other datasets. Finally, the occlusion estimation model has been applied to the
CityPersons dataset to generate approximations of the occlusion ratio for each
pedestrian instance. Figures 5.2 and 5.3 show several examples of pedestrian
instances from KI-A and CityPersons, as well as the estimated occlusion ratios
obtained by the occlusion estimation model.

5.2 Pedestrian Detectors

This work studies the behavior of six commonly used DNN architectures. Each
of them has been selected to cover a wide range of different state-of-the-art ap-
proaches for the general task of object detection. This includes one-stage and
two-stage detectors, as well as anchor-based and anchor-free approaches. The
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following one-stage object detection architectures are used for the experiments:
SSD300 [31], RetinaNet [62], and FCOS [63]. This list of pedestrian detectors
is further extended by the following two-stage architectures: Faster R-CNN [29],
Mask R-CNN [64], and Keypoint R-CNN [64]. All of these models are anchor-
based except for FCOS, which is an anchor-free approach. Moreover, all of the
aforementioned architectures have the same backbone model in the form of a
ResNet50 architecture [65], which has been previously pretrained on the Ima-
geNet dataset [66]. The pretrained model weights and model implementations
have been obtained by the Torchvision package [67] from the PyTorch framework
[68]. Furthermore, there are three detection tasks studied in this work, including
2D-OD (supported by all architectures), 2D-IS (supported by Mask R-CNN),
and 2D-KD (supported by Keypoint R-CNN). The two-stage detectors used in
this study all come from the R-CNN family [69] and thus have very similar ar-
chitectures. In fact, Mask R-CNN and Keypoint R-CNN are just extensions of
the Faster R-CNN architecture that support 2D-IS and 2D-KD, in addition to
the main 2D-OD task. This offers another interesting aspect of this study by
allowing for a direct comparison between these highly similar DNN models on
their robustness towards PLFs. As 2D-IS and 2D-KD add further complexity to
the detectors by optimizing them towards the identification of further pedestrian
semantics, it can be assumed that the Mask R-CNN and Keypoint R-CNN ar-
chitectures have a clear advantage in achieving superior detection performance;
however, it is unclear whether such an effect can also be observed with respect
to PLF robustness.

5.3 Detector Training

This section first introduces the training approach for F1-Score maximization,
which can also support the maximization of any other evaluation metric. The
goal of this training approach is to ensure that the DNN’s behavior is analyzed
at its highest level of performance with respect to PDSM. The second part of this
section introduces the actual hyperparameter setup used for the final trainings
of the DNNs from section 5.2.

5.3.1 Training Approach for F1-Score Maximization

The training approach for F1-Score maximization requires a standard dataset
split consisting of train, validation, and test data. In the first step, each de-
tection model is trained on several sets of hyperparameters over several epochs
on the train split. Each epoch ends with the model weights being stored and
evaluated on the validation split, with respect to PDSM. As models also assign
a confidence score to each detection, it is important to determine a model’s in-
dividual confidence threshold at which the detection performance is maximized.
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For this purpose, each evaluation is subjected to several confidence thresholds
ranging from 0 to 1.0 with a step size of 0.05. Once all trainings are finished,
the next step is to determine which model weights were able to achieve the single
highest F1-Score on the validation split and at what confidence threshold they
were able to do so. The last step is then to just evaluate these final model weights
on the test split using the predetermined confidence threshold to compute the
final detection performance with respect to PDSM. Figure 5.4 offers a visual
explanation of the training approach for F1-Score maximization.

5.3.2 Training and Hyperparameter Setup

The final training setup involved training the models on the large-scale synthetic
KI-A dataset first, then applying transfer learning to fine-tune the model weights
on CityPersons due to significant size disparities between the two datasets. The
only exception to this was the Keypoint R-CNN model, which requires pedestrian
keypoint labels during the training process, thus being trained only on KI-A. All
trainings were conducted using the PyTorch framework [68]. During the training
process, each sample image has been subjected to a random horizontal flip before
being inferred into the models in order to increase the total number of image
samples on which the models have been optimized. The process of hyperparam-
eter tuning had to be reduced to just two sets of hyperparameters because of
limitations in both time and computational power. The first set contained all
visible pedestrians that are annotated, while the second hyperparameter setup
restricted the pedestrian instances to have at least 50 instance pixels, a maxi-
mum occlusion ratio of 0.95, and be located at most 75 meters away from the
camera. The motivation for such a filtering of pedestrian instances during the
training stems from the fact that the synthetic KI-A dataset features numerous
pedestrian annotations that are located in the far distance (non-safety-relevant
as of PDSM) making it difficult to detect all instances even for a human, and
therefore it cannot be ruled out that their presence might confuse the detectors,
leading to lower detection performance. Figure 4.4 from Chapter 4 visualizes
some of the aforementioned pedestrian instances that are barely visible in the
form of the six leftmost bounding boxes. The hyperparameter values for filtering
pedestrian instances were chosen on a best effort basis after manual inspections
to be conformant with PDSM and to decrease potential sources of noise, with
the end goal of achieving the highest possible PDSM detection performance.

The final hyperparameter setup included the following parameters and values:

e Minimum object pixels defines the threshold for filtering pedestrian
instances with a too low amount of visible instance pixels. This hyperpa-
rameter was tuned on two values, including 1 (no filtering) and 50. All
pedestrian instances, which had a lower amount of visible instance pixels,
were filtered out during the training process.
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Maximum object occlusion describes the threshold for filtering pedes-
trian instances with a too high occlusion ratio. This hyperparameter was
also tuned on two values including 0.99 (no filtering) and 0.95. All pedes-
trian instances, which had a higher occlusion ratio, were filtered out during
the training process.

Maximum object distance is yet another hyperparameter that defines
a threshold for filtering pedestrian instances. Its purpose is to filter out
pedestrian instances that are too far in the distance. This hyperparameter
was tuned between the values 100 meters (very few samples are visible at
this distance) and 75 meters.

Number of epochs is used to specify how many times the training process
should iterate over the training data. All models were trained for 25 epochs
on the KI-A dataset, and the best-performing model weights were finetuned
on CityPersons for another 50 epochs.

Batch size describes the number of image samples used to train the model
in a single optimization step. Its value was set to 4 for all trainings.

Optimizer is the algorithm that is used for optimizing (training) the model
weights with respect to the given task using training data. All trainings
in this work have been conducted with Stochastic Gradient Descent
(SGD).

Learning rate defines the optimization rate at which the model weights
are adjusted at each training step. Its value has been tuned in a quick
manner to be as high as possible without crashing the training process. On
KI-A a learning rate of 0.01 was used for all models except for RetinaNet
and SSD300, which used a learning rate of 0.001. During the finetuning on
CityPersons, the learning rate remained the same except for FCOS, which
also trained at a learning rate of 0.001.

Weight decay serves as a simple regularizer for reducing the risk of over-
fitting by decaying the model weights towards zero at each optimization
step. The value of this hyperparameter was set to 0.0001 for all trainings.

Momentum defines the momentum for the SGD optimization algorithm
and was set to 0.9 for all trainings.

Learning rate scheduler step size is used to automatically reduce the
learning rate each time after a defined number of epochs. For KI-A the
learning rate scheduler step size has been set to 5 epochs, while for CityPer-
sons, its value was set to 10 epochs.

Learning rate scheduler gamma is the second parameter that is used
to adjust the learning rate during the training. The value of this hyper-
parameter was set to 0.1 for all trainings, meaning that each time after
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the amount of epochs described by the learning rate scheduler step size has
been processed, the current learning rate gets decayed by multiplying it
with 0.1.
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CHAPTER 6

Results & Discussion

6.1 Training Results

The following section presents and discusses the final evaluation results of the
best-performing model weights from the training process described in section 5.3.
The detection tasks for which the models have been optimized include 2D Object
Detection (2D-OD), 2D Instance Segmentation (2D-IS), and 2D Keypoint Detec-
tion (2D-KD). Since this study is about the safety analysis of 2D-OD pedestrian
detectors, the Mask R-CNN and Keypoint R-CNN models have also been evalu-
ated based upon their 2D-OD pedestrian detection performance. This approach
allows for a direct comparison between all six models on the general 2D-OD task
and could also reveal the potential benefits of such hybrid models that support
2D-IS or 2D-KD, on the overall detection performance and their robustness to-
wards PLFs. Tables 6.1 and 6.2 summarize the detection performance of the six
pedestrian detectors that are studied in this work, on the KI-A and CityPersons
test splits, with respect to PDSM. The tables include the best-performing confi-
dence threshold and F1-Score for each model, as well as the final precision and
recall values at an 0.25 IoU threshold. The best-performing models with respect
to each metric are highlighted as bold values. Tables 6.3 and 6.4 extend these
evaluation results by presenting the detection performance with respect to three
standard object detection evaluation metrics, including Average Precision (AP)
as defined by Common Objects in Context (COCO) [6], Average Precision (AP)
as defined by PASCAL Visual Object Classes (PASCAL VOC) |7], and Log Aver-
age Miss-Rate (LAMR) as defined by the Caltech pedestrian benchmark [8]. The
tables also include the inference speeds of the respective models. All of the afore-
mentioned metrics utilize an loU threshold of 0.5 except for AP by COCO, which
evaluates the detectors over several IoU thresholds ranging from 0.5 to 0.95 with
a step size of 0.05. It should be noted here that the commonly used mean Aver-
age Precision (mAP) metric, as defined by COCO is not applicable in this study,
as it evaluates the detection performance over multiple object classes, while this
work studies the detection performance on just a single "human" class. Further
supporting figures related to the training results are included in Appendix A.
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Detectors H Task ‘ Conf. Thr. F1%,4,, Precision®pq,, Recall¥pgy,

KeypointRCNN || 2D-KD 0.85 0.930 0.978 0.888
MaskRCNN 2D-IS 0.80 0.933 0.977 0.894
FasterRCNN 2D-OD 0.80 0.930 0.977 0.888

FCOS 2D-OD 0.50 0.921 0.973 0.874
RetinaNet 2D-OD 0.40 0.893 0.936 0.854
SSD300 2D-OD 0.25 0.739 0.806 0.681

Table 6.1: Evaluation results of the pedestrian detectors on the KI-A dataset,
with respect to PDSM.

Detectors H Task ‘ Conf. Thr. F1%,4,, Precision®yq,, Recall¥pgy,
KeypointRCNN || 2D-KD - - - -
MaskRCNN 2D-IS 0.80 0.860 0.924 0.805
FasterRCNN 2D-OD 0.85 0.860 0.928 0.802
FCOS 2D-OD 0.50 0.851 0.912 0.798
RetinaNet 2D-0OD 0.50 0.831 0.926 0.754
SSD300 2D-OD 0.20 0.638 0.744 0.558

Table 6.2: Evaluation results of the pedestrian detectors on the CityPersons
dataset, with respect to PDSM.

Almost all of the models achieved very high detection performances on both
datasets, demonstrating the effectiveness of the introduced training approach for
F1-Score maximization from section 5.3.1. As can be observed from Tables 6.1
and 6.2 the best performing confidence thresholds differ significantly among the
individual detectors, while at the same time they appear to deviate just slightly
when comparing their values for a single model across the two datasets. Further-
more, the two-stage detectors studied in this work achieved superior detection
performance compared to the one-stage detectors. Interestingly, there is only a
marginal performance increase observable for the Mask R-CNN and Keypoint
R-CNN detectors compared to the baseline Faster R-CNN, which invalidates the
initial hypothesis about the benefits of optimizing the detectors towards 2D-IS
or 2D-KD, on the general 2D-OD performance. However, it still remains unclear
whether such an effect can also be observed with respect to PLF robustness.
Unsurprisingly, there is a lower detection performance on CityPersons compared
to the KI-A dataset. Besides the basic fact that these datasets come from dif-
ferent domains, with KI-A being synthetically generated and CityPersons being
recorded from real-world scenes, there is also a significant difference in the amount
of training data that was provided to optimize the detectors. Moreover, there is
a divergence between the best-performing models as measured by PDSM and the
other metrics from the literature. As can be observed from the plots presented
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Detectors H Task ‘ APREIOS AP coar voo LAMR™ ‘ Frames/Sec. ‘

KeypointRCNN || 2D-KD 0.544 0.887 0.514 9.990
MaskRCNN 2D-IS 0.582 0.898 0.500 4.032
FasterRCNN 2D-OD 0.570 0.895 0.509 14.648

FCOS 2D-OD 0.611 0.897 0.320 16.161
RetinaNet 2D-OD 0.525 0.861 0.399 15.352
SSD300 2D-OD 0.214 0.536 0.856 97.076

Table 6.3: Evaluation results of the pedestrian detectors on the KI-A dataset,
with respect to AP by COCO (higher is better) [6], AP by PASCAL VOC (higher
is better) [7], and LAMR by the Caltech pedestrian benchmark (lower is better)
[8]. The rightmost column contains the inference speed for each model in Frames
Per Second (FPS) units.

Detectors H Task ‘ APMELESS AP cour voo LAMRY ‘ Frames/Sec. ‘
KeypointRCNN || 2D-KD - - - -
MaskRCNN 2D-IS 0.520 0.803 0.607 6.171
FasterRCNN 2D-0OD 0.508 0.802 0.610 16.639
FCOS 2D-OD 0.563 0.830 0.384 16.676
RetinaNet 2D-OD 0.504 0.799 0.426 17.391
SSD300 2D-0OD 0.180 0.440 0.835 106.758

Table 6.4: Evaluation results of the pedestrian detectors on the CityPersons
dataset, with respect to AP by COCO (higher is better) [6], AP by PASCAL
VOC (higher is better) [7], and LAMR by the Caltech pedestrian benchmark
(lower is better) [8]. The rightmost column contains the inference speed for each
model in Frames Per Second (FPS) units.

in Appendix A, the lower IoU threshold that is employed by PDSM does not
contribute to significant performance increases compared to the standard IoU
threshold of 0.5 that is used by other metrics (AP by COCO is an exception
since it uses several IoU thresholds). This consequently means that the diver-
gence between the best performing models, as measured by PDSM and other
standard metrics stems from the fact that the other metrics take several con-
fidence thresholds for each of the respective models into account, while PDSM
applies a more practical approach by evaluating the detection performance at
just a single confidence threshold, which is carefully chosen to maximize the de-
tection performance. All of the reported detection performances were achieved
with the hyperparameter set that restricted the pedestrian instances to have at
least 50 instance pixels, a maximum occlusion ratio of 0.95, and be located at
most 75 meters away from the camera. The only exception to this is FCOS on
KI-A, which performed better when trained on all pedestrian instances.
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6.2 Performance Limiting Factor (PLF) Analysis

This section covers the Performance Limiting Factor (PLF) analysis for the six
pedestrian detectors that are studied in this work, based on the KI-A and the
CityPersons datasets. The goal of this analysis is to reveal which of the studied
factors impacts the detection performance regardless of the distribution of factor
values within the training data as defined by the PLF definition (4.3) from section
4.2. In order to conduct such an PLF analysis, it is first necessary to quantify the
individual PLFs within the studied datasets. For this purpose, each pedestrian
ground truth annotation has been expanded by its respective object-based PLF
values and the PDSM evaluation outcome (TP, SRTP, FP, or FN) for each
of the studied models. The same applies for individual image samples, which
have been annotated with respect to the studied scene-based factors and are
also linked with the aforementioned pedestrian ground truth annotations that
are present within the image. To handle all of this data, this study utilized
the FiftyOne tool [70], which comes with a built-in MongoDB [71] database that
allows efficient lookups and filtering. Each of the 21 factors studied in this work is
qualitatively analyzed based on correlation graphs that visualize the relationship
between factor values and detection performance. This approach enables the
identification of non-linear correlation patterns, which cannot be described by
the correlation coefficient in a meaningful way. Moreover, as per definition, PLFs
are expected to correlate with the detection performance, while at the same time
the distribution of factor values within the training data must not be the root
cause for this effect. Hence, a qualitative analysis of the correlation graphs is a
secure way of estimating whether a particular factor fulfills the requirements for a
PLF. Although there might be promising quantitative approaches for quantifying
the non-linear correlations, they have been considered out of scope for this work.
The correlation graphs presented throughout this section have been designed
by Yasin Bayzidi for the scientific paper version of this study [52]. The x-axis
quantifies the value of the studied factor, while the left y-axis quantifies the
detection performance with respect to PDSM. For scene-based factors that are
computed at the image sample level, the F'1-Score is used to measure the detection
performance. Object-based factors, on the other hand, are linked to individual
objects (pedestrians) that appear within the image samples and therefore do
not support the tracking of FP detections, which are required to compute the
precision and F1-Score. Because of this, object-based factors are evaluated based
on the PDSM recall. The right y-axis is used to quantify the density histogram of
the PLF values within the training splits. Furthermore, the orange and blue bars
represent the density histograms of PLF values within the respective KI-A and
CityPersons train splits. Finally, the dashed line plots represent the detection
performance for each of the studied models over the range of all PLF values.
The red line plots present the detection performance on KI-A, while the blue line
plots represent the detection performance on CityPersons.
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6.2.1 Valid Performance Limiting Factors (PLFs)

Edge Strength
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Figure 6.1: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the edge strength factor.

The edge strength is a scene-based factor that quantifies the edge frequency
within an image. A lower edge strength might suggest that the given image
sample is blurry or appears to contain less information, while higher values in-
dicate the opposite. There is a clear difference between the distribution of edge
strength values within KI-A and CityPersons. The edge strength values within
KI-A follow a normal distribution, whereas on CityPersons they follow a more or
less uniform distribution between the values 0.1 and 0.8. Furthermore, as can be
observed from the line plots, the overall edge strength of an image seems to have
very little influence on the detection performance except for lower edge strength
values ranging from 0 to 0.2. The studied models show a decrease in detection
performance by more than 10% on the KI-A dataset within this area, and the de-
tection performance on CityPersons also seems unstable for lower edge strength
values. Since the edge strength can be easily computed for a given image, its
value could be used to identify image samples on which a reduced detection per-
formance is to be expected. Based on this correlation graph, the edge strength
can be confirmed as a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.2: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the factor boundary edge strength.

The boundary edge strength is a novel object-based factor that was introduced
as part of this work to quantify the edge frequency of the boundary separating
the pedestrian from its background. Low values of this factor indicate a very
smooth boundary between the pedestrian and its background, making it harder
for the pedestrian detectors to identify each of the instances. Higher values, on
the other hand, should indicate a very strong boundary and therefore increased
visibility of the instances, making their detection easier. The distribution of
factor values is similar within both datasets and appears skewed to the left.
Furthermore, for a boundary edge strength spanning between 0 and 0.1, there is
a 50% drop in detection performance on both datasets, while at the same time
the distribution of factor values appears to be very high in this area. After the
boundary edge strength value of 0.3, there is a clear negative performance trend
on KI-A, whereas on CityPersons, a clear trend is difficult to identify due to a lack
of data and the presence of outliers. This observation is contrary to the prior
belief that higher boundary edge strength values would increase the detection
performance; however, further experiments are required before conclusions on
the effects of higher boundary edge strength values can be drawn. Based on this
correlation graph, the boundary edge strength factor can be confirmed as a valid
Performance Limiting Factor (PLF) for DNNs.
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Figure 6.3: Visualization of the correlation between the detection performance of
the studied pedestrian detectors and the background edge strength factor.

The background edge strength is yet another novel object-based factor that
was introduced as part of this work to quantify the edge frequency of the bound-
ing box background. A low background edge strength could manifest itself as
a smooth background without any edges or a blurry part of the image. Higher
values indicate the presence of textures and complex backgrounds that could po-
tentially mislead the identification of pedestrian instances. The distribution of
factor values within both datasets appears to be highly similar to the previous
boundary edge strength factor. It can be observed that for very low background
edge strength values ranging from 0 to 0.1, there is a significant performance
decrease, even though the distribution of factor values is quite high in this area.
This decrease in detection performance is most significant on CityPersons where
the recall appears more than 30% below the baseline performance. Similarly to
before, after the value of 0.3, the detection performance on KI-A drops sharply,
whereas on CityPersons, the detection performance remains longer stable before
also collapsing at the background edge strength of 0.63. Based on this corre-
lation graph, the background edge strength factor can be confirmed as a valid
Performance Limiting Factor (PLF) for DNNs.
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Figure 6.4: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the entropy factor.

The entropy is an object-based factor responsible for tracking the Shannon
entropy of a pedestrian bounding box image. Its ability to measure statistical
randomness in the image data enables entropy to indicate the presence of textures
and clear pedestrian boundaries. The factor values have a similar distribution
within both datasets, which appears skewed to the right. As one would expect,
the detection performance positively correlates with the value of the normalized
entropy. This effect is more clearly identifiable on the KI-A dataset, where the
effect of very low entropy values completely collapses the detection performance
to 0%. Even though, it is clear that the number of training samples in this area is
insufficient, nonetheless, low-entropy pedestrian instances should be investigated
further to better understand their effects on detection performance. Furthermore,
there are clear correlation trends on both datasets to be observed, which show
that higher entropy values lead to higher detection rates, confirming the entropy
factor as a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.5: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the foreground brightness factor.

The foreground brightness is an object-based factor used for tracking the over-
all pixel brightness of a pedestrian’s bounding box foreground. Both datasets fea-
ture a very similar distribution of factor values, which appears skewed to the left.
However, when it comes to the detection performance of the studied pedestrian
detectors, there is an obvious divergence between the two datasets. It appears
that higher foreground brightness values have a much higher impact within KI-
A leading to a drop of over 30% in detection performance for the foreground
brightness value of 0.9. On CityPersons, the same pedestrian detectors appear
to be unaffected by the foreground brightness factor. It should be highlighted
here that the CityPersons test split consists of only 500 image samples, making
it statistically prone to noise and outliers, while the data stemming from KI-A
is very accurately measured on more than 145,000 image samples from the test
split. Therefore, based on the observed effects on KI-A the foreground brightness
can still be considered a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.6: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the bounding box height factor.

The bounding box height is an object-based factor that measures the pixel
height for a given bounding box. The first notable observation is that the average
bounding box within KI-A appears shorter compared to the average CityPersons
bounding box. This is due to the CityPersons dataset having a higher image
resolution, resulting in higher bounding box pixel heights. Besides this, the
distribution of factor values appears very similar within both datasets, with very
few instances having a very high bounding box height. Furthermore, it can be
observed that the detection performance diminishes for very small factor values
spanning between 0 and 0.1. As the value of the bounding box height grows, so
does the detection performance. Unfortunately, due to a lack of training data,
there are no verifiable results on the correlation between detection performance
and higher values of this factor. Based on this correlation graph and the effects
of lower values of this factor, the bounding box height factor can be confirmed
as a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.7: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the crowdedness factor.

The crowdedness is a novel object-based factor that estimates the degree to
which a pedestrian appears crowded within a given image. Its distribution of fac-
tor values is highly similar within both datasets, except for higher crowdedness
values, which only appear in KI-A. This is not surprising given that KI-A contains
image samples with densely packed pedestrian instances, resulting in higher in-
dividual crowdedness scores. The crowdedness value is shown to have a negative
correlation with detection performance on KI-A, with a crowdedness value of 0.4
resulting in a more than 30% decrease in detection performance. The same effect
cannot be clearly observed on CityPersons and requires further experiments to
be fully verified. Based on the observed effects on KI-A the crowdedness can be
considered a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.8: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the occlusion ratio factor.

The occlusion ratio is an object-based factor that measures the ratio between
the amount of visible instance pixels and the total amount of instance pixels
without any occlusions. As a reminder, the occlusion ratio has been approximated
for the CityPersons dataset by the occlusion estimation regression model, which
explains why the distribution of factor values has its peak at around 0.11 while
most of the pedestrian samples on KI-A appear unoccluded. Furthermore, it
seems like most of the models are able to handle low occlusion levels on KI-
A quite well. The first significant decrease in detection performance appears
after the occlusion ratio of 0.4, and a total collapse in detection performance
is observable after the occlusion ratio of 0.9. On CityPersons, the detection
performance decreases more or less in a linear fashion with the increase in the
occlusion ratio. Based on this correlation graph, the occlusion ratio factor can
be confirmed as a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.9: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the truncation factor.

The truncation is a binary object-based factor whose purpose is to indicate
whether the pedestrian’s bounding box has been truncated as a consequence of
being located outside the image’s borders. This factor has only been tracked for
the KI-A dataset and distinguishes between two possible values. The value of
"False" indicates that a given bounding box is not truncated, while the value
"True" marks a truncated pedestrian instance. Even though the amount of train
samples that appear truncated is very low its effects should still be recognized
since they act in a similar way like the occlusion factor. Furthermore, it can
be clearly observed that the detection performance drops in the case that the
pedestrian instance appears truncated. The interesting fact here is that the two-
stage detectors Faster R-CNN, Mask R-CNN, and Keypoint R-CNN appear to be
far more robust compared to the other models, since their detection performance
drops by just 10% compared to the 20% drop in detection performance for the
studied one-stage detectors. Based on this correlation graph and the background
knowledge about the effects of this factor, the truncation factor can be confirmed
as a valid Performance Limiting Factor (PLF) for DNN.
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Figure 6.10: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the bounding box aspect ratio factor.

The bounding box aspect ratio is an object-based factor that measures the
ratio between the bounding box’s pixel width and its pixel height. The distribu-
tion of factor values is heavily skewed towards a single value for both datasets.
Consequently, this leads to a drop in detection performance for other bounding
box aspect ratios, which can at least in part be attributed to the lack of training
data with varying bounding box aspect ratios. At the same time, it is this lack
of training data that makes this factor so sensitive for pedestrian detection. It
can be assumed that a similar distribution of factor values can be observed on
all pedestrian detection datasets that are used for optimizing pedestrian detec-
tors, indicating that the main problem with varying bounding box aspect ratios
is their underrepresentation within the training data. Future research efforts in
the pedestrian detection domain should therefore investigate potential methods
for improving the detection performance for varying bounding box aspect ra-
tios by carefully curating the training datasets. Based on this correlation graph
and the particularity of this factor, the bounding box aspect ratio factor can be
considered a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.11: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the visible instance pixels factor.

The visible instance pixels factor is an object-based factor that tracks the
number of visible instance pixels for a given pedestrian instance. For both
datasets, the distribution of factor values appears to be heavily skewed to the
left, with very few training samples having higher amounts of visible instance
pixels. With increasing values of this factor on KI-A, there is a very marginal
performance increase to be observed, whereas pedestrian detectors on CityPer-
sons appear to be more affected by lower values of this factor. There is also an
interesting divergence between the individual models to be seen, with FCOS be-
ing far more robust to low amounts of visible instance pixels than all of the other
CityPersons detectors studied in this work. Unfortunately, the data coverage for
higher values of this factor is insufficient to draw any further conclusions about
its effects on the detection performance. This, however, is a very crucial aspect
since higher values of this factor represent pedestrian samples that are standing
right in front of the camera within a very short range and cover larger portions of
the input images. These properties should defintetly be adressed by future works
to better understand their effects on the general detection performance. Based
on this correlation graph, the visible instance pixels factor can be confirmed as a
valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.12: Visualization of the correlation between the detection performance

of the studied pedestrian detectors and the distance factor.
The distance is an object-based factor that quantifies the range between
a pedestrian instance and the camera. Its value has a significant impact on
the visual appearance of a pedestrian instance within an image because it di-
rectly influences other object-based factors such as bounding box height and the
amount of visible instance pixels. Both of the aforementioned factors are nega-
tively correlated with the distance factor, meaning that with increasing distance,
the bounding box height and the amount of visible instance pixels is decreas-
ing. Since PDSM defines all pedestrians beyond a 50-meter distance threshold
as non-safety-relevant, this graph shows the correlation between the detection
performance and the distance factor spanning from 0 to 50 meters (normalized
in the range from 0 to 1). The distribution of factor values appears almost
uniform within both datasets. By inspecting the lower distance values, an in-
teresting divergence in detection performance can be observed between the two
datasets. While detectors on KI-A appear to have lower detection performance
on pedestrians that are standing in close proximity to the camera, the detec-
tors on CityPersons appear to perform best on this type of pedestrians. As the
distance values increase, the detection performance decreases on both datasets,
clearly indicating a decrease in the detection capabilities of the studied systems.
Based on this correlation graph, the distance factor can be confirmed as a valid

Performance Limiting Factor (PLF) for DNNs.
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Figure 6.13: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the fog intensity factor.

The fog intensity is a scene-based factor that quantifies the amount of fog
that is added within the KI-A simulation. Its distribution of factor values is
mostly skewed to the left, with several higher values appearing frequently. As
one would expect, the detection performance of all studied pedestrian detectors
decreases linearly with increasing fog intensity. This effect is so severe that higher
fog intensity values reduce the detection capabilities by over 50%. Based on this
correlation graph, the fog intensity factor can be confirmed as a valid Performance
Limiting Factor (PLF) for DNNs.
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Figure 6.14: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the sky type factor.

The sky type is a scene-based factor that describes the appearance of the
sky in the form of three possible values: "clear", "low completely covered", and
"low partly clouded". Its value has been tracked by the KI-A simulation and
mostly remained "clear" or "low partly clouded" with fever training samples
being marked as "low completely covered". Since the studied pedestrian detectors
were optimized to detect pedestrian instances that appear on the ground, it was
expected that the appereance of the sky would have a rather minor role on the
general detection performance. However, as can be observed from the correlation
graphs, it appears that the detection performance is lowest on image samples
that contain a clear sky. Image samples with the sky type set to "low completely
covered" show a minor increase in detection performance, even though they were
much less frequent in the training data. Furthermore, image samples with a sky
type of "low partly clouded" show a 5% increase in detection performance. These
results indicate that there might be other factors that correlate with the sky type
and therefore influence the detection performance. Based on this correlation
graph, the sky type factor can be confirmed as a valid Performance Limiting
Factor (PLF) for DNN.
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Figure 6.15: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the daytime type factor.

The daytime type is yet another categorical scene-based factor that repre-
sents the daytime of a given image sample within the KI-A simulation in the
form of three possible values, including "day", "medium", and "low". As can be
clearly observed from the correlation graphs, the highest detection performance
is achieved on image samples that are taken at daytime, represented by the cate-
gory "day". Image samples that were taken at "medium" daytime, representing
the beginning of sunset or the end of sunrise, show a minor decrease in detection
performance. The last category, "low" daytime, represents image samples that
were taken at the end of sunset or the beginning of sunrise, adding a stronger or-
ange tone to the image samples, which also appear darker due to this effect. For
these types of image samples, there is a 10% decrease in detection performance
to be observed. These findings, along with the results of the sky type factor,
demonstrate that future pedestrian detectors must also adapt to such environ-
mental conditions that might influence the detection performance in unexpected
ways. Based on this correlation graph, the daytime type factor can be confirmed
as a valid Performance Limiting Factor (PLF) for DNNs.
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Figure 6.16: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the wetness type factor.

The wetness type is a scene-based factor that describes the degree to which
the ground appears wet in an image from KI-A. The three possible categories
are: "dry", "slightly moist", and "wet with puddles". Even though most of the
KI-A samples appear in dry conditions, over 10% of training samples contained
slightly moist roads or roads that are wet with puddles. As can be observed from
the graph above, it appears that wetness is a factor that negatively influences
the detection performance, reducing the overall F1-Score by almost 10%. This
observation is probably due to the visual effect of wetness causing reflections
and light artifacts in the image, making the identification of pedestrian instances
much harder than in dry conditions. Based on this correlation graph, the wetness
type factor can be confirmed as a valid Performance Limiting Factor (PLF) for
DNNs.
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6.2.2 Invalid Performance Limiting Factors (PLFs)
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Figure 6.17: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the contrast factor.

The contrast is a scene-based factor responsible for tracking the contrast of a
given image. Its value serves as a good indication about the image quality, with
lower values indicating that the distribution of pixel intensity values is skewed,
resulting in images with reduced visibility to the human eye. High values rep-
resent a more even distribution of pixel intensity values within an image and,
therefore, increased visibility. Similarly to the edge strength factor, the distri-
bution of contrast values within KI-A appears to follow a normal distribution,
while within CityPersons, the values are more evenly distributed over the whole
range. Furthermore, there is no clear effect observable on the detection perfor-
mance except for higher contrast values. However, since the amount of training
data is very low in this area, its effect can be neglected. Based on this correlation
graph, the contrast factor can be rejected as a PLF for DNNs.
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Figure 6.18: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the contrast to background factor.

The contrast to background is a novel object-based factor that quantifies
the difference in contrast between foreground and background of a pedestrian
bounding box. Intuitively, a higher contrast to background should occur in cases
where the pedestrian instance is clearly visible and separable from its background
area, making it easier for the pedestrian detectors to detect it. As can be observed
from the density histograms, the distribution of contrast to background values is
highly skewed to the left on both datasets. This finding suggests that the contrast
between the bounding box foreground and background is highly similar most of
the time. Surprisingly, there seems to be no effects on the detection performance
with respect to the contrast to background factor. Moreover, as the value of
this factor grows so does the amount of training samples decrease making any
further observable effects invalid. Based on this correlation graph, the contrast
to background factor can be rejected as a PLF for DNNs.
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Figure 6.19: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the brightness factor.

The brightness is a scene-based factor responsible for tracking the overall
pixel brightness of a given image. Similarly to the edge strength and contrast
factors, the distribution of brightness values within KI-A appears to follow a
normal distribution, while within CityPersons, the values are more skewed to the
right. Judging by the line plots, there is a minor increase in detection performance
observable with increasing brightness values; however, the distribution of training
data makes this claim invalid, and further experiments would be required to verify
whether there is a correlation with the detection performance. Therefore, based
on this correlation graph, the brightness factor can be rejected as a PLF for
DNNs.
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Figure 6.20: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the lens flare intensity factor.

The lens flare intensity is a scene-based factor that quantifies the intensity of
lens flare artefacts that are added to the image samples by the KI-A simulation.
These artifacts could pose a risk to the reliability of modern pedestrian detectors,
leading to a drop in detection performance. The correlation graph clearly shows
that the data coverage for image samples with lens flare artifacts is insufficient
to extract meaningful information about their influence on the detection perfor-
mance. Nonetheless, image samples with lens flare artifacts show a decrease in
detection performance in three of the four factor values that are observable from
the graph. This could be due to the lens flare artefact overlapping pedestrian
instances leading to FNs, or it could be due to the lens flare artefacts causing
potential missdetection, resulting in FPs, which reduces overall precision and F1-
Score. In order to fully grasp and understand the effects of lens flare artifacts,
further experiments are required. Until then, the lens flare intensity factor will
be rejected as a PLF for DNNs.
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Figure 6.21: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the vignette intensity factor.

The vignette intensity is yet another scene-based factor that quantifies the
intensity of the vignetting effect, leading to lower pixel intensity values around
the image’s borders by making them appear darker. This factor is only tracked
for the KI-A dataset since it belongs to the group of meta annotations. The
distribution of factor values appears more or less uniform, as does the detection
performance for all of the studied pedestrian detectors. It would be interesting
to investigate whether an unbalanced distribution of factor values within the
training data could lead to a drop in detection performance with respect to this
factor. Based on this correlation graph, the vignette intensity factor can be
rejected as a PLF for DNNs.
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CHAPTER 7

Conclusion

7.1 Summary

This section summarizes the main contributions of this work and the key findings
obtained from the results of this research. The main research objective of this
work was to conduct a systematic safety analysis in order to identify the various
factors that lead to DNN failure within the use-case of pedestrian detection for
autonomous driving in urban traffic.

The main contributions of this work can be summarized as follows:

e This work introduced a novel and task-oriented Pedestrian Detection Safety
Metric (PDSM) for assessing the detection performance of pedestrian de-
tectors in the context of autonomous driving within urban traffic.

e The concept of Performance Limiting Factors (PLFs) was introduced, and
a first definition has been formulated to serve as argumentative guidance
throughout this work.

e A total of 21 potential PLFs have been introduced. Out of these 21 factors,
17 were taken from the literature, while the other four factors have been
introduced as novel factors.

e The newly introduced factors include methods for quantifying the boundary
edge strength, the background edge strength, the crowdedness, and the
contrast to background for a given pedestrian instance.

e To replace the missing occlusion annotations within CityPersons, this work
introduced a novel occlusion estimation regression model that utilizes the
full body bounding box and the binary instance segmentation mask to
estimate the occlusion ratio for a given pedestrian instance.

e By utilizing the developed occlusion estimation regression model, this study
further enriched the CityPersons dataset by extending each pedestrian
ground truth annotation with its respective occlusion ratio information.
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e In order to assess the pedestrian detectors at their highest level of per-
formance, this study introduced a novel training approach for F1-Score
maximization.

e Six state-of-the-art pedestrian detectors covering three detection tasks, in-
cluding 2D-OD, 2D-IS, and 2D-KD have been trained on the synthetic KI-A
and real-world CityPersons datasets, and their final detection performance
has been reported with respect to the newly introduced PDSM and other
standard 2D-OD metrics from the literature.

e Each of the 21 factors has been assessed based on correlation graphs that
visualize the correlation between the detection performance and various
values of the studied factors. Furthermore, the distribution of factor values
within the train splits has been visualized to ease the qualitative analysis
of each individual factor and help determine whether it fulfills the require-
ments for a PLF. Based on this qualitative analysis, 16 of the initial 21
factors have been confirmed as PLFs for DNNs.

A final summary of the PLF analysis is given in Table 7.1. The aforemen-
tioned table contains information on whether the PLF requirements have been
fulfilled and qualitatively observed within the KI-A and CityPersons datasets
for each of the 21 studied factors. This study identified four distinct PLFs that
highly correlate with the detection performance within both datasets. These
four factors include entropy, occlusion ratio, boundary edge strength, and
bounding box aspect ratio. It should be highlighted here that the bound-
ary edge strength is a novel factor introduced by this work and therefore rep-
resents a valuable contribution alongside the background edge strength and
crowdedness factors, which are also novel factors that have been confirmed as
PLFs. Furthermore, the factors lens flare intensity, vignette intensity, con-
trast, contrast to background, and brightness have been rejected as PLFs for
DNNSs, based on the qualitative assessments of the respective correlation graphs.
However, this should not be regarded as proof that these factors do not impact
the general 2D-OD performance. Moreover, there were no noteworthy effects ob-
servable with respect to the hybrid models Mask R-CNN and Keypoint R-CNN,
which support 2D-IS and 2D-KD in addition to the general 2D-OD task. These
models achieved similar detection performance to the baseline Faster R-CNN de-
tector in most of the correlation graphs, which is contrary to the prior belief that
such hybrid models would achieve higher robustness towards PLFs. Nonetheless,
the studied two-stage detectors demonstrated once more their superior detection
performance over the studied one-stage detectors by being more robust towards
multiple PLFs. Appendix B concludes the results of this study by presenting the
correlation graphs of another two factors that were not considered in the main
study but still offer valuable insights into the DNN’s behavior.
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Factors PLFgi_a PLFGiypersons | SeVki—a  SevcityPersons
Entropy Yes Yes High High
Occlusion Ratio Yes Yes High High
Boundary Edge Strength* Yes Yes High High
Bounding Box Aspect Ratio Yes Yes High High
Bounding Box Height Yes Yes Medium High
Fog Intensity Yes - High -
Visible Instance Pixels No Yes None High
Background Edge Strength* Yes Yes Medium Medium
Distance Yes Yes Medium Medium
Truncation Yes - Medium -
Crowdedness* Yes No Medium None
Edge Strength Yes Yes Low Low
Foreground Brightness Yes No Low None
Sky Type Yes - Low -
Daytime Type Yes - Low -
Wetness Type Yes - Low -
Lens Flare Intensity No - None -
Vignette Intensity No - None -
Contrast No No None None
Contrast to Background* No No None None
Brightness No No None None

Table 7.1: Summary of the final Performance Limiting Factor (PLF) analysis.
The first column lists all 21 investigated factors, sorted by their impact on detec-
tion performance. The second and third columns indicate whether the PLF re-
quirements have been fulfilled by the respective factors on the KI-A and CityPer-
sons datasets. The possible values are "Yes", "No" or "-", which is used in the
case that the factor has only been tracked by one of the two datasets. The final
fourth and fifth columns indicate the severity of the respective factors on the
detection performance within KI-A and CityPersons. The possible values are
categorized as "None", "Low", "Medium", "High", or "-", which is again used in
the case that the factor has only been tracked by one of the two datasets.

*Novel Factor.
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7.2 Future Work

This work presented a systematic safety analysis of 2D-OD pedestrian detectors
by investigating the properties of PLFs and their effects leading to DNN failure.
There are several interesting research directions that could yield promising scien-
tific contributions based on further extensions of this work. One such extension of
this study could define a metric for measuring the non-linear correlation between
the PLFs and the detection performance. A promising approach for defining
such a metric would include using the individual data points from the correlation
graphs to fit a polynomial term that approximates the data (also known as "curve
fitting"). To quantify the non-linear correlation, one would simply compute the
Root Mean Squared Error (RMSE) between each data point from the correlation
graph and the fitted polynomial curve. For PLFs that highly correlate with the
detection performance, there would be a lower RMSE measured since the poly-
nomial curve would better approximate the distribution of performance values.
For factors that have a lower correlation with the detection performance, it is
expected that the polynomial curve fitting will be much less accurate, resulting
in a much higher RMSE. Furthermore, by defining some threshold values for the
measured RMSE, one could more precisely categorize the severity of each PLF
on the detection performance, thereby extending this study from a qualitative to
a quantitative PLF analysis.

Another intriguing extension of this work could look into ways to utilize the
knowledge of the DNN’s limitations to further robustify them. By measuring the
detection performance over several PLF values, one could use this data to identify
the pedestrian instances that are more challenging for the detectors. Based on
this concept, a new metric can be defined that combines all PLF effects into a
single "difficulty" metric. This difficulty metric could then be incorporated into
the training loss functions of the pedestrian detectors to assign a higher weight
to misdetections of pedestrian instances with higher difficulty. Finally, a new
training curriculum for DNNs could be introduced that focuses on strengthening
the main weak spots of 2D-OD detectors.

This study encourages future works to continue the investigation of PLFs
for DNNs by introducing further potential factors and by extending this study
towards other use-cases.
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APPENDIX A

Supplementary Training Results
Figures

This supplementary chapter contains a collection of plots that visualize the train-
ing convergence, the detection performance as measured by PDSM over varying
confidence thresholds, and the Recall-IoU curve for each of the studied detectors
and datasets.

The first type of plots are the training convergence plots. The x-axis repre-
sents the number of epochs, while the left y-axis is responsible for quantifying
the detection performance with respect to PDSM, and the confidence threshold.
The right y-axis is used to quantify the value of the prediction loss on the train
split. The blue, orange, and green line plots represent the respective precision,
recall, and F1-Score on the validation split at different epochs. The black dashed
line represents the values of the model’s confidence thresholds at which the de-
tection performance on the validation split has been maximized. Moreover, the
blue, yellow, and green star symbols are positioned on the x-axis with respect to
the best performing epoch on the validation split and quantify on the left y-axis
the final test split detection performance with respect to precision, recall, and
F1-Score. The dashed red line represents the respective loss value during the
model’s training on the train split over all epochs.

The second type of plots visualizes the effects of varying confidence thresh-
olds on the PDSM performance for the test split of a given dataset. The x-axis
represents the confidence thresholds, ranging from 0 to 1. The y-axis quanti-
fies the PDSM detection performance. The blue, yellow, and green line plots
represent the respective precision, recall, and F1-Score over varying confidence
thresholds, while the dashed black line represents the best-performing confidence
threshold, obtained from the evaluation on the validation split and used for the
final evaluation on the test split.

The third type of plots visualizes the Recall-IoU curve on the test split of a
given dataset. The blue line plot illustrates the respective recall value (quantified
by the y-axis) at varying IoU thresholds (quantified by the x-axis).
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Figure A.1: Training convergence of SSD300 on KI-A.
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Figure A.2: Training convergence of SSD300 on CityPersons.
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Figure A.4: PDSM over SSD300 confidence thresholds on CityPersons.
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Figure A.5: Recall-IoU curve of SSD300 on KI-A.
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Figure A.8: Training convergence of RetinaNet on CityPersons.
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Figure A.9: PDSM over RetinaNet confidence thresholds on KI-A.
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Figure A.10: PDSM over RetinaNet confidence thresholds on CityPersons.
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Figure A.11: Recall-IoU curve of RetinaNet on KI-A.
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Figure A.12: Recall-IoU curve of RetinaNet on CityPersons.
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Figure A.14: Training convergence of FCOS on CityPersons.
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Figure A.15: PDSM over FCOS confidence thresholds on KI-A.
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Figure A.16: PDSM over FCOS confidence thresholds on CityPersons.
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Figure A.18: Recall-IoU curve of FCOS on CityPersons.
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Figure A.19: Training convergence of Faster R-CNN on KI-A.
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Figure A.21: PDSM over Faster R-CNN confidence thresholds on KI-A.
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Figure A.22: PDSM over Faster R-CNN confidence thresholds on CityPersons.
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Figure A.23: Recall-IoU curve of Faster R-CNN on KI-A.
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Figure A.24: Recall-IoU curve of Faster R-CNN on CityPersons.
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Figure A.25: Training convergence of Mask R-CNN on KI-A.
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Figure A.26: Training convergence of Mask R-CNN on CityPersons.
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Figure A.27: PDSM over Mask R-CNN confidence thresholds on KI-A.
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Figure A.28: PDSM over Mask R-CNN confidence thresholds on CityPersons.
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Figure A.29: Recall-IoU curve of Mask R-CNN on KI-A.
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Figure A.30: Recall-IoU curve of Mask R-CNN on CityPersons.
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Figure A.31: Training convergence of Keypoint R-CNN on KI-A.
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Figure A.32: PDSM over Keypoint R-CNN confidence thresholds on KI-A.
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Figure A.33: Recall-IoU curve of Keypoint R-CNN on KI-A.

A-18



APPENDIX B

Supplementary Results of the
PLF Analysis

This supplementary chapter contains further results related to the Performance
Limiting Factor (PLF) analysis. These results include the correlation graphs for
the out of distribution and citypersons label factors, which have not been
considered PLF candidates for the main study.

For a factor to be considered a valid PLF candidate, it is required that the
factor be well-defined and categorized based on its properties. Since the values
of the out of distribution and citypersons label factors have been defined by
the respective datasets, their natural categorization would be within the group of
"meta annotations" factors. However, as "meta annotations" have been defined
to represent environmental factors that are controlled by the KI-A simulation, the
out of distribution and citypersons label factors have not been considered as
part of the main study. Their effects on detection performance are reported in this
supplementary chapter to provide additional insight into the DNN’s behavior.
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Figure B.1: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the out of distribution factor.

The out of distribution factor is an object-based factor that is tracked by the
KI-A simulation. Its values, represented by "True" or "False", indicate whether
a pedestrian instance stems from a different batch of pedestrian instances that
has not been shown to the pedestrian detectors during training, hence being
marked as an out of distribution instance. The density histogram of this correla-
tion graph represents the distribution of factor values within the final test split
used for the evaluation. It can be observed from the distribution of factor values
that roughly 30% of the split consisted of out of distribution pedestrian instances
while the other 70% have been shown to the detectors during training. Further-
more, for pedestrian instances marked as out of distribution, there is a clear drop
in detection performance to be observed; however, this performance decrease re-
mains small and should be interpreted as proof of the detector’s capabilities to
generalize over unseen pedestrian instances.
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Figure B.2: Visualization of the correlation between the detection performance
of the studied pedestrian detectors and the citypersons label factor.

The citypersons label is an object-based factor that represents the official
class label of the CityPersons dataset. Even though all of the studied pedestrian
detectors have been optimized for the detection of a single "human" class, there
are still interesting effects to be observed from the correlation graphs of the re-
spective citypersons class labels. The "pedestrian" class is most frequent within
CityPersons, followed by the "rider" class, which represents cyclists and mo-
torists. Interestingly, the detection performance for human instances marked as
"riders" is higher compared to the ones marked as "pedestrian" even though the
distribution of factor values is highly in favor of the "pedestrian" class. Further-
more, it can be observed that the detection performance on the remaining three
classes, including "person (other)", "person group", and "sitting person" drops
significantly, which indicates that the human pose represents a crucial factor that
impacts the DNN detection performance.
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