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Abstract

The pseudorapidity density of charged particles with minimum transverse momentum (pT) thresholds
of 0.15, 0.5, 1, and 2 GeV/c was measured in pp collisions at centre-of-mass energies of

√
s = 5.02

and 13 TeV with the ALICE detector. The study is carried out for inelastic collisions with at least
one primary charged particle having a pseudorapidity (η) within ±0.8 and pT larger than the corre-
sponding threshold. The measurements were also performed for inelastic and non-single-diffractive
events as well as for inelastic events with at least one charged particle having |η |< 1 in pp collisions
at
√

s = 5.02 TeV for the first time at the LHC. The measurements are compared to the PYTHIA 6,
PYTHIA 8, and EPOS-LHC models. In general, the models describe the pseudorapidity dependence
of particle production well, however, discrepancies are observed for event classes including diffrac-
tive events and for the highest transverse momentum threshold (pT > 2 GeV/c), highlighting the
importance of such measurements for tuning event generators. The new measurements agree within
uncertainties with results from the ATLAS and CMS experiments.
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1 Introduction

The pseudorapidity density of charged particles, dNch/dη , is a key observable for understanding the
general properties of particle production in high-energy hadronic collisions. At collider energies, par-
ticle production in proton–proton (pp) collisions has origins in both soft and hard processes [1]. Hard
processes are those with high enough transverse momentum transfer (Q� ΛQCD ∼ 200 MeV) between
the scattering partons such that they can be described by perturbative quantum chromodynamics (pQCD)
processes [2]. For the description of soft processes, non-perturbative phenomenological models inspired
by pQCD and implemented in modern Monte Carlo generators are needed [3–11]. The measurement of
the charged particle pseudorapidity density provides constraints on the descriptions of particle produc-
tion mechanisms and input for tuning of Monte Carlo event generators, such as PYTHIA and EPOS used
for physics at hadron colliders [8, 9, 12–15].

Following earlier ALICE studies of particle production in pp collisions [16–20], this publication presents
a set of measurements of the pseudorapidity density of primary charged particles in inelastic events
(INEL), non-single-diffractive events (NSD), and inelastic events with at least one charged particle in
|η |< 1 (INEL>0) for pp collisions at

√
s =5.02 TeV. In ALICE, primary charged particles are defined as

charged particles with a mean proper lifetime τ larger than 1 cm/c which were produced either promptly
at the primary vertex or from decays of particles with τ < 1 cm/c restricted to decay chains leading
to the interaction [21]. In the previous measurements of Refs. [16–20], dNch/dη was reported for the
INEL, NSD, and INEL>0 event classes and without any selection on the transverse momentum (pT) of
the particles, i.e. for pT > 0.

In order to obtain improved constraints on models of charged particle production in hard processes,
the study is extended to measurements of pseudorapidity densities of primary charged particles with
transverse momenta pT > pcut

T , where pcut
T = 0.15,0.5,1, or 2 GeV/c, for different inelastic pp collision

classes with at least one charged particle in |η |< 0.8 with a pT larger than the corresponding threshold
pcut

T at
√

s = 5.02 and 13 TeV. The four event classes associated with the different pT thresholds are
identified as INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 . These measurements

are an extension of the previous studies at LHC Run 1 collision energies (
√

s = 0.9 and 7 TeV) [22]. The
pT threshold of 0.15 GeV/c is chosen to allow comparisons to ALICE results at lower

√
s while the 0.5

GeV/c threshold allows comparisons with ATLAS and CMS results [23–25]. The higher thresholds of 1
and 2 GeV/c enable the study of particle production with harder particles.

The article is organised as follows. Section 2 addresses the experimental conditions and data samples
used in the analysis. Then, the analysis procedures to measure the primary charged particle production
and the applied corrections are explained in Sec. 3. Section 4 describes the systematic uncertainties while
the results compared to those of ATLAS and CMS and to model predictions are presented in Sec. 5. A
brief summary and conclusions are given in Sec. 6.

2 Experimental conditions and data collection

The data samples used in this analysis were collected during LHC Run 2. A sample of 4.4×106 minimum
bias events in pp collisions at

√
s = 5.02 TeV was used for measurements without a pT threshold. For

measurements requiring a minimum track pT, samples of 2.5×108 and 2.8×107 minimum bias events
in pp collisions at

√
s = 5.02 and 13 TeV, respectively, were analysed.

Detailed information about the ALICE detector and its performance during LHC Run 2 can be found in
Refs. [26] and [27]. Tracking of charged particles is mainly performed with the Inner Tracking System
(ITS) [28] and Time Projection Chamber (TPC) [27] located inside a large solenoid that produces a
homogeneous magnetic field of 0.5 T directed along the beam direction (z axis in the ALICE reference
frame).
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The detector closest to the interaction point is the ITS which is composed of 6 cylindrical layers of high
resolution silicon detectors. The innermost two layers consist of the Silicon Pixel Detector (SPD) [29,
30]. The SPD layers are coaxial to the beam line with radii of 3.9 and 7.6 cm covering the pseudora-
pidity range |η | < 2 for the first layer and |η | < 1.4 for the second layer. An enlarged pseudorapidity
coverage of |η | < 2 is reached using events whose primary vertex along the beam direction (zvtx) is
within ±10 cm from the nominal interaction point (zvtx = 0). Counting the number of tracks for analysis
without a pT threshold (INEL, NSD, INEL>0) relies on the reconstruction of tracklets, which are track
segments connecting hits on the two SPD layers and pointing to the primary vertex. Due to the bending
of particle trajectories in the magnetic field and multiple scattering, the reconstruction efficiency limits
their measurements to pT > 50 MeV/c [19].

The TPC [27], located outside the ITS, is a 90 m3 cylindrical drift chamber. The TPC covers the pseu-
dorapidity range |η | < 0.9 with respect to z = 0 and the full azimuthal angle. It provides excellent
momentum and spatial resolutions for tracking of charged particles. The V0 detector [31] consists of
two scintillator arrays that are located on each side of the interaction point along the beam direction
and cover the pseudorapidity regions −3.7 < η < −1.7 (V0C) and 2.8 < η < 5.1 (V0A). It is used for
triggering and event selection.

To select different event classes, the SPD and the V0 detectors are used. For the measurements of
dNch/dη in INEL, NSD, and INEL>0 events, the minimum-bias trigger requires a hit in the SPD or
in either one of the V0 arrays. For the analyses requiring a minimum pT threshold, the minimum-bias
trigger requires signals in both sides of the V0. The SPD and V0 detectors are also used to suppress
background from beam–gas collisions and other machine-induced backgrounds. The contamination from
background events is removed offline by using the timing difference between the signals in the V0A and
V0C detectors [27], exploiting the V0 time resolution which is better than 1 ns. Background events are
also rejected by exploiting the correlation between the number of clusters on both layers of the SPD and
the number of tracklets in the SPD.

Another type of event background comes from pileup, happening when multiple collisions occur in the
same bunch crossing. The overall probability of pileup in ALICE is around 10−3 in the minimum-bias pp
samples used for these analyses [19]. Pileup contamination is reduced by rejecting events with multiple
interaction vertices reconstructed from SPD tracklets. The remaining undetected pileup is negligible in
the data samples considered for the analysis presented in this article.

The position of the interaction vertex is obtained using two different approaches: the first is based on
the hits in the two SPD layers, the second utilises global tracks that are reconstructed in the TPC and
matched to ITS clusters. The primary vertex position is required to be in |zvtx|< 10 cm for both inclusive
and pT threshold dNch/dη studies.

3 Analysis procedure and corrections

The measurements of dNch/dη in the event classes without a pT threshold (INEL, NSD, INEL>0)
are based on the tracklet counting method which was used for previous inclusive dNch/dη measure-
ments [16–20]. For SPD tracklets, the association to the position of the primary vertex of the collision
is ensured through a χ2 requirement. By using the interaction point reconstructed with the SPD as the
origin, differences in the azimuthal (∆ϕ , bending plane) and polar (∆θ , non-bending direction) angles of
two hits, one in the inner and one in the outer SPD layer, are calculated. The tracklets are selected with
the following quality cut

χ
2 =

(∆ϕ)2

σ2
ϕ

+
1

sin2 (θ1+θ2
2

) × (∆θ)2

σ2
θ

< 1.6, (1)

where σϕ = 0.08 rad, σθ = 0.025 rad, and θ1 and θ2 are the polar angles of the hits in each layer of the
SPD [19].

3



Pseudorapidity densities with minimum-pT thresholds ALICE Collaboration

To select primary charged particles for the results with pT thresholds, tracks reconstructed using the hits
in the ITS and TPC (global tracks) [26] allow for counting and momentum measurements of charged
particles in ALICE. High quality tracks are selected by requiring tracks to have at least 70 (out of max-
imally 159) crossed pad rows in the TPC, have a good quality of the track momentum fit (χ2/ndf < 2),
have a distance of closest approach to the primary vertex along the z direction (DCAz) lower than 2 cm,
and have a transverse DCA (DCAxy) less than 7σ (standard deviations) where σ is pT-dependent.

All corrections are calculated using Monte Carlo events generated with PYTHIA 6 with the Perugia
2011 tuning [8, 12] or PYTHIA 8 with the Monash 2013 tuning [8, 13–15] event generators with particle
transport performed via a GEANT3 [32] simulation of the ALICE detector. Three different Monte Carlo
corrections are applied to the raw dNch/dη : (a) a track-to-particle correction that accounts for detector
inefficiencies and background particles like secondaries from interactions in the detector material and
decays of primary charged particles including the strange particle content correction, (b) a vertex re-
construction efficiency correction for triggered events without a reconstructed vertex, and (c) a trigger
efficiency correction, which accounts for the bias due to the trigger requirement for the corresponding
event class. All the track-to-particle corrections are applied as a function of zvtx in order to consider
z-dependent dNch/dη efficiency.

The ALICE definition of primary charged particles excludes particles originating from weak decays of
strange particles. Therefore, data have to be corrected for cases when daughter particles from these
decays pass the track selection. The strangeness content in data is 40–50% larger than in PYTHIA 6 and
PYTHIA 8 [33] in both inclusive and pT-threshold analyses. This discrepancy is accounted for by scaling
the strangeness content in the Monte Carlo simulation to that in the data. The scaling factor is determined
by measuring the ratio between the abundance of decay products in |η |< 0.8 from reconstructed K0

s , Λ,
and Λ̄ in data and Monte Carlo simulations. The corresponding correction results in a contamination
correction of about −0.5% on the final dNch/dη .

The results of dNch/dη for INEL and NSD events are affected by the model uncertainty for diffractive
events. Cross section measurements with ALICE indicate that the number of single-diffractive (SD) and
double-diffractive (DD) events are about 20% and 12% of the number of inelastic events, respectively,
at both

√
s = 2.76 and 7 TeV [34]. As for the previous ALICE measurements of dNch/dη for the INEL,

NSD, and INEL>0 event classes [19], a special PYTHIA 6 tune for diffraction is used [34]. For this tune,
the diffractive mass distribution of SD events is re-weighted while the one of DD events is unchanged.
For a consistent treatment, the mass distribution of SD events in both event generators (PYTHIA 6
Perugia 2011 and PYTHIA 8 Monash 2013) are re-weighted to follow those used in the special PYTHIA
6 tune. Note that both the INEL>0 and pcut

T analyses do not contain single diffractive events due to the
requirement of at least one charged particle at midrapidity. Therefore, the tuning procedure for the SD
diffraction mass in the event generator is not required.

4 Systematic uncertainties

Several sources of systematic uncertainties were investigated. For the tracklet analysis at
√

s = 5.02 TeV,
the uncertainty related to the contribution of SD/DD events was evaluated by varying the fractions of SD
and DD processes produced by PYTHIA 8 by ±50% of their nominal values. The result of dNch/dη

corrected by a track-to-particle correction map implementing the re-weighted SD mass distribution is
used to determine the central values of the minimum-bias events. Results with a two-times steeper
re-weighted mass distribution and the default mass distribution in models were used to estimate the
systematic uncertainty coming from the unknown SD mass distribution [34]. The highest deviation was
taken as a systematic uncertainty. The third dominant source of uncertainty, which applies only to the
tracklet analysis, includes the extrapolation of the number of particles as a function of pT from 50 MeV/c
down to zero, where the SPD is insensitive. The number of primary charged particles in this low pT
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Table 1: Relative values of systematic uncertainties (expressed in %) on dNch/dη at η = 0 for INEL,
NSD, and INEL>0 event classes determined in pp collisions at

√
s = 5.02 TeV.

Source of uncertainty
Systematic uncertainty at η = 0 (%)

INEL NSD INEL>0
Diffraction ratio ±4.5 ±2 ±0.1
Diffraction shape +3 −0.2 −0.2

Zero-pT extrapolation +1,−0.5 +1,−0.5 +1,−0.5
Event generator dependence ±0.2 ±1 ±0.4
Acceptance and efficiency ±0.8 ±0.8 ±0.8

zvtx dependence ±0.3 ±0.3 ±0.3
Strangeness enhancement factor ±0.5 ±0.5 ±0.5

Particle composition ±0.4 ±0.4 ±0.4
Material budget ±0.2 ±0.2 ±0.2

Total systematic uncertainty +5.5,−4.6 +2.5,−2.3 +1.2, -1.1

Table 2: Relative values of systematic uncertainties (expressed in %) on dNch/dη at η = 0 for
INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 event classes determined in pp colli-

sions at
√

s = 5.02 and 13 TeV.

Source of uncertainty
Systematic uncertainty at η = 0 (%)

INEL>0|η |<0.8
pT>0.15 INEL>0|η |<0.8

pT>0.5 INEL>0|η |<0.8
pT>1 INEL>0|η |<0.8

pT>2√
s (TeV) 5.02 13 5.02 13 5.02 13 5.02 13

Track selection ±2.0 ±2.0 ±2.5 ±2.3 ±1.8 ±1.8 ±1.4 ±0.9
Event generator dependence ±1 ±0.9 ±1.2 ±1.3 ±2 ±1.9 ±2 ±1.7
Acceptance and efficiency ±1 ±0.5 ±1 ±0.6 ±1.3 ±0.7 ±1.8 ±1.8

zvtx dependence ±0.3 ±0.2 ±0.3 ±0.3 ±0.3 ±0.3 ±0.5 ±0.5
Strangeness enhancement factor ±0.3 ±0.3 ±0.3 ±0.2 ±0.1 ±0.1 neg. neg.

Particle composition ±0.8 ±0.7 ±0.8 ±0.8 ±1 ±1 ±1.8 ±1.6
Material budget ±0.2 ±0.2 ±0.2 ±0.2 ±0.2 ±0.2 ±0.2 ±0.2

Total systematic uncertainty ±2.6 ±2.4 ±3.1 ±2.9 ±3.2 ±2.9 ±3.6 ±3.1

5



Pseudorapidity densities with minimum-pT thresholds ALICE Collaboration

range is varied conservatively in the event generator by +100% and −50%, adopted from the previous
study [19]. The corresponding uncertainty is found to be +1% and −0.5% consistently, for the three
event classes.

For the analyses with a minimum pT threshold, the uncertainty due to the track selection is estimated by
varying all the criteria around their nominal values. Three more sets of track selection criteria called tight-
and loose-cut global tracks, and hybrid tracks [35] are considered in this study. The tight- and loose-cut
global tracks are selected by tightening and loosening the DCA cuts with respect to the primary vertex,
respectively. Hybrid tracks are composed of two track classes. The first class consists of tracks that have
at least one hit in the SPD. The tracks from the second class do not have any SPD associated hit and,
hence, use the primary vertex as the innermost constraint for the tracking. The selection of hybrid tracks
ensures a uniform distribution of tracks as a function of azimuthal angle. This systematic uncertainty
contribution increases from 2.8% to 5% with increasing pcut

T and is slightly larger for the results at
√

s =
5.02 TeV.

All other sources of uncertainty were estimated in the same way for tracklets and global tracks; all values
can be found in Tables 1 and 2. The systematic uncertainty from the event generator dependence was
also included. Data were corrected with PYTHIA 6 [8, 12] and the relative deviation of the final result
corrected with PYTHIA 8 was assigned as a systematic uncertainty. The uncertainty on the detector
acceptance and efficiency was estimated by measuring dNch/dη for three different azimuthal regions and
comparing it to the measurement in the whole region. The uncertainty due to the acceptance was studied
additionally by dividing the whole event sample into 10 different intervals of the primary vertex position
within zvtx =±10 cm, each having the same number of events and performing the same analysis in each
interval. The material budget in the ALICE central barrel is known to a precision of about 4% [30].
The corresponding systematic uncertainty, obtained by varying the material budget in the simulation, is
estimated to be 0.2%. The uncertainty associated with the correction for the difference in strange particle
content between data and MC was estimated by varying the strange particle content in the simulation.
The yield of strange particles in data as compared to the simulation was measured as a function of pT to
be up to a factor 1.5 different and this factor was varied by±30%. Additionally, the particle composition
affects the efficiency estimate because different particle species have different efficiencies that depend
on the applied effective pT cut-offs and the decay kinematics. The influence of this uncertainty was
estimated by varying, in the simulation, the relative fraction of charged kaons, protons, and antiprotons
with respect to charged pions by ±30%.

The systematic uncertainties due to the event generator dependence, acceptance and efficiency, and zvtx
dependence are treated as uncorrelated while the ones for the diffraction tuning (inclusive study only),
zero-pT extrapolation (inclusive study only), strange particle abundance, particle composition, track se-
lection (pT threshold study only), and material budget are correlated between η bins in Fig. 1, 3, and 4.
Note that the statistical uncertainties in these analyses are negligible.

5 Results

The measurements of dNch/dη as a function of η at
√

s = 5.02 TeV for INEL, NSD, and INEL>0 events
are shown in Fig. 1. The distributions of dNch/dη are compared to PYTHIA 6 with the Perugia 2011
tuning and PYTHIA 8 with the Monash 2013 tuning for the same event classes. In general, the models are
better at describing the distributions which contain a smaller contribution from diffractive interactions.
Therefore, the NSD and INEL>0 event classes are described by models well. This can also be seen in
the bottom panels of Fig. 1 where the relative difference between models and data for the INEL event
class stays within 10% and for the NSD and INEL>0 event classes stay within 5%.

The predictions of the two PYTHIA versions are very similar, however PYTHIA 6 shows a better agree-
ment with data for the INEL event class. The values of the charged particle pseudorapidity density
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Figure 1: The distributions of dNch/dη for INEL (left panel), NSD (middle panel), and INEL>0 (right
panel) event classes in pp collisions at

√
s = 5.02 TeV. Data are compared to simulations obtained with

PYTHIA 6 with the Perugia 2011 tuning and PYTHIA 8 with the Monash 2013 tuning. Grey bands (un-
filled rectangles) represent the uncorrelated (correlated) systematic uncertainties from data. The bottom
part of the figure shows the ratios between models and data.

averaged over |η | < 0.5 and |η | < 1 (〈dNch/dη〉) are reported in Table 3. The 〈dNch/dη〉 values are
provided for the INEL, NSD, and INEL>0 event classes. The values obtained from the PYTHIA event
generators are also reported.

Table 3: The average dNch/dη (〈dNch/dη〉) in INEL, NSD, and INEL>0 in pp collisions at
√

s =
5.02 TeV.

Event class
〈dNch/dη〉

Data±syst. PYTHIA 6 Perugia 2011 PYTHIA 8 Monash 2013
|η |< 0.5 |η |< 1 |η |< 0.5 |η |< 1 |η |< 0.5 |η |< 1

INEL 4.17+0.23
−0.19 4.25+0.23

−0.19 4.48 4.54 4.58 4.65

NSD 5.18+0.14
−0.13 5.28+0.13

−0.12 5.09 5.16 5.14 5.23

INEL>0 5.60+0.08
−0.08 5.70+0.08

−0.07 5.48 5.55 5.44 5.54

Figure 2 shows the values of 〈dNch/dη〉 averaged over |η |< 0.5 for the INEL, NSD, and INEL>0 event
classes as a function of the centre-of-mass energy after combining the ALICE data with other data at the
LHC and at lower energies [19, 36–43]. It is worth mentioning that the result for the INEL event class
can be compared with the results in Pb–Pb and p–Pb collisions at the same centre-of-mass energies [44,
45]. At midrapidity, the measured dNch/dη can be parameterised by a power-law fit as dNch/dη ∝ sδ ,
resulting in δ = 0.102±0.003, 0.114±0.003, and 0.115±0.004 for INEL, NSD, and INEL>0 events,
respectively. The energy dependence of particle production shows that the power-law fit is still valid.
These results can be compared to δ = 0.153±0.002 for central heavy-ion (A–A) collisions [46, 47]. This
shows that the primary charged particle pseudorapidity density increases faster with energy in central A–
A collisions compared to pp collisions, indicating that the initial longitudinal energy is more efficiently
converted into particles in heavy-ion collisions relative to pp and p–Pb collisions.

The measurements of dNch/dη as a function of η at
√

s= 5.02 and 13 TeV are shown in Figs. 3 and 4, for
the INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 event classes. The results are also
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Figure 2: The values of 〈dNch/dη〉 averaged over |η | < 0.5 for the INEL, NSD, and INEL>0 event
classes as a function of centre-of-mass energy [19, 36–43]. The lines indicate a power-law fit for each
event class. The grey bands show one standard deviation of the fit.

compared to the predictions from the PYTHIA 8 with the Monash 2013 tuning and EPOS LHC event
generators, where EPOS LHC was tuned on LHC Run 1 data at lower

√
s [9]. In general, the largest dis-

agreement between data and MC is observed for the softest (INEL>0|η |<0.8
pT>0.15) and hardest (INEL>0|η |<0.8

pT>2 )
event classes. For collisions at

√
s = 5.02 TeV, EPOS LHC describes the data to within 2% in the mea-

sured η range for all event classes, while PYTHIA 8 underestimates the measured 〈dNch/dη〉 by 4–8%
depending on the pcut

T . On the other hand, at
√

s = 13 TeV, PYTHIA 8 provides a better description of
the measurements as compared to EPOS LHC. At the highest collision energy, PYTHIA 8 predictions
are consistent with the data within the uncertainties, while EPOS LHC undershoots the data by 4–10%
depending on the event class. The results are expected to provide better constraints on charged parti-
cle production mechanisms implemented in models affecting both soft and hard QCD and their energy
dependence.

The left panel of Fig. 5 shows the results for the INEL>0|η |<0.8
pT>0.5 event class extrapolated to the pseu-

dorapidity interval |η | < 2.5 to compare them to the ATLAS results [24]. The normalisation factor is
computed as the ratio of the dNch/dη for the INEL>0|η |<0.8

pT>0.5 and INEL>0|η |<2.5
pT>0.5 event classes obtained

from PYTHIA 8 Monash 2013 simulations. This normalisation is needed to do a correct comparison
among different experiments because the condition with at least one charged particle depends on the
acceptance. When experimentally the INEL>0 condition is requested with a wider pseudorapidity ac-
ceptance, the corresponding event class is more inclusive because it collects more soft events. In the
right panel of Fig. 5, the same procedure is applied to normalise to the INEL>0|η |<2.4

pT>0.5 event class in order
to compare the result from ALICE to that obtained by CMS [? ]. The result of ALICE is larger than
those of ATLAS by ∼ 3% and CMS by up to ∼ 2%. However, they are compatible within systematic
uncertainties.

6 Conclusions

This article presents a set of measurements of the pseudorapidity density of primary charged particles
(dNch/dη) in proton–proton collisions at centre-of-mass energies

√
s = 5.02 and 13 TeV. Results for

inelastic (INEL) and non-single-diffractive (NSD) events as well as for inelastic events having at least
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Figure 3: Pseudorapidity density distributions of charged particles, dNch/dη , in pp collisions at
√

s =
5.02 TeV for the four event classes, INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 ,

compared to the distributions from models: PYTHIA 8 Monash 2013 and EPOS LHC. Grey bands
(unfilled rectangles) represent the uncorrelated (correlated) systematic uncertainties from data.
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Figure 4: Pseudorapidity density distributions of charged particles, dNch/dη , in pp collisions at
√

s =
13 TeV for the four event classes, INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 ,

compared to the distributions from models: PYTHIA 8 Monash 2013 and EPOS LHC. Grey bands
(unfilled rectangles) represent the uncorrelated (correlated) systematic uncertainties from data.
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Figure 5: The distributions of dNch/dη for the INEL>0|η |<0.8
pT>0.5 event class are normalised to the (a)

INEL>0|η |<2.5
pT>0.5 and (b) INEL>0|η |<2.4

pT>0.5 event classes using PYTHIA 8 with the Monash 2013 tuning in pp

collisions at
√

s = 13 TeV [24? ]. The bottom panels show the ratio of dNch/dη for the INEL>0|η |<2.5
pT>0.5

(left) and INEL>0|η |<2.4
pT>0.5 (right) event class between ALICE and ATLAS (left) and between ALICE and

CMS (right), respectively.

one charged particle produced in the pseudorapidity interval |η |< 1 (INEL>0) are presented specifically
at
√

s = 5.02 TeV. The predictions of PYTHIA 6 with the Perugia 2011 tuning and PYTHIA 8 with the
Monash 2013 tuning are close to each other. The two models show agreement with data except for the
case of the NSD event class. Also, the result of the INEL event class is not well described by models due
to the higher diffractive content.

The values of the average pseudorapidity density 〈dNch/dη〉 in |η | < 0.5 for INEL, NSD, and INEL>0
events with an in-depth study for the single and double diffractive contributions are reported: 4.17+0.23

−0.19,
5.18+0.14

−0.13 and 5.60+0.08
−0.08 with systematic uncertainties, respectively. The energy dependence of 〈dNch/dη〉

is updated with the new values at
√

s = 5.02 TeV and then it is parameterised by a power-law fit as
〈dNch/dη〉 ∝ sδ , resulting in δ = 0.102±0.003, 0.114±0.003, and 0.115±0.004 for INEL, NSD, and
INEL>0 events, respectively.

To provide detailed constraints on the charged particle production with hard processes in pp collisions at√
s= 5.02 and 13 TeV, the study is extended with the pseudorapidity density of primary charged particles

in the pseudorapidity interval |η | < 0.8 with minimum transverse momentum thresholds of pT = 0.15,
0.5, 1, and 2 GeV/c that are called INEL>0|η |<0.8

pT>0.15, INEL>0|η |<0.8
pT>0.5 , INEL>0|η |<0.8

pT>1 , and INEL>0|η |<0.8
pT>2 ,

respectively. The results of the dNch/dη distributions are also compared to the predictions from the
PYTHIA 8 with the Monash 2013 tuning and EPOS LHC event generators. PYTHIA 8 tends to un-
derestimate the overall distributions at

√
s = 5.02 TeV by up to 8%, while EPOS LHC undershoots the

measured multiplicities by up to 10% as the pT threshold increases at
√

s = 13 TeV. The largest disagree-
ment between data and MC is observed for the softest (INEL>0|η |<0.8

pT>0.15) and hardest (INEL>0|η |<0.8
pT>2 )

event classes indicating the importance of these measurements to constrain models.

In order to compare the ALICE result with minimum pT thresholds to those from the ATLAS and CMS
experiments, the INEL>0|η |<0.8

pT>0.5 measurement is normalised to the INEL>0|η |<2.5
pT>0.5 and INEL>0|η |<2.4

pT>0.5
event classes, respectively, using PYTHIA 8. The ALICE measurements agree with those from the other
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LHC experiments within systematic uncertainties.
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