Collective excitations of the QED vacuum
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Using relativistic Green’s-function techniques we examined single-electron excitations from the occupied Dirac sea in the presence of strong external fields. The energies of these excited states are determined taking into account the electron-electron interaction. We also evaluate relativistic transition strengths incorporating retardation, which represent a direct measure of correlation effects. The shifts in excitation energies are computed to be lower than 0.5%, while the correlated transition strengths never deviate by more than 10% from their bare values. A major conclusion is that we found no evidence for collectivity in the electron-positron field around heavy and superheavy nuclei.
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I. INTRODUCTION

In this paper we investigate the possible existence of collective excitations of the Dirac vacuum in the presence of a strong Coulomb field. We address the question of whether the QED ground state possesses excitation modes of a collective nature, which is a well-known topic of many-body theory [1].

As a physical system we consider a completely ionized quasiatom of charge $Z \leq 170$, which can be formed for a short period of time (of order of $10^{-21}$ s) in collisions of very heavy ions. The solutions of the Dirac equation for stationary external fields lead to bound states with discrete energies in the energy gap $-m \leq E \leq m$. In addition, one obtains a spectrum of continuum wave functions with energies varying between $-\infty$ and $-m$ as well as between $m$ and $\infty$. For nuclear charge numbers exceeding the critical value $Z_{cr} \approx 170$, the lowest discrete energy state (1s) dives into the negative-energy continuum below $-m$ and loses its pure bound-state character. It becomes a resonance imbedded into the continuum. Such an unoccupied bound state opens the possibility of spontaneous positron creation [2,3] and the QED ground state becomes charged [4].

However, for nuclear charge numbers $Z \leq Z_{cr}$ the energy of the 1s state is just above the negative-energy continuum which is completely occupied according to Dirac’s hole theory. Electron excitations from these negative-energy states below $-m$ into the empty bound states above the Fermi level lead to interacting particle (e^-)- hole (e^+) states which in principle allow for collective excitation modes. This may correspond to macroscopic density fluctuations. According to traditional many-body theory we interpret the transition to a collective excited state as the creation of a quasiparticle representing a coherent superposition of many particle-hole states [5,6]. Collective excitations have been studied in connection with longitudinal waves in plasmas, x-ray absorption in metals, zero sound in dense systems, giant resonances in photonuclear reactions, etc. Several years ago it was reported [7] that there is evidence for the existence of collective excitations of the Dirac vacuum in strong Coulomb fields. A collective excitation is caused by the interaction, or, more accurately, by the correlation between particles. If this interaction is turned off, a collective excited state dissociates into individual-particle excited states.

The major theoretical ingredients of our treatment are presented in Sec. II, where the fundamental equations are derived. The application of the Bethe-Salpeter equation to collective excitations is presented in Sec. III. The general formulas are reduced to a form suitable for the numerical analysis in Sec. IV. Sections V and VI contain the discussion of our results and the conclusions, respectively.

II. FORMULATION OF THE PROBLEM

Our starting point is the four-point function which is defined by [8]

$$K(x_1, x_2, x_3, x_4) = \langle \Phi | T \tilde{\psi}(x_1)\tilde{\psi}(x_3)\psi(x_2)\psi(x_4) | \Phi \rangle ,$$

(1)

where $| \Phi \rangle$ represents the ground state of the interacting system, $\tilde{\psi}(x)$ and $\psi(x)$ are fermion-field operators in the Heisenberg picture, and $T$ denotes the time-ordering
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The arguments of the field operators in the above definition denote space-time coordinates and the quantum numbers which are appropriate for the considered system. $K(x_1, x_2, x_3, x_4)$ is of course unknown due to the fact that we do not know the exact ground state of the interacting system. The function $K$ describes the propagation of two particles, or two holes, or of one particle and one hole. As we regard a collective excitation as a quasiparticle consisting of a particle and a hole, we choose $t_2 > t_1$ and $t_4 > t_3$ such that $K$ has the general structure $\langle \psi^\dagger \psi^\dagger \psi \psi \rangle$, describing the $p$-$h$ propagation. In a time-independent external field the function $K$ depends only on time differences and with $\tau = t_1 - t_3$ we obtain from Eq. (1)

$$K(r_1, r_2, r_3, r_4; \tau) = -\delta(\tau) \langle \Phi | \psi^\dagger(r_2) \psi^\dagger(r_1) e^{-i(\hat{H} - E_0)\tau} \psi^\dagger(r_4) \psi(r_3) | \Phi \rangle - \delta(-\tau) \langle \Phi | \psi^\dagger(r_4) \psi(r_3) e^{i(\hat{H} - E_0)\tau} \psi^\dagger(r_2) \psi(r_1) | \Phi \rangle,$$  

(2)

where the fermion-field operators became time independent according to the relation $\hat{\psi}(r, t) = e^{i\hat{H}t} \hat{\psi}(r) e^{-i\hat{H}t}$. We denote the ground-state energy of the interacting system by $E_0$. We define the Fourier transform of this function by $K(\omega)$,

$$K(\omega) = \int_{-\infty}^{\infty} d\tau e^{i\omega \tau} K(\tau),$$  

(3)

and with Eq. (2) we obtain the Lehmann representation of the four-point function $K$:

$$K(\omega) = \langle \Phi | \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) \rangle \frac{i}{\omega + \hat{H} - E_0 - i\delta} \hat{\psi}^\dagger(r_2) \hat{\psi}(r_1) | \Phi \rangle - \langle \Phi | \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) \rangle \frac{i}{\omega - \hat{H} + E_0 + i\delta} \hat{\psi}^\dagger(r_2) \hat{\psi}(r_1) | \Phi \rangle.$$  

(4)

In order to derive a more convenient form of the last expression, we will use a complete orthonormal basis $|\alpha\rangle$, which will be specified later. The states $|\alpha\rangle$ have the properties

$$\hat{H}|\alpha\rangle = E_\alpha |\alpha\rangle;$$  

$$\sum_\alpha |\alpha\rangle \langle \alpha| = 1, \ \text{completeness};$$  

$$\langle \alpha| \beta \rangle = \delta_{\alpha \beta}, \ \text{orthonormality}.$$

After inserting this completeness relation into (4) we get the following expression for the $p$-$h$ propagator in the energy representation:

$$K(\omega) = i \sum_\alpha \left\{ \frac{\langle \Phi | \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) | \alpha \rangle \langle \alpha| \hat{\psi}^\dagger(r_2) \hat{\psi}(r_1) | \Phi \rangle}{\omega + E_\alpha - E_0 - i\delta} - \frac{\langle \Phi | \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) | \alpha \rangle \langle \alpha| \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) | \Phi \rangle}{\omega - E_\alpha + E_0 + i\delta} \right\},$$  

(6)

where $E_\alpha$ is the energy of the state $|\alpha\rangle$. The quantities in the numerators are $p$-$h$ amplitudes which are of the same type as those encountered in the Bethe-Salpeter theory [9]. We denote the excitation energies by $E_{\alpha 0} = E_\alpha - E_0$ and introduce the spectral function

$$A(r_1, r_2, r_3, r_4; E) = \sum_\alpha \left\{ \langle \Phi | \hat{\psi}^\dagger(r_4) \hat{\psi}(r_3) | \alpha \rangle \langle \alpha| \hat{\psi}^\dagger(r_2) \hat{\psi}(r_1) | \Phi \rangle \delta(E - E_{\alpha 0}) \right\},$$  

(7)

which finally yields

$$K(r_1, r_2, r_3, r_4; \omega) = i \int_0^\infty dE \left\{ \frac{A(r_3, r_4, r_1, r_2; E)}{\omega + E - i\delta} - \frac{A(r_1, r_2, r_3, r_4; E)}{\omega - E + i\delta} \right\}.$$  

(8)

From this representation it becomes evident that the poles of the $p$-$h$ propagator $K$ provide the excitation spectrum of the system. Since we are interested in the excitation modes of the Dirac vacuum we will be concerned with an analysis of the poles of the Green's function $K(\omega)$. As we mentioned before, this function is yet unspecified. In order to derive an expression more suitable for our purposes, we will proceed in two steps. In the first step we will construct the corresponding Green's function in the external field without the $p$-$h$ interaction and in a second step we will use the Bethe-Salpeter equation in a certain approximation in order to construct the propagator incorporating interaction from the free one.

The free Green's function $K_0$ has of course the same form as $K$ from Eq. (1), except for the fact that the expectation value of the time-ordered product has to be taken with respect to the noninteracting ground state $\Phi_0$, i.e., the free Dirac vacuum. We expand the field operators $\hat{\psi}$ and $\hat{\psi}^\dagger$ in a complete orthonormal single-particle basis,

$$\hat{\psi}(r) = \sum_{p > F} a_p \varphi_p(r) + \sum_{h \leq F} \delta_h \Phi_h(r),$$  

$$\hat{\psi}^\dagger(r) = \sum_{p > F} a_p^\dagger \varphi_p^\dagger(r) + \sum_{h \leq F} \delta_h^\dagger \Phi_h^\dagger(r),$$  

(9)

where the first summations comprise all states above the Fermi level (electron states) while the second incorporate all states below $E_F = -m$ (positron states). The $a_p, a_p^\dagger$
\( (b_h, \delta_h^\dagger) \) are single-electron (positron) annihilation and creation operators, respectively, satisfying the standard anticommutator relations for fermions. The summation indices \( p \) and \( h \) denote the quantum numbers of the different states. In a spherically symmetric basis, we have to deal with a radial quantum number \( n \), a total angular momentum quantum number \( j \), a magnetic quantum number \( \mu \), and parity. The \( p-h \) states \( |\alpha\rangle \) are provided by the action of the introduced single-particle operators on the Dirac vacuum,

\[
|\alpha\rangle = \delta_p^\dagger \delta_h^\dagger |\Phi_0\rangle .
\]

We make use of the action of the \( p-h \) operators on the free ground state:

\[
\delta_p |\Phi_0\rangle = \langle \Phi_0 | \delta_p^\dagger = 0 , \\
\delta_h |\Phi_0\rangle = \langle \Phi_0 | \delta_h^\dagger = 0 , 
\]

which are a direct consequence of the fact that the vacuum contains no particles above the Fermi level and no holes below it. With these prerequisites we obtain the following result for the free Bethe-Salpeter amplitudes:

\[
\langle \Phi_0 | \hat{\psi}(r_2)^\dagger \hat{\psi}(r_1) |\alpha\rangle = \langle \Phi_0 | \sum_{p_2,h_1} \delta_{p_2} \delta_{h_1} [ \Phi_{h_1}^\dagger (r_2) \varphi_{p_2} (r_1) ] + \sum_{p_1,h_2} \sum_{p_2,h_1} \sum_{p_1,p_2,h_1,h_2} \delta_{p_1}^\dagger \delta_{h_1}^\dagger |\Phi_0\rangle = \Phi_h^\dagger (r_2) \varphi_p (r_1) ,
\]

where the dots in this amplitude indicate terms which vanish as a consequence of the fermionic anticommutator relations and Eqs. (11).

After inserting these results in Eq. (6) and replacing the interacting vacuum \( \Phi \) by the free one \( \Phi_0 \), we can represent the external field propagator without the \( p-h \) interaction by

\[
K_0(\omega) = i \sum_{p,h} \left\{ \frac{\Phi_h^\dagger (r_4) \varphi_p (r_3) \varphi_{p_2}^\dagger (r_2) \Phi_h (r_1)}{\omega + E_p - E_h - i\delta} - \frac{\Phi_h^\dagger (r_2) \varphi_p (r_1) \varphi_{p_2}^\dagger (r_4) \Phi_h (r_3)}{\omega - E_p + E_h + i\delta} \right\} ,
\]

where \( \varphi_p (\Phi_h) \) are single-electron (positron) states in the external nuclear Coulomb field with eigenenergies \( E_p \) and \( E_h \), respectively.

As the next step we will consider the Bethe-Salpeter equation for the Green's function,

\[
K(x_1, x_2, x_3, x_4) = K_0(x_1, x_2, x_3, x_4) + i \int d^4x_5 d^4x_6 d^4x_7 d^4x_8 K_0(x_1, x_2, x_3, x_6) \times V(x_5, x_6, x_7, x_8) K(x_7, x_8, x_3, x_4) ,
\]

or, if one regards the functions \( K, K_0 \), and \( V \) as matrices depending on the continuous space-time variables, one may write in a symbolic notation (Fig. 1)

\[
K(\omega) = K_0(\omega) + iK_0(\omega) V(\omega) K(\omega) .
\]

This equation is still exact and iterates the interaction kernel \( V \) which contains all irreducible self-energy contributions at infinite order. However, here we are faced with a major problem, since the Bethe-Salpeter equation with the inclusion of the full interaction kernel cannot be solved in practice. At this point we introduce the approximation by retaining only the first-order perturbative contribution to \( V \), i.e., by considering only one-photon exchange between the particle and the hole. In this special case the kernel \( V \) becomes energy independent. This is known as the instantaneous ladder approximation in the Bethe-Salpeter theory [9]. In addition to the direct interaction we will take into account the exchange interaction. Finally the kernel \( V \) reads

\[
V(x_5, x_6, x_7, x_8) = v(r_5, r_6) \delta(t_5 - t_6) \delta(4)(x_5 - x_7) \times \delta(4)(x_6 - x_8) \left[ 1 - P_{5\rightarrow 6} \right] ,
\]

where \( v \) denotes the Coulomb interaction, while \( P_{5\rightarrow 6} \) signifies a permutation operator which provides the exchange interaction. The remaining graphs which are iterated by Eq. (14) are illustrated in Fig. 2.

We would like to mention that the inclusion of mag-
FIG. 3. Diagrammatic representation of the homogeneous equation for \( W(\omega) \).

netic and retardation effects as described by the Breit interaction [10] in the iterative expansion would lead to erroneous results, since the contributions of the Breit interaction to the energy of the system have to be taken into account only as a first-order perturbation [11]. This traces back to the fact that the Breit interaction was constructed from the classical Darwin Lagrangian, which takes into account retardation effects by analogy arguments, and is not rigorously derived from quantum field theory.

Returning to the bare \( p-h \) interaction \( V \) described through the graphs in Fig. 2, it will become clear later that their iterative expansion with the aid of Eq. (14) is identical with the so-called random-phase approximation (RPA), which follows from the time-dependent Hartree-Fock equations in many-body theory [12].

It is useful to write explicitly the iterative expansion of Eq. (15) with the kernel \( V \) replaced by expression (16):

\[
K(\omega) = K_0(\omega) + iK_0(\omega)\{ V + [V K_0(\omega)] V + [V K_0(\omega)]^2 V + \cdots \} K_0(\omega), 
\]

where we introduced an energy-dependent effective interaction \( W(\omega) \) [6], defined by the infinite sum in the curly brackets, i.e.,

\[
W(\omega) = V + iV K_0(\omega) W(\omega). 
\]

This last equation for the effective \( p-h \) interaction represents the vertex iteration encountered in quantum field theory [13]. We are aiming at a precise determination of the excitation energies of the system. These are just the poles of the propagator \( K(\omega) \) including the interaction (see Eq. (8) and the discussion below). From Eq. (17) it is obvious that the poles of the function \( K \) are provided by the known poles of \( K_0 \) which are located at the positions of the unperturbed \( p-h \) energies and by the poles of the introduced energy-dependent interaction \( W(\omega) \), which are

\[
W(r_1, r_2; \omega) = \int d^3r_3 \int d^3r_4 \left\{ V(r_1, r_3) \sum_{p,h} \left[ \frac{\Phi_h^*(r_3) \varphi_p^*(r_3) \varphi_p^*(r_4) \Phi_h(r_4)}{\omega - E_p + E_h + i\delta} - \frac{\Phi_h^*(r_4) \varphi_p^*(r_4) \varphi_p^*(r_3) \Phi_h(r_3)}{\omega + E_p - E_h - i\delta} \right] W(r_4, r_2; \omega) \right\}, 
\]

where \( V(r_1, r_3) \) is the instantaneous Coulomb interaction including exchange, while \( \varphi_p \) and \( \Phi_h \) are particle (electron) and hole (positron) Dirac spinors, as provided by the single-particle Dirac equation incorporating the nuclear Coulomb potential. Of course, it is a complicated task to determine directly the solutions of the homogeneous integral equation (19) in six dimensions. Therefore we first project the above equation into the \( p-h \) space and consider the various matrix elements. In the resulting equation for the associated matrix elements, which will be investigated in spherical coordinates, one can perform all angular integrations analytically, getting thus an equation in the two radial coordinates. This final equation will then be analyzed numerically in Sec. IV.

First, we define the occupation number \( n_\alpha \) according to

FIG. 4. Lowest-order contributions to the effective interaction \( W(\omega) \).
\[ n_\alpha = \begin{cases} 1, & E_\alpha \leq E_F \text{ (holes)} \\ 0, & E_\alpha > E_F \text{ (particles)} \end{cases} \] (20)

where we insert in Eq. (18). This yields

\[ W(r_1, r_2; \omega) = - \int d^3r_3 \int d^3r_4 \left\{ \sum_{\alpha_5, \alpha_6} (n_{\alpha_6} - n_{\alpha_5}) \left[ \psi_{\alpha_5}(r_3) \psi_{\alpha_6}(r_4) \frac{V(r_1, r_3)}{\omega - E_{\alpha_6} + E_{\alpha_5} + i\delta(n_{\alpha_5} - n_{\alpha_6})} \psi_{\alpha_5}(r_4) \psi_{\alpha_6}(r_3) \right] \right\}, \] (21)

where the summation indices \( \alpha_5 \) and \( \alpha_6 \) run over all single-particle states, which are designated by the external field Dirac spinors \( \psi \). The above equation possesses nontrivial solutions only if the state \( \alpha_6 \) contains a particle and the state \( \alpha_5 \) a hole, or vice versa, since this equation describes \( p-h \) propagation by construction. Next we project Eq. (21) into the \( p-h \) channel by defining the following matrix elements:

\[ \langle \alpha_1 \alpha_3 | W | \alpha_2 \alpha_4 \rangle = \int d^3r_1 \int d^3r_2 \psi_{\alpha_1}^{\dagger}(r_1) \psi_{\alpha_3}(r_1) \psi_{\alpha_2}(r_2) \psi_{\alpha_4}(r_2). \] (22)

Finally we derive the following equation of the effective interaction, which is equivalent to the original Eq. (21):

\[ \langle \alpha_1 \alpha_3 | W | \alpha_2 \alpha_4 \rangle = \sum_{\alpha_5, \alpha_6} (n_{\alpha_6} - n_{\alpha_5}) \left( \frac{\langle \alpha_1 \alpha_6 | V | \alpha_2 \alpha_5 \rangle \langle \alpha_3 \alpha_5 | W | \alpha_6 \alpha_4 \rangle}{\omega - E_{\alpha_6} + E_{\alpha_5} - i\delta(n_{\alpha_5} - n_{\alpha_6})} \right). \] (23)

Here the matrix element of the bare interaction \( V \) is understood to be antisymmetrized, thus taking into account exchange effects,

\[ \langle \alpha_1 \alpha_6 | V | \alpha_2 \alpha_5 \rangle = \langle \alpha_1 \alpha_6 | v | \alpha_2 \alpha_5 \rangle - \langle \alpha_1 \alpha_6 | v | \alpha_5 \alpha_2 \rangle, \] (24)

where \( v(r_1, r_2) = \alpha/|r_1 - r_2| \) is the instantaneous Coulomb interaction, while \( \alpha = \varepsilon^2/(4\pi) \approx 1/137 \) is the fine-structure constant. Now, we have to specify explicitly the single-particle states \( \{ \alpha \} = \psi_{\alpha}(r) \), in order to implement the symmetries and conservation laws. The external field is assumed to possess spherical symmetry and the functions \( \psi_{\alpha}(r) \) are eigenstates of the Dirac equation for the nuclear Coulomb potential. The nuclear charge distribution is assumed to be a homogeneously charged sphere of radius \( R \), i.e.,

\[ \{ \alpha \cdot p + \beta m + V_{\text{nuc}}(r) \} \psi_{\alpha}(r) = E_{\alpha} \psi_{\alpha}(r), \] (25)

with

\[ V_{\text{nuc}}(r) = \begin{cases} \frac{-Ze^2}{2R} \left( 3 - \left( \frac{r}{R} \right)^2 \right), & r \leq R \\ \frac{-Ze^2}{r^2}, & r > R. \end{cases} \] (26)

Here we used the parametrization \( R = r_0 A^{1/3}, r_0 = 1.2 \text{ fm}, \) and \( A = 2.5 Z \), the relation between the mass number \( A \) and the charge number \( Z \) being valid for the heavy nuclei considered in this paper. In a spherically symmetric external field the Dirac spinors \( \psi_{\alpha} \) are simultaneously eigensolutions of the energy operator \( \hat{H} \), the total angular momentum operator \( \hat{J}^2 \), its projection on the \( z \)-axis \( \hat{J}_z \), and the operator \( \hat{K} = \beta(\sigma \cdot \mathbf{L} + 1) \) with the eigenvalues \( E_{\alpha}, J_z, -K \), respectively [14]. For the wave functions \( \psi_{\alpha} \) we make the usual spherical ansatz

\[ \psi_{\alpha}(r) = \begin{cases} g_{\alpha}(r) \chi_{\alpha \mu}(\Omega), & r \leq R \\ i f_{\alpha}(r) \chi_{-\alpha \mu}(\Omega), \end{cases} \] (27)

where \( g_{\alpha}(r) \) and \( f_{\alpha}(r) \) are radial functions, while \( \chi_{\alpha \mu}(\Omega) \) are two-component spherical spinors defined as [14]

\[ \chi_{\alpha \mu}(\Omega) = (-1)^{1/2-l-\mu} \sum_{m=\pm 1/2} \sqrt{2j + 1} \begin{pmatrix} l \ & \frac{1}{2} \\ -m \ & -\mu \end{pmatrix} Y_{l-\mu-m}(\Omega) \tilde{\chi}_{1/2,m}, \] (28)

where \( l \) is the orbital momentum quantum number, \( Y_{l-\mu-m}(\Omega) \) are spherical harmonics, and the \( \tilde{\chi}_{1/2,m} \) are two-component Pauli spinors, respectively. The index \( \alpha \) in the ansatz (27) denotes the set of quantum numbers \( n, \kappa, \) and \( \mu \). Next, we introduce the multipole decomposition of the Coulomb interaction [15]

\[ v(r_1, r_2) = \alpha \sum_{L=0}^{\infty} \sum_{M=-L}^{L} \frac{4\pi}{2L + 1} \frac{r_1^L}{r_2^{L+1}} Y_{L,M}(\Omega_2) Y_{L,M}(\Omega_1), \] (29)

where \( r_< = \min(r_1, r_2) \), etc. With these preliminaries the direct interaction \( D \) can be written as
where we introduced the abbreviations
\begin{align}
I_{gg} &= \langle \kappa_1 \mu_1 | Y_{LM}| \kappa_2 \mu_2 \rangle \langle \kappa_3 \mu_3 | Y_{L\mu_3}^* | \kappa_4 \mu_4 \rangle, \\
I_{gf} &= \langle \kappa_1 \mu_1 | Y_{LM}| \kappa_2 \mu_2 \rangle \langle -\kappa_3 \mu_3 | Y_{L\mu_3}^* | -\kappa_4 \mu_4 \rangle, \\
I_{ff} &= (-\kappa_1 \mu_1 | Y_{LM}| -\kappa_2 \mu_2 \rangle \langle -\kappa_3 \mu_3 | Y_{L\mu_3}^* | -\kappa_4 \mu_4 \rangle, \\
I_{fg} &= (-\kappa_1 \mu_1 | Y_{LM}| -\kappa_2 \mu_2 \rangle \langle \kappa_3 \mu_3 | Y_{L\mu_3}^* | \kappa_4 \mu_4 \rangle.
\end{align}

The matrix elements of the spherical harmonics are defined as
\[ \langle d\Omega = \sin\theta d\theta d\phi; -\pi/2 \leq \theta \leq \pi/2, 0 \leq \phi \leq 2\pi \rangle \]
\[ \langle \kappa_{i\mu_i} | Y_{LM} | \kappa_{j\mu_j} \rangle = \int d\Omega \chi_{i\mu_i}^\dagger (\Omega) Y_{LM} (\Omega) \chi_{j\mu_j} (\Omega). \]

These angular integrals can be evaluated by means of the Wigner-Eckhart theorem. As an example we consider
\[ \langle \kappa_1 \mu_1 | Y_{LM} | \kappa_2 \mu_2 \rangle = (-1)^{j_1-\mu_1} \begin{pmatrix} j_2 & j_1 & L \\ \mu_2 & -\mu_1 & M \end{pmatrix} \times \langle \kappa_1 | Y_L \rangle \langle \kappa_2 | Y_L \rangle P(l_2 + l_1 + L), \tag{33} \]
where the reduced matrix element on the right-hand side of this expression is \( M \) independent:
\[ \langle \kappa_1 \mu_1 | Y_{L\mu_1} \rangle \langle \kappa_2 \mu_2 | Y_{L\mu_2} \rangle = \frac{\sqrt{\kappa_1 \kappa_2 \kappa_3 \kappa_4}}{4} \begin{pmatrix} j_1 & L & j_2 \\ \frac{1}{2} & 0 & -\frac{1}{2} \end{pmatrix} \begin{pmatrix} j_3 & L & j_4 \\ \frac{1}{2} & 0 & -\frac{1}{2} \end{pmatrix} \times \int_0^\infty dr_1 \int_0^\infty dr_2 R_{\kappa_1}^\dagger (r_1) R_{\kappa_2}^\dagger (r_2) \frac{r_2^L}{r_1^{L+1}} R_{\kappa_2} (r_1) R_{\kappa_2} (r_2), \tag{36} \]
where we defined the radial two-component functions \( R_\kappa (r) \) according to
\[ R_\kappa (r) = \begin{pmatrix} g_\kappa (r) \\ if_\kappa (r) \end{pmatrix}. \tag{37} \]

A similar evaluation of the second term from Eq. (24) yields the following antisymmetrized matrix element for the complete \( p-h \) interaction which enters into Eq. (23):
\[ \langle \alpha_1 \alpha_3 | V | \alpha_2 \alpha_4 \rangle = \sum_{L,M} (-1)^{j_1+\mu_2+M+1} \begin{pmatrix} j_1 & L & j_2 \\ -\mu_1 & M & -\mu_2 \end{pmatrix} \begin{pmatrix} j_3 & L & j_4 \\ -\mu_3 & M & -\mu_4 \end{pmatrix} \langle \beta_1 \beta_3 | v_L \rangle \langle \beta_2 \beta_4 \rangle \]
\[ - \sum_{L',M'} (-1)^{j_1+\mu_2+M'+1} \begin{pmatrix} j_1 & L' & j_4 \\ -\mu_1 & M' & -\mu_4 \end{pmatrix} \begin{pmatrix} j_3 & L' & j_2 \\ -\mu_3 & M' & -\mu_2 \end{pmatrix} \langle \beta_1 \beta_3 | v_{L'} \rangle \langle \beta_2 \beta_4 \rangle. \tag{38} \]

In order to obtain a more compact form for this last expression we define reduced matrix elements for the complete bare interaction according to
\[ \langle \kappa_1 | Y_L \rangle = \frac{\sqrt{\kappa_1 \kappa_2 | (2L+1) \pi}}{\pi} \begin{pmatrix} j_2 & j_1 & L \\ -\frac{1}{2} & \frac{1}{2} & 0 \end{pmatrix}. \tag{34} \]

The factor \( P(l_2 + l_1 + L) \) in Eq. (33) is equal to 1 or 0 depending on whether \( l_2 + l_1 + L \) is an even number or not. This is a direct consequence of parity conservation. With these relations we evaluate the angular integrals from Eq. (31) and obtain finally the following result for the direct term in Eq. (30):
\[ \langle \alpha_1 \alpha_3 | v | \alpha_2 \alpha_4 \rangle \]
\[ = \sum_{L,M} (-1)^{j_1+\mu_2+M+1} \begin{pmatrix} j_1 & L & j_2 \\ -\mu_1 & M & -\mu_2 \end{pmatrix} \begin{pmatrix} j_3 & L & j_4 \\ -\mu_3 & M & -\mu_4 \end{pmatrix} \langle \beta_1 \beta_3 | v_L \rangle \langle \beta_2 \beta_4 \rangle, \tag{35} \]
where \( \beta \) denotes the quantum numbers \( n \) and \( j \). The reduced matrix element in Eq. (35) displays the explicit structure
By comparing Eqs. (39) and (38) we obtain the following relation between the reduced matrix elements of $V_L$ and $v_L$: 

$$
(\beta_1 \beta_3) || V_L || (\beta_2 \beta_4) - \sum_{L'} (-1)^{L-L'-1}(2L+1) \left\{ \begin{array}{ccc}
 j_1 & L & j_2 \\
 -\mu_1 & M & -\mu_2 \\
 j_3 & L & j_4 \\
 -\mu_3 & -M & \mu_4
\end{array} \right\} (\beta_1 \beta_3) || v_{L'} || (\beta_2 \beta_4). 
$$

(40)

The term which contains the infinite sum over the angular momentum $L'$ represents the exchange interaction. In the remaining part of this section we will implement these results into Eq. (23), which will provide an equation for the reduced matrix elements of the effective interaction $W$. We define these matrix elements in analogy to Eq. (39):

$$
\langle \alpha_1 \alpha_3 | W | \alpha_2 \alpha_4 \rangle = \sum_{L,M} (-1)^{\mu_3+\mu_4+M+1} \left( \begin{array}{ccc}
 j_1 & L & j_2 \\
 -\mu_1 & M & -\mu_2 \\
 j_3 & L & j_4 \\
 -\mu_3 & -M & \mu_4
\end{array} \right) (\beta_1 \beta_3) || V_L || (\beta_2 \beta_4). 
$$

(39)

After inserting the multipole decompositions (41) and (39) into the original Eq. (23) one obtains after a lengthy but straightforward calculation the following equation for the reduced matrix elements of the effective interaction $W$:

$$
(\beta_1 \beta_3) || W_L || (\beta_2 \beta_4) = \sum_{\beta_5, \beta_6} (n_{\beta_6} - n_{\beta_5}) 
\frac{(\beta_1 \beta_3) || V_L || (\beta_2 \beta_5) || (\beta_5 \beta_6) || W_L || (\beta_6 \beta_4)}{(2L+1)\left( \omega - E_{\beta_5} + E_{\beta_6} - i\delta(n_{\beta_6} - n_{\beta_5}) \right)}. 
$$

(41)

We emphasize the explicit appearance of the different types of couplings contained in the above equations, i.e. $pp$, $p-h$, and $h-h$ interactions. Next, we perform the following substitutions:

$$
\frac{\langle \alpha_3 \alpha_4 | W | \alpha_2 \alpha_4 \rangle}{\omega - E_n + E_j + i\delta} = x_{n\alpha}(\omega), 
$$

(45)

$$
\frac{\langle \alpha_3 \alpha_4 | W | \alpha_2 \alpha_4 \rangle}{\omega - E_i + E_m - i\delta} = y_{n\alpha}(\omega), 
$$

which we insert into the set of Eqs. (43) and (44). This leads to

$$
(\omega - E_m + E_i) x_{nj} = \sum_{n,j} \{ \langle mj | V | in \rangle x_{nj} + \langle mn | V | ij \rangle y_{nj} \}
$$

(46)

$$
-(\omega - E_i + E_m) y_{nj} = \sum_{n,j} \{ \langle ij | V | mn \rangle x_{nj} + \langle in | V | mj \rangle y_{nj} \}
$$

where we employed the symmetry $\langle 12 | V | 34 \rangle = \langle 21 | V | 43 \rangle$ etc., of the matrix elements of the Coulomb interaction. The two sets of coupled equations (46) are exactly the eigenvalue equations of the random-phase approximation for the energy-dependent RPA amplitudes $x_{nj}$ and $y_{nj}$ [16]. These amplitudes describe physically the transition probability of particle-hole pairs between excited RPA states $| \psi_{\text{RPA}} \rangle$ and the RPA-correlated vacuum $| \Omega_{\text{RPA}} \rangle$. We would like to mention that the Tamm-Dancoff equation [17] follows immediately from Eqs. (46) in the case that these decouple. This happens when the amplitudes $y_{nj}$ can be ignored:

$$
\sum_{n,j} \{ \delta_{mn} \delta_{ij} (\omega - E_n + E_j) - \langle mj | V | in \rangle \} x_{nj} = 0. 
$$

(47)

The range of applicability of this equation is determined...
by the condition \( (V)/(\omega - E_m + E_i) \ll 1 \), i.e., the expectation value of the bare \( p-h \) interaction has to be small compared with the difference between the excitation energies \( \omega \) of the various \( p-h \) configurations and the unperturbed \( p-h \) eigenenergies \( E_p - E_h \). As a consequence of neglecting these so-called backgoing amplitudes \( y_{nj} \), the Tamm-Dancoff approximation allows only for one particle and one hole in the intermediate states \( \) [Fig. 5(a)]. This feature is different in the RPA, where in the intermediate states any number of particle-hole pairs may be present \( \) [Fig. 5(b)].

At the end of this section we study multipole transitions in the spherically symmetric external nuclear field. We will present the general formulas which describe the influence of \( p-h \) correlations on the line intensity for the transition of an electron from an initial state \( i \) to a final state \( f \). If the corresponding values differ strongly from their bare values without the \( p-h \) interaction, one can conclude that correlation effects are strong, and as a consequence, that these correlations may lead to the formation of collective excited states in the considered system.

The interaction of the electron with the quantized radiation field is described by the matrix element \( [13] \)

\[
|\langle f| \alpha \cdot A|i\rangle|^2 = |\langle f| \alpha \cdot u_\rho e^{ikr}i\rangle|^2,
\]

where \( u_\rho \) is a polarization vector and the vector \( \alpha \) designates the Dirac matrices. After expanding the photon field into multipoles, the transition rate per unit time \( \Gamma_{if} \) becomes \( [18] \)

\[
\Gamma_{if} = 4\pi^2 \omega \sum_{L,M} \left[ |\langle f| \alpha \cdot A_{LM}(m)|i\rangle|^2 + |\langle f| \alpha \cdot A_{LM}(e)|i\rangle|^2 \right]
\]

with \( (\mathbf{L} = -i\mathbf{r} \times \nabla) \)

\[
A_{LM}(m) = i\sqrt{2/\pi} j_L(\omega r) \frac{1}{\sqrt{L+1}} \hat{L} Y_{LM}(\Omega),
\]

\[
A_{LM}(e) = \sqrt{2/\pi} \omega \frac{1}{\sqrt{L+1}} \nabla \times \left[ \hat{L} j_L(\omega r) Y_{LM}(\Omega) \right].
\]

After averaging over the magnetic quantum numbers of the final state we find

\[
\Gamma_{if} = 2\alpha^2 \sum_L \left[ f_L(m) + f_L(e) \right],
\]

with

\[
f_L(m) = \frac{2j_L + 1}{\omega} B(-\kappa, \kappa_f, L) M_L^2,
\]

\[
f_L(e) = \frac{2j_L + 1}{\omega} (\kappa_i, \kappa_f, L) E_L^2,
\]

where \( j = |\kappa| - \frac{1}{2} \), while the functions \( B \) are those given in Ref. \( [18] \).

We note that the argument \( -\kappa_i \) in the function \( B \) from Eqs. \( (52) \) and \( (53) \) requires a definition of the orbital momentum quantum number \( l \) as \( l = \kappa \) for \( \kappa > 0 \) and \( l = -\kappa - 1 \) for \( \kappa < 0 \), respectively. The radial matrix elements are

\[
M_L = (\kappa_i + \kappa_f) \int_0^\infty drr_L(\omega r)(F_{G_i} + G_{F_i}),
\]

\[
E_L = \int_0^\infty dr(j_{L-1}(\omega r))(\kappa_f - \kappa_i)(F_{G_i} + G_{F_i} + L(F_{G_i} - G_{F_i}) + L(G_{G_i} + F_{F_i}) j_L(\omega r) \{ \}.\]
\( j_L(\omega r) \) denotes the spherical Bessel functions. For convenience we considered in our calculations the quantities \( f_L \) from Eqs. (52) multiplied by the photon energy \( \omega \), the advantage being that the resulting quantities are dimensionless. The corresponding quantities with \( p-h \) correlations \( f_L \) can be obtained by considering the expansion of a general single-particle operator \( \hat{O} \) in terms of the \( p-h \) operators [19]

\[
\langle \psi_0 | \hat{O} | \psi_n \rangle = \sum_{p,h} \left\{ \langle \psi_0 | \hat{O} | \phi^{(n)}_{ph} \rangle + \langle \psi_0 | \phi | \psi^{(n)}_{ph} \rangle \right\},
\]

where \( |\psi_0\rangle \) and \( |\psi_n\rangle \) represent the ground and RPA-

excited states, respectively, while \( \phi^{(n)}_{ph} \) and \( \psi^{(n)}_{ph} \) are the eigensolutions of Eqs. (46). Employing this last relation, one easily incorporates the \( p-h \) interaction into the radial matrix elements (54) which provide the corresponding quantities (52) with the inclusion of correlations.

### IV. NUMERICAL ANALYSIS

First we discuss the solution of Eq. (42) for the reduced matrix elements of the effective \( p-h \) interaction \( W_L \). Some computational details will be also given. It is useful to regard this equation in the following form:

\[
\sum_{\beta_3,\beta_4} \left[ \delta_{\beta_1,\beta_3} \delta_{\beta_2,\beta_4} + \frac{n_{\beta_3} - n_{\beta_4}}{2L + 1} \frac{(\beta_1 \beta_3 \beta_L \beta_2 \beta_3)}{\omega - E_{\beta_3} + E_{\beta_4} - i\delta(n_{\beta_3} - n_{\beta_4})} \right] (\beta_2 \beta_3 \beta_L \beta_4) = 0.
\]

This represents a homogeneous system of algebraic equations which admits solutions only if the determinant of the matrix in the curly brackets is equal to zero. Thus, if we define the matrix \( \hat{M} \) with corresponding elements

\[
M_{(\beta_1,\beta_2)(\beta_3,\beta_4)} = \delta_{\beta_1,\beta_3} \delta_{\beta_2,\beta_4} + \frac{n_{\beta_3} - n_{\beta_4}}{2L + 1} \frac{(\beta_1 \beta_3 \beta_L \beta_2 \beta_3)}{\omega - E_{\beta_3} + E_{\beta_4} - i\delta(n_{\beta_3} - n_{\beta_4})},
\]

the condition

\[
\left\{ \text{det} \left[ \hat{M}(\omega) \right] \right\} = 0
\]

determines the eigenvalues \( \omega \) for which Eq. (56) exhibits nontrivial solutions. We note that the four indices in Eq. (57) are independent. There is only the restriction that if two of them refer to states above the Fermi level, the other two have to represent states below it. If we denote the number of particle states by \( N_p \) and the number of hole states by \( N_h \), the dimension of the matrix \( \hat{M} \) is exactly \( (N_p \times N_h)^2 \). Since in principle the matrix \( \hat{M} \) is infinite dimensional, a truncation has to be introduced. Some aspects of this truncation will be discussed later when we evaluate the line intensities, which are intimately connected with the transition probabilities. The numerical treatment consists of two steps. In a first step we calculated the matrix elements of the bare \( p-h \) interaction, which explicitly enters into the matrix \( \hat{M}(\omega) \) from Eq. (57), while in a second step we determine the eigenvalues \( \omega \) which are the roots of Eq. (58). The states which enter into the matrix elements are solutions of the radial single-particle Dirac equation with the external nuclear potential which follows from Eq. (26):

\[
\frac{d}{dr} \begin{pmatrix} G(r) \\ F(r) \end{pmatrix} = \begin{pmatrix} -\kappa/r & E + 1 - V_{\text{nuc}} \\ -E + 1 - V_{\text{nuc}} & \kappa/r \end{pmatrix} \begin{pmatrix} G(r) \\ F(r) \end{pmatrix}.
\]

\[
G(r) = r g(r) \quad \text{and} \quad F(r) = r f(r)
\]

are the so-called large and small radial wave functions which enter into the spherical ansatz (27), respectively. Depending on whether the single-particle energy \( E \) is located in the gap \((-m \leq E \leq m)\), or not \((|E| > m)\), the radial functions exhibit totally different properties. For the investigated superheavy systems, the bound-state solutions are highly localized and decrease rapidly with large values of \( r \). The bound-state wave functions are conventionally normalized according to

\[
\int_V d^3r \psi^\dagger(r) \psi(r) = \int_0^\infty dr (G^2 + F^2) = 1.
\]

where \( \rho(r) = \psi^\dagger(r) \psi(r) \) represents the density. The continuum states are described by oscillatory wave functions with typical sine and cosine behavior in the asymptotic region. In contrast to Eq. (60), these wave functions are normalized on the energy scale, i.e.,

\[
\int_0^\infty dr \{ G_E(r) G_E(r) + F_E(r) F_E(r) \} = \delta(E - E')
\]

Convergence problems arise in the evaluation of the radial interaction matrix elements as a consequence of the behavior of continuum wave functions at \( r \rightarrow \infty \). In order to circumvent this difficulty, we have discretized the continuum by constructing relativistic wave packets [20]. Relativistic wave packets have been extensively exploited in calculations of electron excitation processes, where it was demonstrated that they are well suited for the description of the continuum. The wave packets are obtained from the radial continuum wave functions after an integration on the energy scale, i.e.,

\[
u_1(r) = \frac{1}{\Delta E} \int_{E_0 - \Delta E/2}^{E_0 + \Delta E/2} dE G(E, r),
\]

\[
u_2(r) = \frac{1}{\Delta E} \int_{E_0 - \Delta E/2}^{E_0 + \Delta E/2} dE F(E, r).
\]
where \( E_0 \) is the energy of the state which is described by the functions \( u_1(r) \) and \( u_2(r) \). Equations (62) imply the normalization
\[
\int_0^\infty dr \left[ u_1^2(r) + u_2^2(r) \right] = 1, \tag{63}
\]
which is evidently of the same type as Eq. (60) for the bound states. This is possible, because these wave packets fall off as \( 1/r \) in the asymptotic region, where the amplitude of the oscillation is dampened out as \( r \to \infty \). All numerical integrations were performed by Gaussian quadrature. The radial matrix elements from Eq. (40) exhibit the general structure
\[
I = (\beta_1 \beta_3 \| v_L \| \beta_2 \beta_4)
\sim \int_0^\infty dr_1 \int_0^\infty dr_2 R_{\kappa_1}^1(r_1) R_{\kappa_3}^3(r_1) \frac{r_1^L}{r_1} R_{\kappa_4}^4(r_2) R_{\kappa_4}^4(r_2), \tag{64}
\]
where the functions \( R_{\kappa}(r) \) are the two-component radial functions defined in Eq. (37). Although the integration kernel formally is not separable, one can express these matrix elements as products of one-dimensional integrals:
\[
I \sim \int_0^\infty dr_1 \left\{ P_{\kappa_1 \kappa_2}(r_1) \left[ \int_0^{r_1} dr_2 \frac{r_2}{r_1} P_{\kappa_3 \kappa_4}(r_2) + \int_0^\infty dr_2 \frac{r_2}{r_1} P_{\kappa_3 \kappa_4}(r_2) \right] \right\}, \tag{65}
\]
where \( P_{\kappa_1 \kappa_2}(r) = G_{\kappa_1}(r) G_{\kappa_2}(r) + F_{\kappa_1}(r) F_{\kappa_2}(r) \). This allowed us to apply fast and highly accurate Gauss-Legendre integration routines.

V. DISCUSSION OF THE RESULTS

After reviewing the theoretical framework for the description of correlation effects in the QED vacuum we now present various numerical results for superheavy quasiparticles. In addition to the equation (42) for the effective interaction we have solved the RPA equations (46) directly, since this constitutes an essential test of the field-theoretical methods used in the present work as well as of the numerical computations. The solutions of these equations also provide the \( p\hbar \) amplitudes, which are needed for the evaluation of radiative transition strengths including correlation effects.

We begin the discussion with the single-particle wave functions which constitute our basis set. In Fig. 6 we compare the radial density distribution \( \rho r^2 \) of a \( K \)-shell electron in the Coulomb field of a lead nucleus (\( Z = 82 \)) with that for the superheavy atom with \( Z = 169 \). The increase of the nuclear charge causes a striking localization of the \( 1s \) wave functions within one Compton wavelength of the electron, while the maximum of \( \rho r^2 \) is located in the vicinity of the nucleus. For large nuclear charge numbers the so-called small component \( F \) exhibits the same magnitude as the large component \( G \).

In Figs. 7(a) and 7(b) we display the radial components of the \( s \) continuum wave function \( (\kappa = -1) \) for \( Z = 169 \) with the energies \( E = 2.15 \) and \(-2.15 \), respectively. The sine and cosine behavior is obvious. Note that for the negative-energy state \((E = -2.15)\) the small component \( F \) exceeds in magnitude the large component \( G \), in con-

FIG. 6. Radial densities of a K-shell electron in hydrogen-like systems with \( Z = 82 \) and 169, respectively, as functions of the radial coordinate \( r \). Natural units \((\hbar = c = m = 1)\) are employed.

FIG. 7. Radial continuum wave functions \((\kappa = -1)\) for \( Z = 169 \) and for the energies (a) \( E = 2.15m \) and (b) \( E = -2.15m \), respectively. Natural units \((\hbar = c = m = 1)\) are employed.
trast to the positive-energy state. We note that Coulomb distortion effects are more important for negative-energy states [Fig. 7(b)].

In Fig. 8 the s wave-packet components $u_1$ and $u_2$ are depicted as functions of the radial coordinate $r$. We have chosen the same parameters as in Fig. 7 in order to point out the striking difference between a wave packet and a continuum wave function. The characteristic shape of a wave packet is determined by the superposition of monochromatic waves according to Eqs. (61). The integrations on the energy scale were performed numerically with a Gaussian quadrature. The number of grid points was varied in order to achieve an accurate error control. From Fig. 8(a) it is evident that the integration over the continuum wave functions damps out the amplitude of the oscillations leading to a typical $1/r$ decline of the wave packet. In Fig. 8(b) we have plotted the radial density $\rho r^2 \sim u_1^2 + u_2^2$ for the wave packet describing the negative-energy s state with $E = -2.3$. The positrons experience a strong Coulomb repulsion, in contrast to the electrons which are attracted by the nuclear potential.

Having calculated the single-particle wave functions we are able to evaluate the matrix elements of the bare $p$-h

interaction from Eq. (40). The numerical computations were performed by the method described in the preceding section. In Fig. 9 several bound-free matrix elements are plotted as function of the energy of one of the two involved continuum states. The bound wave function is the K-shell wave function of the system with $Z = 169$, corresponding to the eigenenergy $E_{1s} = -0.957$. The continuum states are described by wave packets with a level spacing $\Delta E = 0.2$, i.e., $\approx 100$ keV. First, we notice that generally these matrix elements attain their maximum value for diagonal elements ($i = j$).

In Fig. 10 we depict the same type of matrix elements as in Fig. 9, except that the 2s wave function was considered as bound state. Compared to Fig. 9 we observe no significant difference.

In contrast, Fig. 11 exhibits a quite different behavior of the matrix elements. Here we considered 1s and 2s wave functions, respectively, which are the off-diagonal elements of the determinant from Eq. (58) with (57), or

FIG. 8. Relativistic wave-packet components (a) and radial density (b), respectively, for s states depending on the radial coordinate $r$. (a) $E = 2.15m$ and $\Delta E = 0.3m$, (b) $E = -2.3m$ and $\Delta E = 0.2m$. Natural units ($\hbar = c = m = 1$) are employed.

FIG. 9. Radial matrix elements depending on the energy of one of the continuum states. Both involved bound states correspond to 1s wave functions.

FIG. 10. The same as in Fig. 9. Both involved bound states correspond to 2s wave functions.
alternatively of the RPA matrix from Eqs. (46). The first important feature which we want to point out is that these matrix elements are at least three orders of magnitude smaller than the diagonal matrix elements from Figs. 9 and 10, respectively. In addition, they display a more or less oscillatory behavior as functions of the continuum energy. This large difference between the magnitudes of the diagonal and off-diagonal elements will have important implications on the amount of mixing of the p-h configurations.

In Table I the excitation energies of the system with \( Z = 169 \) are listed. We considered the \( L = 0 \) component of Eq. (42) and thus investigated the possible existence of a monopole excitation mode. The 1s and 2s states were taken above the Fermi level, while 15 wave packets describing continuum states were taken into account. The width of the wave packets was taken as \( \Delta E = 0.2 \), such that the deepest lying hole state corresponds to the energy \( E_h = -3.9 \), or approximately \(-2\) MeV. The first column contains the unperturbed particle-hole energies, while the second one lists the corresponding excitation energies with p-h correlations taken into account as resulting from the numerical solution of the Bethe-Salpeter equation for \( W(\omega) \). We have also solved the RPA eigenvalue equations in order to check the numerical computations. From Table I it can be seen that the shifts of the energies due to the p-h interaction are rather negligible. The largest relative difference between the free and correlated p-h excitation energies is smaller than 0.3%. It is worthwhile to remark that with increasing absolute value of the positron energy, the relative energy shifts decrease steadily. For the deepest lying negative-energy state the relative modification of the energy shift amounts only to about 0.03%. All unperturbed energies are shifted by less than 1 keV. This implies that there is no indication that one or more states of the interacting system are formed as a coherent superposition of many single-particle excitations, in which each excitation has about equal weight.

In order to achieve a better understanding of the typical collective behavior, we have also considered a schematic model [21]. Here all matrix elements are set ad hoc equal to a common value \( \beta \). As a major advantage all calculations can be carried out analytically.

In Fig. 12 we have depicted the determinant from Eq.

<table>
<thead>
<tr>
<th>( E_p - E_h )</th>
<th>( \omega )</th>
<th>( E_p - E_h )</th>
<th>( \omega )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.148</td>
<td>0.1485</td>
<td>2.3433</td>
<td>2.3444</td>
</tr>
<tr>
<td>0.343</td>
<td>0.3440</td>
<td>2.3453</td>
<td>2.3464</td>
</tr>
<tr>
<td>0.543</td>
<td>0.5442</td>
<td>2.5433</td>
<td>2.5463</td>
</tr>
<tr>
<td>0.743</td>
<td>0.7443</td>
<td>2.7433</td>
<td>2.7465</td>
</tr>
<tr>
<td>0.943</td>
<td>0.9443</td>
<td>2.9433</td>
<td>2.9465</td>
</tr>
<tr>
<td>1.143</td>
<td>1.1444</td>
<td>3.1444</td>
<td>3.1465</td>
</tr>
<tr>
<td>1.343</td>
<td>1.3444</td>
<td>3.3444</td>
<td>3.3465</td>
</tr>
<tr>
<td>1.543</td>
<td>1.5445</td>
<td>3.5445</td>
<td>3.5465</td>
</tr>
<tr>
<td>1.743</td>
<td>1.7445</td>
<td>3.7445</td>
<td>3.7465</td>
</tr>
<tr>
<td>1.945</td>
<td>1.9463</td>
<td>3.9445</td>
<td>3.9465</td>
</tr>
<tr>
<td>2.143</td>
<td>2.1444</td>
<td>4.1445</td>
<td>4.1467</td>
</tr>
<tr>
<td>2.145</td>
<td>2.1464</td>
<td>4.3445</td>
<td>4.3465</td>
</tr>
</tbody>
</table>

FIG. 12. The determinant from Eq. (58) as a function of the frequency \( \omega \) in the case of the schematic model. All interaction matrix elements are chosen to be (a) \( \beta = 0.01 \) and (b) \( \beta = 0.1 \), respectively.
(58) as a function of the frequency $\omega$ for this special case. We have considered only one particle state with energy $E_p = -0.957$ and six hole states with energies $E_h = -1.1, -1.15, -1.2, -1.25, -1.3, \text{ and } -1.35$, respectively. The intersections of the dashed vertical lines with the horizontal line passing through zero represent the positions of the unperturbed excitation energies $E_p - E_h$, while the intersections of the full lines with the same horizontal line provide the corresponding shifts which are a consequence of the $p$-$h$ interaction. These are exactly the roots of the secular equation (58). From Fig. 12(a), where we considered the situation with $\beta = 0.01$, it can be deduced that the different excitation energies are shifted by about the same amount of magnitude. This behavior is changed drastically in Fig. 12(b), where we fixed $\beta = 0.1$. It is evident that one particular level is pushed to a much higher energy than the other levels. The corresponding state displays a collective character, i.e., it carries contribution from all other single-particle excitations which are involved with practically equal weight in its formation. One can understand the existence of such a collective state in terms of the relative difference between the diagonal and off-diagonal matrix elements of the interaction matrix, since it is just the magnitude of the off-diagonal terms which is responsible for the amount of mixing of the different $p$-$h$ configurations. For our system under investigation the off-diagonal elements are about three orders of magnitude smaller than the diagonal elements, demonstrating that correlation effects are of minor importance for the QED vacuum.

At this point we would like to mention that in Refs. [22, 23] it has been suggested that QED may possess a new vacuum state which can be formed in heavy-ion collisions. Indeed, it has been demonstrated in Refs. [24, 25] that QED has a phase in which chiral symmetry is broken, provided the coupling constant $\alpha$ exceeds the critical value $\alpha_c \simeq \pi/3$. According to Ref. [26] the critical value of $\alpha$ depends on the electric charge number $Z$. Thus, we have also considered the possibility that collective states can be formed for a QED coupling constant which is greater than its value in the real world. The purpose of the discussion of this phase transition in the context of our work is solely to motivate our calculation of the QED vacuum. In Table II we present the energy shifts caused by the $p$-$h$ interaction for the two values of the coupling constant $\alpha = 0.1 < \alpha_c$ for $Z = 13$, and $\alpha = 1.11 > \alpha_c$ for $Z = 13$, respectively. These results demonstrate that except for the fact that all excitation energies are shifted by a larger amount, which is proportional to the modification of $\alpha$, the situation remains just the same as before, i.e., there is no indication concerning the existence of collective states.

In the remaining part of this section we would like to present our results concerning the dimensionless transition strengths $f_L$ with correlations. In order to check our numerical integration routines, first we computed electronic transition amplitudes of multipolarities $M1$, $M2$, and $E1$, respectively, which we have compared with previous work. The systems with charges $Z = 82, 145$, and 164 were considered, respectively. Our results agree within 15% with those presented in Ref. [27], where

<table>
<thead>
<tr>
<th>$E_p - E_h$</th>
<th>$\omega(\alpha = 0.1)$</th>
<th>$\omega(\alpha = 1.11)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.148</td>
<td>0.155</td>
<td>0.222</td>
</tr>
<tr>
<td>0.343</td>
<td>0.357</td>
<td>0.490</td>
</tr>
<tr>
<td>0.543</td>
<td>0.559</td>
<td>0.711</td>
</tr>
<tr>
<td>0.743</td>
<td>0.760</td>
<td>0.923</td>
</tr>
<tr>
<td>0.943</td>
<td>0.961</td>
<td>1.131</td>
</tr>
<tr>
<td>1.143</td>
<td>1.162</td>
<td>1.338</td>
</tr>
<tr>
<td>1.343</td>
<td>1.362</td>
<td>1.544</td>
</tr>
<tr>
<td>1.543</td>
<td>1.557</td>
<td>1.627</td>
</tr>
<tr>
<td>1.550</td>
<td>1.563</td>
<td>1.750</td>
</tr>
<tr>
<td>1.743</td>
<td>1.760</td>
<td>1.899</td>
</tr>
<tr>
<td>1.745</td>
<td>1.764</td>
<td>1.956</td>
</tr>
<tr>
<td>1.943</td>
<td>1.963</td>
<td>2.124</td>
</tr>
<tr>
<td>1.945</td>
<td>1.964</td>
<td>2.271</td>
</tr>
<tr>
<td>2.145</td>
<td>2.164</td>
<td>2.338</td>
</tr>
<tr>
<td>2.345</td>
<td>2.364</td>
<td>2.547</td>
</tr>
<tr>
<td>2.545</td>
<td>2.565</td>
<td>2.753</td>
</tr>
<tr>
<td>2.745</td>
<td>2.765</td>
<td>2.958</td>
</tr>
<tr>
<td>2.945</td>
<td>2.966</td>
<td>3.164</td>
</tr>
<tr>
<td>3.145</td>
<td>3.166</td>
<td>3.368</td>
</tr>
<tr>
<td>3.345</td>
<td>3.366</td>
<td>3.674</td>
</tr>
</tbody>
</table>

Our results agree within 15% with those presented in Ref. [27], where

<table>
<thead>
<tr>
<th>Transition ($M1$)</th>
<th>$f_1(m)$</th>
<th>$\bar{f}_1(m)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$s_1 \rightarrow 1s$</td>
<td>$2.682 \times 10^{-8}$</td>
<td>$2.633 \times 10^{-8}$</td>
</tr>
<tr>
<td>$s_2 \rightarrow 1s$</td>
<td>$5.511 \times 10^{-8}$</td>
<td>$5.475 \times 10^{-8}$</td>
</tr>
<tr>
<td>$s_3 \rightarrow 1s$</td>
<td>$3.057 \times 10^{-8}$</td>
<td>$2.633 \times 10^{-8}$</td>
</tr>
<tr>
<td>$s_4 \rightarrow 1s$</td>
<td>$8.154 \times 10^{-8}$</td>
<td>$8.084 \times 10^{-8}$</td>
</tr>
<tr>
<td>$s_5 \rightarrow 1s$</td>
<td>$1.584 \times 10^{-7}$</td>
<td>$1.573 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_6 \rightarrow 1s$</td>
<td>$2.475 \times 10^{-7}$</td>
<td>$2.462 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_7 \rightarrow 1s$</td>
<td>$3.448 \times 10^{-7}$</td>
<td>$3.440 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_8 \rightarrow 1s$</td>
<td>$4.512 \times 10^{-7}$</td>
<td>$4.539 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_9 \rightarrow 1s$</td>
<td>$5.538 \times 10^{-7}$</td>
<td>$5.552 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_{10} \rightarrow 1s$</td>
<td>$6.188 \times 10^{-7}$</td>
<td>$6.195 \times 10^{-7}$</td>
</tr>
<tr>
<td>$s_1 \rightarrow 2s$</td>
<td>$1.497 \times 10^{-6}$</td>
<td>$1.362 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_2 \rightarrow 2s$</td>
<td>$9.310 \times 10^{-6}$</td>
<td>$9.411 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_3 \rightarrow 2s$</td>
<td>$3.610 \times 10^{-6}$</td>
<td>$3.541 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_4 \rightarrow 2s$</td>
<td>$6.441 \times 10^{-6}$</td>
<td>$6.390 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_5 \rightarrow 2s$</td>
<td>$8.515 \times 10^{-6}$</td>
<td>$8.475 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_6 \rightarrow 2s$</td>
<td>$9.888 \times 10^{-6}$</td>
<td>$9.661 \times 10^{-6}$</td>
</tr>
<tr>
<td>$s_7 \rightarrow 2s$</td>
<td>$1.007 \times 10^{-5}$</td>
<td>$1.005 \times 10^{-5}$</td>
</tr>
<tr>
<td>$s_8 \rightarrow 2s$</td>
<td>$1.005 \times 10^{-5}$</td>
<td>$1.006 \times 10^{-5}$</td>
</tr>
<tr>
<td>$s_9 \rightarrow 2s$</td>
<td>$9.591 \times 10^{-5}$</td>
<td>$9.626 \times 10^{-5}$</td>
</tr>
<tr>
<td>$s_{10} \rightarrow 2s$</td>
<td>$8.411 \times 10^{-5}$</td>
<td>$9.211 \times 10^{-5}$</td>
</tr>
</tbody>
</table>
Dirac-Hartree-Fock wave functions have been utilized, in contrast to the Coulomb wave functions employed in this work.

In Table III we present dimensionless transition strengths for electronic transitions of multipolarity $M1$ from $s$ states below the Fermi level into the $1s$ and $2s$ bound states for $Z = 169$, respectively. The first column contains the specific transition, while in the second and third columns we list our results for the quantities $f_L(m)$ (bare strengths) and $f_L(m)$ (with the inclusion of correlations) from Eqs. (52), (54), and (55), respectively. It can be concluded from this table that the $p$-$h$ interaction has only a minor influence on the bare transition strengths. The relative difference between $f_L(m)$ and $f_L(m)$ does not exceed 10%, and in most cases is of the order 1%. Consequently, these results support our conclusion concerning the minor importance of correlations in the QED vacuum of superheavy quasimodes.

VI. CONCLUSIONS

As a major objective of our investigation we examined the possibility that the QED ground state in the field of a large charge possesses collective excitation modes, which would be similar to those encountered in various many-particle systems. The Green’s function technique has proven to be a powerful tool for the exploration of collective effects in interacting many-body systems with a wide range of applicability. Our treatment incorporates the same physical ingredients as the standard random-phase approximation.

From the results presented in the preceding section we deduce that the $p$-$h$ correlations display only a minor effect on the electron-positron excitation energies in the field of a superheavy nucleus. The shifts of the energies do not exceed 1 keV and the relative difference between the energies of the free and interacting $p$-$h$ configurations is smaller than 0.5%. We found no indication for the existence of collective excited states. Our results concerning the transition strengths with and without the inclusion of the $p$-$h$ interaction clearly support this conclusion. They provide a direct measure for the amount of mixing of the involved configurations, which was also found to be small.

The application of the RPA to the infinite electron gas and to nuclei yields collective states, i.e., states that represent coherent superpositions of many single-particle excitations with each excitation having about equal weight. This behavior is determined by the relative difference between the diagonal and off-diagonal elements which are involved in these systems. The unperturbed spectrum of a nucleus consists of a group of states which are closely spaced. Since correlations are rather important, strong mixing occurs with the consequence that collective states are formed. However, the excitation spectrum of the system we have investigated, i.e., the Dirac vacuum in the presence of a strong Coulomb field, is spread over the entire energy range, whereas the nuclear energy spectrum is bunched. Consequently, the existence of collective excitation modes in the QED vacuum is, a priori, much less likely, and our calculation actually verifies this hypothesis.
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