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Abstract

This study examines the urban heat island (UHI) of Brussels, for both current (2000–2009) and projected future (2060–2069) climate conditions, by employing very high resolution (250 m) modelling experiments, using the urban boundary layer climate model UrbClim. Meteorological parameters that are related to the intensity of the UHI are identified and it is investigated how these parameters and the magnitude of the UHI evolve for two plausible trajectories for future climate conditions. UHI intensity is found to be strongly correlated to the inversion strength in the lowest 100 m of the atmosphere. The results for the future scenarios indicate that the magnitude of the UHI is expected to decrease slightly due to global warming. This can be attributed to the increased incoming longwave radiation, caused by higher air temperature and humidity values. The presence of the UHI also has a significant impact on the frequency of extreme temperature events in the city area, both in present and future climates, and exacerbates the impact of climate change on the urban population as the amount of heat wave days in the city increases twice as fast as in the rural surroundings.

1. Introduction

The continuous growth of urban population has led to an increasing amount of interdisciplinary research focussing on urban climate and the effects of urbanization at different scales (Arnfield 2003). The most prominent phenomenon is the fact that urban areas are generally warmer than their rural surroundings, the so-called urban heat island (UHI). In particular, cities experience higher air temperatures than rural areas, with night-time temperature differences up to 10 °C under favourable conditions (Landsberg, 1981; Oke, 1997). The UHI is caused by the increased heat capacity of cities, anthropogenic heat sources and the imperviousness of urban surfaces which inhibit evaporative cooling (Oke et al., 1991; Masson, 2006; Lynn et al., 2009). Because of the UHI increment, cities are particularly vulnerable to heat waves, with higher heat-related excess mortalities (Gabriel and Endlicher, 2011; Dousset et al., 2010).

Several observational studies have indicated that the magnitude of the UHI is strongly influenced by meteorological conditions. Bornstein (1968) and Gedzelman et al. (2003) studied the UHI of New York City and found that it was most pronounced on calm, dry, clear nights during which a strong nocturnal inversion could form over the countryside. They found a strong correlation between the UHI and the cloud cover, wind speed, wind direction and surface temperature.
inversion. Similar results were obtained for the cities of Athens and Thessaloniki in Greece, which showed that the largest UHI values were reached during clear nights with low humidity and anticyclonic conditions (Kassomenos and Katsoulis, 2006; Giannaros and Melas, 2012). The development of a sea breeze had a negative effect on UHI values. Also in Seoul (South Korea), the magnitude of the UHI was found to relate to wind speed and cloud cover, with the weakest UHI development during precipitation days (Kim and Baik, 2005; Lee and Baik, 2010). There, the UHI was stronger during week days, due to extra anthropogenic heat releases.

During the last years, increasingly sophisticated urban parameterizations are used to improve the representation of urban surfaces in regional and global climate models, in order to understand urban climate and its interactions with climate change. This is highly relevant, since climate projections indicate that in the future, cities may become more often exposed to extreme heat stress (IPCC, 2012). A lot of these urban surface energy balance models are compared by Grimmond et al. (2010, 2011), who conclude that simple models can perform as well as complex ones, and parameter values need to be carefully chosen for each specific city.

Studies with global climate models coupled to urban surface schemes indicate that urban and rural areas respond similarly to climate change, hence keeping UHI values more or less constant, although the number of extreme hot nights increases stronger in the cities (Fischer et al., 2012; Oleson, 2012). However, because of the coarse resolution of global climate models, they may not capture mesoscale or local features and feedbacks, that are important for UHI development (Hamdi et al., 2013). It should also be mentioned that these results are for conditions where the urban areas are static, that is, urban extent and properties do not change in the future.

Therefore, regional climate models with increasingly high resolutions are used to downscale the global climate scenarios. McCarthy et al. (2012) applied a 25 km resolution to study the UHIs of several cities in the UK under an A1B scenario. They found that the UHIs remained constant but caused the number of heat waves to be twice as high in cities, and the number of extreme hot nights to be even five times higher. In a study on both urban expansion and climate change with a 2 km resolution mesoscale model, Argüeso et al. (2013) found a strong effect on nocturnal temperatures due to urbanisation, which enhanced the climate change signal at local scales in Sydney (Australia). In a model set-up that is more or less similar to the one in this study, Kusaka et al. (2012) used a model resolution of 3 km to simulate the summer month of August for 10 consecutive years in the present (2000–2009) and the future (2070–2079) in a study over the largest urban areas in Japan. They also reported constant UHI values under warmer future conditions.

But even a model resolution of a few km is not enough to resolve all urban-scale features, for which a horizontal spatial resolution of the order of a kilometre or even higher is required. At this resolution mesoscale models become exceedingly slow because of numerical stability constraints, i.e. shorter time steps are required, so long model integrations are difficult to achieve. A method is proposed by Lemonsu et al. (2013) that projects the global climate at the regional scale with dynamical and statistical techniques, and then simulates the local scale with an offline urban model with a resolution of 1 km. They reported a decrease of the UHI of Paris by the end of the century under A1B and A2 scenarios due to a stronger increase in rural temperatures caused by soil dryness in summer. The same effect is found by Hamdi et al. (2013) in their study of the Brussels UHI, in which they applied a more sophisticated method to achieve 1 km resolution results, involving an offline boundary layer scheme.

Our work builds on the research mentioned above by applying a horizontal model resolution of 250 m, that is unprecedented for this kind of study, in our dynamically downsampling experiment over Brussels (Belgium). This high resolution has an important added value when assessing the heat exposure of inhabitants of the city, or identifying areas where people are most at risk, for which a map with a resolution of several kilometres makes little sense. To achieve this, the urban boundary layer climate model UrbClim (De Ridder et al., 2015) is used, which takes into account advection and feedback processes regarding air temperatures and humidity between the urban surface and the atmosphere, that cannot be included in studies with offline surface schemes. The goal of this study is to assess the current UHI of Brussels, define the meteorological parameters that play a role in its formation, and to investigate how these parameters and the magnitude of the UHI evolve for two plausible trajectories for future climate conditions: Representative Concentration Pathways (RCPs) 4.5 and 8.5.

The remainder of this paper is organized as follows. In Section 2, both the urban boundary layer climate model and the regional climate model, which provides the large-scale meteorological boundary data, are described. This section further provides an overview of all the input datasets and the experiment setups. Section 3 presents the results and discussions of this research, while conclusions are drawn in Section 4.

2. Numerical models and experiment setup

2.1. The UrbClim model

The model simulations in this study are performed with the urban boundary layer climate model UrbClim, designed to cover individual cities and their nearby surroundings at a very high spatial resolution (De Ridder et al., 2015). UrbClim consists of a land surface scheme containing simplified urban physics, coupled to a 3-D atmospheric boundary layer module. The latter is tied to synoptic-scale meteorological fields through the lateral and top boundary conditions, to ensure that the synoptic forcing is properly taken into account. The land surface scheme is based on the soil–vegetation–atmosphere transfer scheme of De Ridder and Schayes (1997), but is extended to account for urban surface physics. This urbanisation is
accomplished in a rather simple way, by representing the urban surface as a rough impermeable slab, with appropriate values for the albedo, emissivity, thermal conductivity and volumetric heat capacity. The main feature of the extension of the scheme is the inclusion of a parameterization of the inverse Stanton number, which is known to be much higher in urban areas (Kanda et al., 2007; De Ridder et al., 2012).

While most other recent urban surface exchange models (e.g. Ikeda and Kusaka, 2010; Masson, 2000; Oleson et al., 2008) provide some canopy level detail, by decomposing the urban fabric into roof, wall and road facets, we have chosen to establish UrbClim on the simpler inverse Stanton number (bulk) approach, for several reasons. For one, urban canopy models need to specify transfer coefficients between the building facets and the canopy air. Many models, also recent ones, rely on fairly ancient parameterizations, e.g., by Jürges (1924) (used in, e.g., Ikeda and Kusaka, 2010), or Rowley et al. (1930) (used in, e.g., Masson, 2000; Oleson et al., 2008). Whereas these wall transfer coefficients were established by means of scale experiments, the Stanton-based heat transfer coefficients in UrbClim are obtained from a series of real-world experiments that we conducted on actual cities, using remotely sensed surface thermal infrared temperature (De Ridder, 2006; De Ridder et al., 2008; De Ridder et al., 2012). While doing so entails disregarding certain physical processes occurring within the urban canopy, our approach is based on observations from actual urban areas, rather than that it has to rely on scale model experiments. Moreover, it has been shown that the use of the inverse Stanton number framework is consistent with Monin–Obukhov similarity theory (Kanda et al., 2007).

The land surface scheme in UrbClim takes part of its input variables (wind speed, temperature and specific humidity close to the surface) from values simulated in the atmospheric boundary layer model, a basic 3-D model of the lower atmosphere, extending to a height of a few kilometres. This model is represented by conservation equations for horizontal momentum (considering zonal and meridional wind speed components u and v, respectively), potential temperature, specific humidity, and mass (involving the vertical wind speed component w). Pressure fields are not calculated internally, but prescribed from a large-scale host model from which UrbClim receives its boundary conditions, hence only the synoptic-scale pressure gradient is accounted for. By doing so we avoid the complexities associated with a full mesoscale meteorological model. More importantly, it allows the use of much longer time increments in the numerical solver, and a lower model top (since no absorbing layer is required to damp gravity waves), which makes the model much faster. The specification from the large-scale driving model of the lateral and top boundary conditions, the synoptic-scale pressure gradient, and the downwelling radiation and precipitation fluxes – required by the land surface scheme – allows to account for the effect of synoptic weather on local climate, and defines the nesting of our urban boundary layer climate model within the large-scale host model. By doing so, UrbClim ignores the possible impact and feedback effect resulting from the spatial variability of the downwelling longwave radiation, which is addressed in Appendix A.

Terrain elevation data are taken from the GMTED2010 Dataset (Danielson and Gesch, 2011), which has a global coverage and is freely available. The spatial distribution of land cover types, needed for the specification of required land surface parameters, is taken from the CORINE land cover data for Europe (European Commission 1994). The percentage urban land cover is specified using the Urban Soil Sealing raster data files distributed by the European Environment Agency. Maps of vegetation cover fraction are obtained from the Normalized Difference Vegetation Index (NDVI) acquired by the MODIS instrument on-board the TERRA satellite platform. Vegetation cover fraction is specified as a function of the NDVI using a linear relationship proposed by Gutman and Ignatov (1998), and then interpolated to the model grid. Model grid cells featuring exclusively non-urban land use types are divided into vegetation and bare soil (the complementary fraction). In the case of grid cells containing urban land use, the urban fraction as derived from the Soil Sealing data takes precedence over the NDVI-based fractional vegetation cover data in case both sum to over 100%. In case they sum to less than that, the remaining fraction is assigned to bare soil. Note that even though the parameter space is fixed for each land cover type in the model, spatial heterogeneity is assured by the spatial variability of the soil sealing and vegetation cover fractions of a grid cell, which define the effective roughness length of a grid cell through the inverse Stanton number framework.

Each of the surface types within a grid cell has its own energy balance and corresponding temperature, although the model employs aggregated values for both the aerodynamic and the thermal roughness length parameters. The reason for doing so is that we do consider model applications with spatial resolutions of the order of a few hundred metres, and it is fair to assume that on this scale turbulent intensities, as represented by the aerodynamic resistances, are fairly homogenous. The urban surface cover has an associated very low thermal roughness length which strongly inhibits the turbulent transfer of heat from the urban substrate to the atmosphere, so that a relatively large share of the available radiant surface energy flux is converted to storage heat rather than to turbulent sensible heating of the atmosphere. This, together with the typically high values of thermal inertia of urban materials, leads to the large storage heat flux values typically observed (or estimated as a residual of the surface energy balance) over urban areas (Piringer et al., 2007).

The urban substrate is represented as a massive slab, which is discretised in six vertical layers, and its specific volumetric heat capacity (2 × 10⁶ J m⁻³ K⁻¹) and thermal conductivity (2 W m⁻¹ K⁻¹) values are in line with values found in the literature for urban areas (see, e.g., Oke, 2002; Pielke, 2002). Evaporation from the urban surface is included by implementing a fractional surface wetness parameter, which accounts for the amount of water stored on the urban substrate, calculated as the difference between precipitation on the urban fraction and evaporation of the stored water. The maximal fraction of wet surface is set as 0.14, with a maximum storage capacity of 1.17 kg m⁻². Both parameters have been estimated recently by Wouters et al. (2015). The evolution of the temperature profile in the soil is calculated using the same heat diffusion equations as those used for the urban slab. The main difference is that, for soil, the volumetric heat capacity and thermal conductivity are functions of soil moisture content, as in De Ridder and Schayes (1997). Water transport in the soil is described by...
means of Richards' equation (Garratt, 1992), accounting for infiltration of rain water in the soil and the uptake of soil water by plant roots. The reader is referred to De Ridder and Schayes (1997) for more details.

2.2. The COSMO–CLM model

The regional climate model COSMO–CLM is the product of a joint effort from the Consortium for Small-scale Modelling (COSMO) and the Climate Limited-area Modelling Community (CLM-Community). These two groups, encompassing national weather services and climate research centres, maintain a common model for both operational weather prediction and regional climate simulations. A detailed description and full documentation of the model is provided by Doms (2011). COSMO–CLM is a non-hydrostatic model that allows applications on a wide range of spatial scales. In this study, we use COSMO–CLM version 4.8. This model version, along with earlier versions, has been extensively evaluated by e.g. Jaeger et al. (2008), Meissner et al. (2009) and Dobler and Ahrens (2011).

Land surface processes are parameterized through the soil module TERRA_ML (Grasselt et al., 2008). The module requires input datasets specifying land surface characteristics, such as land cover, vegetation parameters and soil texture. The Global Land Cover map for the year 2000 (GLC2000), developed by the Joint Research Centre of the European Commission (Bartholomé and Belward, 2005), is used to determine vegetation parameters such as Leaf Area Index (LAI) and root depth. Soil texture is derived from the Food and Agriculture Organization of the United Nations Digital Soil Map of the World (FAO, 1998).

The COSMO–CLM model uses a rotated spherical coordinate system to define the horizontal model grid, while the vertical grid is defined by a terrain following pressure-based hybrid coordinate system. In all simulations, 40 vertical levels are employed with a grid spacing of 25 m near the surface, increasing to 1 km near the upper model boundary, located at 25 km altitude.

2.3. Experiment setup

In order to assess the current UHI of Brussels and to evaluate the performance of UrbClim, the model is applied to simulate a 10-year reference period (2000–2009) for the wider urban agglomeration of Brussels (the ERA-INT simulation), directly driven with meteorological data from the ERA-Interim reanalysis of the European Centre for Medium-range Weather Forecasting (ECMWF), as was the setup in previous validation experiments (De Ridder et al., 2015). The domain is configured with 121 \times 121 grid cells in the horizontal direction, using a spatial resolution of 250 m. Fig. 1 shows the extent of the UrbClim model domain, the land use in the domain and the location of 3 measurement stations, which are used for model validation. In the vertical direction, 20 levels are specified, with the first level 10 m above the displacement height, the resolution smoothly decreasing upward to 250 m at the model top located at 3 km height. This vertical discretisation closely matches that of the ECMWF host model.

To assess the evolution of Brussels’ UHI under plausible future climate conditions, results from the global climate model EC-Earth (Hazeleger et al., 2010; Hazeleger et al., 2012) are dynamically downscaled with COSMO–CLM and UrbClim. The outer COSMO–CLM model domain has a grid spacing of 25 km and a domain size of 100 \times 100 grid points. Within this domain, a smaller domain with a resolution of 7 km is nested covering 150 \times 150 grid points. The smallest domain for this study has a horizontal resolution of 3 km and covers 200 \times 200 grid points. This large amount of grid cells is needed as the
convective parameterization of COSMO–CLM is turned off at this high resolution, and the model needs a large enough model domain to develop the resolved convection. The COSMO–CLM simulations are performed using one-way grid nesting. The COSMO–CLM setup that is used in this study is in more detail described and evaluated by Brisson et al. (2015).

The model chain described above is applied to simulate a 10-year reference period (2000–2009) (the REF simulation), driven with meteorological data from the base run of the global climate model EC-Earth. Secondly, a 10-year period in the future (2060–2069) is simulated, driven with EC-Earth model results for the Intergovernmental Panel on Climate Change (IPCC) RCP4.5 and RCP8.5 (Van Vuuren et al., 2011), two of the RCPs used in the climate simulations of the Coupled Model Intercomparison Project (CMIP5).

In order to assess the capacity of the COSMO–CLM driven reference (REF) simulation to reproduce the current UHI conditions, a comparison is made of the 10-year (2000–2009) statistics of the UHI of Brussels in Section 3.3. Since the EC-Earth–COSMO–CLM simulations target a climate realisation and not an actual reconstruction of the weather patterns, it is not possible to validate the modelled time series directly by comparison to observations. However, if we remove the year-to-year variability by taking the 10-year statistics for the present day period, the values should be comparable to the ERA-Interim driven simulations.

This study focusses on the summer months (June, July and August), since this is the period when the highest temperature events and strongest UHIs occur over Belgium (Van Weverberg et al., 2008). Each year, the simulations with UrbClim are initialized on 1 April at 0000 LT, resulting in a two-month spin-up before the start of the analysis on 1 June each summer, in order to ensure model equilibrium between external forcing and internal dynamics, especially in terms of soil variables. Initial soil temperature and soil moisture data are taken from the ERA-Interim reanalysis or the COSMO–CLM model, respectively.

### 3. Results and discussion

#### 3.1. Model evaluation

The UrbClim model has already been successfully validated regarding its energy fluxes, 2 m air temperatures and urban–rural temperature differences for the cities of Antwerp, Ghent (Belgium) and Toulouse (France) in Lauwaet et al. (2015) and De Ridder et al. (2015). Also the land surface temperatures in the UrbClim land surface scheme, the main focus of the present study, have already been validated in the past with satellite data. In De Ridder (2006), the urban parameterization is tested for the city of Paris, and the simulated land surface temperatures compare favourably to observed values obtained from thermal infrared satellite imagery. Afterwards, the land surface scheme was coupled to a mesoscale atmospheric model and applied to both Paris and the German Ruhr area, again yielding good comparisons between simulated and observed land surface temperatures from thermal infrared satellite imagery (De Ridder et al., 2008, 2012).

Regarding the Brussels domain used in this study, we were able to obtain hourly 2 m temperature measurement data for a location inside the densely built-up city centre (Molenbeek, 50.850N, 4.333E) from the Brussels Institute of Environment (IBGE-BIM). Unfortunately, only data for the summer period of 2008 are available. Furthermore, data from a semi–urban station (Ukkel, 50.797N, 4.357E) and a rural station (Zaventem, 50.900N 4.531E) were gathered from the database of the National Climatic Data Centre (NCDC). These data are available for the full 10-year period (2000–2009). The error statistics of the UrbClim model for hourly 2 m air temperatures at all three locations during the summer (JJA) of 2008 are shown in Table 1. Clearly, the overall performance of the model is good, with a bias below 1 °C, root mean square errors just above 1 °C, and correlation coefficients of 0.94.

However, even more important is the model’s ability to reproduce observed urban–rural temperature differences. Clearly, this quantity is much harder to correctly reproduce, as it arises as a rather small difference of two values exhibiting a comparatively large diurnal amplitude. Nevertheless, the time series and error statistics show a fair agreement between the simulated and observed temperature differences during the summer of 2008, with a small positive bias of less than 0.5 °C, a root mean square error in the order of 1 °C and a correlation coefficient over 0.6 (Fig. 2).

Since our analysis of the UHI of Brussels will focus on the night time UHI at 0000 LT, we want to assess this value for a long time period. Only data for the stations of Ukkel and Zaventem are available for the full 2000–2009 period, so the temperature difference between both stations is plotted in Fig. 3. The UHI signal between these stations is rather small, which makes it harder to reproduce. Although there is a considerable spread in the results, the model is able to reproduce the

<table>
<thead>
<tr>
<th></th>
<th>BIAS (°C)</th>
<th>RMSE (°C)</th>
<th>CORR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Molenbeek</td>
<td>0.76</td>
<td>1.32</td>
<td>0.94</td>
</tr>
<tr>
<td>Ukkel</td>
<td>0.36</td>
<td>1.34</td>
<td>0.94</td>
</tr>
<tr>
<td>Zaventem</td>
<td>0.35</td>
<td>1.40</td>
<td>0.93</td>
</tr>
</tbody>
</table>
10-year series almost without a mean bias, a root mean square error around 1 °C and a correlation coefficient of 0.53. Overall, the UrbClim model performs satisfactorily and seems well suited to address the research questions in this study.

3.2. Present climate UHI

In this study, we focus on the night time UHI of Brussels at 0000 LT, since this is the time of day that the UHI is the strongest (both in the model and in the observations) and has the biggest potential impact on human health, because the warmer urban night-time temperatures limit the recuperation of city inhabitants from heat stress during daytime (Changnon et al., 1996). The UHI intensity is calculated as the difference between the 90th and 10th percentile of the temperatures of the entire UrbClim domain at 0000 LT, in order to obtain a relatively general value of UHI intensity for the whole of Brussels, without taking only the extreme locations into account. Calculated this way, the mean UHI intensity of Brussels over all summer periods during 2000–2009 from the ERA-Interim driven simulations amounts to 3.15 °C. This is slightly higher than the value of 2.54 °C, reported by Hamdi et al. (2013) for the period 1961–1990 in their modelling study. However, their value is based on the minimum temperatures during the night, which occur just before morning when the UHI effect is already over

**Fig. 2.** Time series of 2 m air temperature differences (ΔT) between the urban station and the two other stations for the period June–August 2008. Observations are in black, model results in red. The quantities given are the bias, root mean square error (RMSE), and correlation coefficient (CORR). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

**Fig. 3.** Comparison of modelled and observed 2 m air temperature differences at midnight (0000 LT) between the stations of Ukkel and Zaventem for the summer periods (June–August) of 2000–2009.
its maximum. The difference also can partly be attributed to the higher model resolution in this study, which lead to more homogeneous land cover and vegetation properties of the model grid cells, resulting in a more realistic micrometeorology replication and more extreme temperature values.

Fig. 4 shows the relationships between the daily night-time UHI values from the ERA-Interim driven simulations and several meteorological parameters that are expected to play a role in the formation and intensity of the UHI. As was the case in several observational studies (e.g. Giannaros and Melas, 2012; Kim and Baik, 2005), UHI intensity is found to be negatively correlated to the wind speed. Also positive correlations with incoming shortwave radiation (a measure for cloud cover), surface pressure and daily maximum temperatures are found, as well as negative correlations with soil water (a measure for recent precipitation) and incoming longwave radiation. By far the strongest correlation (0.66) is found for the inversion strength in the lowest 100 m of the atmosphere. When taking a larger part of the temperature profile into account (1000 m), the correlation decreases strongly to 0.27. A similar correlation with surface inversion strength is reported by Gedzelman et al. (2003) for the city of New York, although they limited their data to only cases when the inversion height was less than 300 m to reach equally high correlation values (0.69). In New York, strong sea breezes were found to be destroying the nocturnal inversion during large parts of the year, something that is not happening in an inland city such as Brussels.

In Fig. 5, the influence of the wind direction on the strength of the UHI is explored. Clearly, wind direction has a profound influence on the magnitude of Brussels’ UHI. In cases where there is an easterly wind component, which happens only 25% of the time, the UHI reaches mean values around 4 °C. This corresponds in Belgium with an advection of land born air masses,
resulting in mainly dry and cloud free conditions with light winds during which a strong nocturnal inversion can form. In case of westerly wind conditions on the other hand, which are dominant in Belgium, the smallest mean UHI intensities are produced. When the wind has a westerly component, it comes from over the North Sea, bringing moist air, clouds and rainfall inland, which leads to conditions least favourable for the development of the UHI.

3.3. Comparison between ERA-INT and REF

Overall, the mean UHI intensity of the REF simulation is 3.22°C, slightly higher than the value of the ERA-Interim driven simulation. The right-hand panel of Fig. 5 shows that the wind dependency of the UHI is reproduced although the difference between the easterly and westerly components is smaller. Furthermore, the wind pattern is slightly different in the REF simulation: there is an increase (+60%) in the amount of days with northerly winds, whereas there is a decrease (−25%) in days with winds coming from the South, Southwest and West. When exploring the differences between both simulations, it is found that the amount of cloud cover is overestimated by COSMO–CLM, which leads to fewer formations of a very strong UHI, especially on days with easterly winds. On the other hand, the higher resolution and more detailed turbulence calculation of COSMO–CLM results in generally stronger inversions during the night, which explains the overall higher UHI values.

All in all, these differences have little effect on the resulting distribution of the UHI intensities over the 2000–2009 period (Fig. 6). There are fewer very weak and very strong UHI intensities in the REF simulation, and there is a small shift towards higher intensities, but overall the histograms are comparable. We can thus conclude that the REF simulation reproduces the current UHI conditions satisfactorily, making it an effective base case to compare the future climate simulations against.

3.4. Future climate UHI

The impact of two plausible trajectories for future climate conditions, RCPs 4.5 and 8.5, on the UHI of Brussels and related meteorological parameters is shown in Table 2. The RCP4.5 and RCP8.5 simulations span the period 2060–2069. Clearly, the UHI of Brussels is not increasing in response to greenhouse-gas induced climate change, with 10-year mean values changing not significantly (at a <1% level) in RCP4.5 and even decreasing slightly in RCP8.5. Interestingly, most related meteorological parameters do show changes that should benefit UHI formation (temperature, maximum temperature and wind speed) or do not change significantly (inversion strengths, rainfall and soil moisture). Only the radiation parameters show significant changes that have a negative effect on UHI formation. Whereas the changes in incoming solar radiation are not in line with the changes in the UHI, the slightly increasing incoming longwave radiation is found to play an important role.

The increase in incoming longwave radiation in RCP8.5 is caused by higher air temperature and humidity values, since no significant changes in the night-time cloudiness were found. Indeed, when we use the overall temperature and humidity values from the reference and RCP8.5 simulations, we can calculate the expected changes in downward longwave radiation by applying the equation of Brutsaert (1975), which results in a difference of 11.6 W m⁻² between both simulations (314.5 and 326.1 W m⁻² respectively) that is clearly in line with the values in Table 2.

To explain the slight reduction of UHI intensities in the future scenarios, we have performed an additional analysis on the role of the extra longwave radiation. It has been reported before by Oleson et al. (2011) that increased incoming longwave radiation warms rural areas more than urban areas at night due to the different storage capacities of the urban and rural
areas. The same effect is found to play a role in the offline simulations of Hamdi et al. (2013), although they don’t see the effect in their online simulations. To isolate the impact of added longwave radiation, a case study is set up for the night from the 4th to the 5th of July 2008, during which a strong UHI formed (Day 187 in Fig. 2). These two days are simulated again, driven with ERA-Interim data, but with an addition of 12 W m\(^{-2}\) to the incoming longwave radiation in the input data, the mean difference between the RCP8.5 and REF scenario (Table 2).

Fig. 7 presents the resulting potential temperature profiles for a rural and urban location at 0000 LT. The extra longwave radiation heats the surface in both the urban and rural locations, resulting in an additional sensible heat flux that warms the overlying air. In the urban location, the temperature profile is more or less neutral and the additional sensible heat flux has a small but noticeable effect, spread over the lowest 400 m of the profile, only slightly warming the part of the profile closest to the surface. In the rural location, a strong inversion has formed and here the sensible heat flux induced by the extra longwave radiation can only affect the lowest few metres of the profile, so the effect on the 2 m temperature (+0.35 °C) is much higher than in the urban location (+0.05 °C). The resulting UHI intensity is thus reduced by 0.3 °C. This mechanism can

![Histogram of UHI intensities in Brussels for both the ERA-INT and REF experiments over all summer periods (June–August) during 2000–2009.](image)

**Table 2**
Overview of the 10-year mean values (REF: 2000–2009; RCP4.5 and RCP8.5: 2060–2069) over all summer periods (June–August) for the UHI of Brussels and related meteorological variables for the reference and future climate simulations. Significant differences from the REF simulation (at \(\sigma < 1\)% level) are indicated in bold.

<table>
<thead>
<tr>
<th>Variable</th>
<th>REF</th>
<th>RCP4.5</th>
<th>RCP8.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>UHI (°C)</td>
<td>3.22</td>
<td>3.20</td>
<td>3.08</td>
</tr>
<tr>
<td>Temperature (°C)</td>
<td>17.4</td>
<td>18.3</td>
<td>18.9</td>
</tr>
<tr>
<td>Daily max temperature (°C)</td>
<td>21.6</td>
<td>22.5</td>
<td>23.2</td>
</tr>
<tr>
<td>100 m inversion strength (°C)</td>
<td>0.01</td>
<td>~0.07</td>
<td>0.08</td>
</tr>
<tr>
<td>Wind speed (m s(^{-1}))</td>
<td>2.55</td>
<td>2.21</td>
<td>2.17</td>
</tr>
<tr>
<td>Rainfall per summer (mm)</td>
<td>180</td>
<td>181</td>
<td>178</td>
</tr>
<tr>
<td>Volumetric water content topsoil (%)</td>
<td>0.28</td>
<td>0.29</td>
<td>0.28</td>
</tr>
<tr>
<td>Mean daily shortwave radiation (W m(^{-2}))</td>
<td>220</td>
<td>201</td>
<td>210</td>
</tr>
<tr>
<td>Longwave radiation (W m(^{-2}))</td>
<td>330</td>
<td>333</td>
<td>342</td>
</tr>
</tbody>
</table>
explain why we see a slight decrease in the overall UHI intensities in the RCP scenarios whereas other meteorological variables support an at least equally strong UHI.

Overall, these results are in line with previous reported research on this topic. Fischer et al. (2012) and Oleson (2012) studied the effect of several greenhouse gas scenarios on UHI intensities by the end of the century on a global scale, and
found little changes in the UHI values as the urban and rural areas showed a similar warming trend. McCarthy et al. (2012) also obtained rather constant, although not static, UHI values for the cities in the United Kingdom under climate change conditions in their regional climate model simulations. Applying a much higher spatial resolution, Lemonsu et al. (2013) and Hamdi et al. (2013) reported a relatively strong decrease in the night-time UHI intensities of Paris (−1 °C) and Brussels (−0.36 °C), respectively. They could attribute these changes to a large reduction of the summer rainfall amounts by the end of the century in their simulations, strongly diminishing the evaporation from vegetation and soils in the rural areas, which gives rise to higher rural temperatures and hence a smaller UHI. In our simulations, this is clearly not the case since in both RCP scenarios the rainfall amounts remain at present-day levels.

To frame the results of this study even more into the general climate change context, an analysis is performed regarding the projected climate change signal for Brussels, using all available members from the CMIP5 multi-model ensemble (Taylor et al., 2012). Fig. 8 shows histograms of the projected summer temperature and precipitation changes between 2005 and 2065 for the RCP4.5 and RCP8.5 scenario, comparing them to the values of our simulations. There is a considerable spread in the results of the multi-model ensemble, although the main trends are clearly visible: a warming around 1.5 °C and more or less constant precipitation values for RCP4.5, and a strong warming around 2.5 °C with slightly less summer precipitation for RCP8.5. Our results are close to the multi-model mean values, albeit a little colder and wetter. The projections of this study are thus in line with the global reference dataset.

Fig. 9. Maps of the number of Heat Wave Days per summer (June–August) for all 10-year simulations.
3.5. Effect on heat wave days

Although the magnitude of Brussels’ UHI is not expected to change a lot in the (near) future, the presence of the urban heat island does have an impact on extreme temperatures, especially during the night, which are expected to occur more frequently in the future. This has important consequences for human health, since consecutive hot nights during which people cannot recuperate from extreme daytime temperatures may be most detrimental to the health of city inhabitants (Karl and Knight, 1997). With regard to human health and exposure mapping, the high spatial resolution of UrbClim provides much added value. A resolution of 250 m is considerably finer than what is customarily used in climate modelling studies over cities, which generally employ resolutions of around 1 km or coarser. In this context, it should be noted that Sobrino et al. (2012), based on the analysis of aerial thermal-infrared imagery over Madrid, concluded that a spatial resolution of the order of a few hundred metres resolves the detail at the city neighbourhood scale much better than a 1 km resolution. De Ridder et al. (2014) found that exposure, in their case to NO₂ concentrations over Brussels, decreased by 38% when degrading the resolution of their model several times by a factor of 4.

In the literature, a large number of definitions for extreme heat events exists, which all share some common properties (Smith et al., 2013). Since health effects become especially severe during prolonged periods of hot weather, most definitions consider multiple consecutive days of extreme weather. Mostly, the definitions also deal with minimum and maximum temperatures, since lack of cooling during the night is an important factor in health effects related to heat stress. Finally, definitions generally make use of statistically determined thresholds. In this study, we opted to apply the definition from the Federal Agency for Public Health in Belgium, which defines a Heat Wave Day (HWD) as a day that both the 3-day moving average minimal and maximal temperatures exceed a threshold value, listed as 18.2 °C and 29.6 °C, respectively. These values correspond to the 98th percentiles of the summer (JJA) temperatures in the observational station of Ukkel, the national reference station.

Fig. 9 shows the annual amount of HWDs for all 10-year simulations in this study. Clearly, in present day conditions, due to the UHI effect the city inhabitants experience 2–3 times as many Heat Wave Days as people living in the countryside. For the RCP4.5 simulation, the map looks fairly similar to the present day maps, as the changes in the temperatures apparently are too weak to trigger more extreme heat events, partly a consequence of using rigid thresholds. For the RCP8.5 simulation, where the temperature changes are larger, there is a strong increase in the number of HWDs in the city centre. Also the area where more than 4 HWDs per year occur, the maximum amount for present day conditions, is expanding by a factor around 5. In the rural areas, the increase is limited to 1–2 HWDs. Thus, although the UHI effect itself is slightly decreasing in this scenario, the future risk of extreme heat events in the city area is compounded by its presence. Similar results are found by McCarthy et al. (2012), Oleson (2012) and Hamdi et al. (2013), although in their studies the impact of the UHI on extreme events is even larger, as they investigated climate scenarios at the end of the 21st century, where the temperature changes are more drastic than in our scenarios.

4. Conclusions

In this paper, the current urban heat island of Brussels and the meteorological parameters that play a role in its formation were assessed with the urban boundary layer climate model UrbClim, at an unprecedented horizontal resolution of 250 m. Furthermore, the evolution of the UHI for two plausible trajectories for future climate conditions (RCP4.5 and RCP8.5) were investigated. The UrbClim model takes into account advection and feedback processes between the urban surface and the atmosphere, that cannot be included in studies with offline surface schemes. For the experiments considered here, UrbClim was driven with meteorological input from either the ERA-Interim reanalysis of ECMWF or the regional climate model COSMO–CLM, for which large-scale boundary conditions were obtained from the global climate model EC-Earth.

The model was able to reproduce the observed differences in time series of air temperatures from different stations, with very small positive biases, root mean square errors around 1 °C and correlation coefficients up to 0.7. Overall, the mean night-time (0000 LT) UHI of Brussels amounted to 3.15 °C for the 2000–2009 reference period. UHI intensity was found to be most strongly correlated to the inversion strength in the lowest 100 m of the atmosphere ($R^2$ of 0.66). Furthermore, strong positive correlations to incoming shortwave radiation (a measure for cloud cover), surface pressure and daily maximum temperatures were found, as well as negative correlations with wind speeds, soil water (a measure for recent precipitation) and incoming longwave radiation. A deeper analysis revealed a that easterly winds lead to stronger UHIs.

The results for the future scenarios showed that the UHI of Brussels is not expected to increase, as the 10-year mean values did not change or decreased slightly for the applied scenarios, even though most meteorological parameters showed changes that should benefit UHI formation. An additional case study in which the role of increased incoming longwave radiation was investigated, demonstrated its diversifying effect on rural and urban temperature profiles, decreasing the UHI effect. This mechanism could explain the previously mentioned decreasing UHI values in the future simulations, and is supported by related research studies. An analysis of extreme heat events, defined in this study as Heat Wave Days, confirmed the findings of several previous papers on this topic that even though the UHI itself is not increasing, in the urban region the risk of extreme heat events, which are expected to increase in response to climate change, is compounded by its presence.

Note that our simulations do not account for potential future urban growth, an effect that typically increases the urban–rural contrasts. Also, we use the results of only two RCP scenarios, calculated with one global climate model, coupled to one
regional climate model, so we cannot estimate the resulting uncertainty with respect to alternative climate change scenarios or global/regional climate models. Given these limitations and substantial uncertainties, the results presented here are not suited for local risk assessment but should rather provide a coherent picture of potential heat stress changes in the city area due to increasing greenhouse-gas emissions and resulting warming. Our results emphasize the need to focus on the unique aspects of urban climate in order to design well-informed adaptation strategies in urban areas.
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Appendix A. Longwave radiation feedback

The UrbClim model specifies downwelling radiation from output fields generated by the host model, which are interpolated to the centre of the UrbClim domain, and applied uniformly over the latter. By doing so, we ignore the spatial variability that occurs in the downwelling longwave radiation, which is itself a consequence of the horizontal variability of the vertical temperature profiles. In particular, air temperature being more elevated over cities, especially at night, one would expect a higher downwelling longwave radiation at the surface.

To assess the magnitude of this effect, we analysed downwelling longwave radiation as a function of near surface air temperature, using a simple but widely used parameterization (see, e.g., Sedlar and Hock, 2009), given by

\[ R_l \approx \varepsilon_a \sigma T_a^4, \]

with \( R_l \) the downwelling longwave radiation at the surface, \( \varepsilon_a \) the atmospheric emissivity, \( \sigma \) the Stefan Boltzmann constant, and \( T_a \) the 2-m air temperature.

The above expression can be applied separately for urban and rural conditions. Assuming that atmospheric emissivity (which is generally parameterized as a function of humidity) is not too different between the urban and nearby rural location, we obtain

\[ R_{lu} \approx \varepsilon_a \sigma T_{au}^4, \]
\[ R_{lr} \approx \varepsilon_a \sigma T_{ar}^4, \]

the subscripts ‘u’ and ‘r’ denoting urban and rural values, respectively.

Now, putting \( T_{au} = T_{ar} + \Delta T \), and developing the difference in urban and rural downwelling longwave radiation \( R_{lu} - R_{lr} \) in a Taylor series to first order in \( \Delta T \), one finds

\[ R_{lu} \approx \left( 1 + \frac{4\Delta T}{T_{ar}} \right) R_{lr}. \]

This means that for a given urban–rural air temperature increment \( \Delta T \) (which in fact is the UHI intensity), taking the large-scale host model value for the downwelling longwave radiation (which presumably is representative of the rural rather than the urban value) induces an underestimation of the downwelling longwave radiation over the urban area by a factor of \( 4\Delta T/T \), which, for representative values of \( \Delta T \) and \( T \), amounts to maximum 4% of the downwelling radiation.

Given that the latter typically has a value of a few hundred W m\(^{-2}\), the resulting error on the urban downwelling longwave radiation is of the order of 10–15 W m\(^{-2}\). As demonstrated in the sensitivity analysis concerning the additional climate-change related downwelling longwave radiation (see Section 3.4), the impact of an extra longwave radiation input of this magnitude hardly affects the simulated near-surface temperature in the urban area.
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