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Abstract. It is shown that unifiability of terms in the simply typed lambda calculus with $\beta$ and $\eta$ rules becomes decidable if there is a bound on the number of bound variables and lambdas in a unifier in $\eta$-long $\beta$-normal form.

1 Introduction

First-order unification [BS94] is a fundamental operation in several areas of computer science, e.g., automated deduction, term rewriting, logic programming and type-checking. The generalization to higher-order unification increases the expressiveness, the applicability and improves the level of abstraction. This explains the interest in higher-order systems such as higher-order logics and higher-order deduction systems [And86, Pau94, GLM97, And01, Pfe01], higher-order (functional) programming languages [BMS86, Tur85, Pau91, Bar90, Bir98], higher-order logic programming languages [Mil91, HKMN95], higher-order rewriting [Nip91, Kl92, DJ90] and higher-order unification [Hue75, Dow01].

It is well-known that second-order unification — hence higher-order unification — is undecidable ([Go81, Far91, LV00a]). Higher-order unification procedures were already described by in [Hue75, JF76]. The undecidability results triggered research into restrictions to make unification decidable. A special syntactic restriction is the unification of higher-order patterns [Mil91], which is decidable. In [SS99a, SS01] it was shown that second-order unification becomes decidable if an upper bound on the number of occurrences of bound variables in the substitution terms is fixed, which has as a corollary the well-known result that second-order unification with monadic function symbols is decidable [Hue75, Zhe79, Far88]. The monadic restriction fails to yield a decidable unification problem, if generalized to all types. Restricting third-order unification to monadic types, i.e. every function has at most one argument, was shown to be undecidable in [Nar90]. A further restriction of second-order unification that restricts the number of bound variables in the substitution terms to be
one is context unification. The conjecture is that context unification is decidable. There are several results on decidability of fragments of context unification [Com98, SS94, SS99b, SSS00, Lev96] or variants of context unification [CP97].

In this paper we generalize the result on decidability of bounded second-order unification to higher-order unification in the simply typed lambda calculus with $\beta$ and $\eta$ rules [Bar84, HS86]. We show that solvability of unification problems is decidable if for any variable a bound on the number of lambda-binders and occurrences of bound variables in the image of the variable under a unifier is given. Here each image is assumed to be in $\eta$-expanded $\beta$-normal form.

The result implies that undecidability proofs for higher-order unification require an unbounded number of lambda-bound variables or lambdas in a unifier in $\eta$-expanded normal form. It can be used to define a semi-decision procedure for ordinary higher-order unification where we start with given bounds for the variables in the problem and increase the bounds as long as we have an unsolvable problem.

The proof technique uses a lemma on an upper bound for the exponent of periodicity for a minimal unifier for context unification from [SS89] which is a generalization of a lemma that appeared in the decidability proof of word unification by Makanin [Mak77]. An improvement of the latter result was given in [KP96]. This link to word unification ([Mak77, Sch90, Sch93, Gut98, Pfa99]) is not accidental. The relationship between word unification and bounded higher-order unification is indicated in Figure 1 where we also mention some other problems in order to position the results of this paper.
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**Fig. 1.** Decidable (+) and undecidable (-) unification problems and their relationship.

The problems mentioned in the figure can be divided into two classes. The class of “complete structural alignment problems” comprises word unification and context unification. The class of “functional equality problems” contains all other problems. The principal difference between both classes may be exemplified
using the equation 

\[ x a = x b. \]

When treating the equation as a complete structural alignment problem, as it is done in word unification, we ask for a word \( W \), representing the solution value for \( x \), such that the complete strings \( W a \) and \( W b \) are identical. Obviously, this is not possible and the equation is unsolvable. From the functional equality perspective, where the equation can be rewritten in the form \( x(a) = x(b) \), we ask for a function \( F \) such that \( F(a) = F(b) \). Assuming that the constant function \( \lambda x. a \) represents a possible value for \( x \), the equation has a trivial solution. More generally, in complete structural alignment problems the value of each subterm occurring in an equation influences the final identity of both sides under a solution. In contrast, when solving functional equality problems, constant functions can be used and the values of arguments may become irrelevant.

The possible values for functional variables in second-order monadic unification are unary (resp. constant) term functions of the form \( f(\ldots g([\cdot] \ldots)) \) (resp. \( f(\ldots g(a) \ldots) \)) composed of unary first-order function symbols and individual constants. From one perspective, all these functions have one argument that has at most one occurrence/position. Second-order and higher-order unification problems are more general in the sense that the functions assigned to variables may have an arbitrary number of arguments, and each argument may have an arbitrary number of argument positions/occurrences. For the bounded versions, an upper limit for the number of arguments and positions is fixed. Still, since for each argument the number of occurrences/positions may be zero, solution values may be constant functions, which means that equations where both sides start with variables are always trivially solvable. This effect is heavily used in the decidability results for bounded second-order/higher-order unification given in [SS89a,SS01] and in the present paper.

In context unification [NPR97,Vor98,NTT00,SS99b,SS00,IV00b], solution values of context variables are tree functions with one argument that has exactly one occurrence/position. Hence solving a context equation leads to a complete structural alignment of both sides as trees.

As we explain in Section 10.3, (bounded) second-order unification can be considered as a special case of (bounded) higher-order unification where characteristic restrictions on signatures and types are imposed. From (bounded) second-order unification we get monadic second-order unification by exclusion of function symbols of arity > 1. In the same way, word unification is obtained from context unification.

Lemmas on the exponent of periodicity, roughly, give a bound on the maximal number of periodical repetitions of words/trees that occur in the solution values of “minimal” solutions. All known decision procedures for word unification are based on periodicity bounds. For the above-mentioned “functional equality problems”, periodicity bounds are used for simplifying equations of a particular kind. The idea can be illustrated using a monadic second-order equation \( X(s) \models f(X(t)) \). Obviously, under any solution \( X \) is mapped to a function of the form \( f(f(\ldots([\cdot])\ldots)) \). If we have an upper bound for the number of peri-
odical repetitions of \(f\)'s in a minimal solution, it is possible to eliminate \(X\) in the equation, using a finite subcase analysis. A more complex, but similar argument is used in the present paper for simplifying bounded higher-order unification problems of a specific syntactic form.

The structure of the paper is as follows. We start with a brief introduction to the simply types lambda-calculus with \(\beta\) and \(\eta\) rules in Section 2. In Section 3 we formally introduce bounded higher-order unification problems, which represent the decision problems studied in this paper. Section 4 describes properties of minimal solutions of bounded higher-order unification problems that are needed for proving correctness of the decision algorithm. Section 5 introduces the notions that are needed for the decision algorithm, describes the termination order and the structure of the algorithm. The remaining Sections 6–9 introduce the specific reduction and transformation rules that are used in the decision algorithm for different types of bounded higher-order unification problems. In Section 10 we summarize the obtained results.

2 Simply Typed Lambda Calculus

We present the simply typed lambda-calculus (see [Bar84,Wei93,Hin97]).

2.1 Types and Terms

**Definition 2.1.** The language of types is defined according to the grammar

\[
T ::= T_0 \mid (T \to T)
\]

where \(T_0 \neq \emptyset\) is the set of elementary types. The symbols \(a, \tau\) range over types, and \(i\) ranges over elementary types.

A shorter notation for types of the form \(\tau = (a_1 \to (a_2 \to \ldots (a_n \to i) \ldots))\) is \((a_1 \to a_2 \to \ldots \to a_n \to i)\). The number \(n\) is called the arity of the type \(\tau\), denoted \(\text{ar}(\tau)\), and \(i\) is called the target type of \(\tau\).

The background signature \(\Sigma\) for building higher-order terms is a set of function symbols, where every function symbol \(f\) comes with a type \(\text{type}(f)\). The arity of \(f\) is defined as \(\text{ar}(f) := \text{ar}(\text{type}(f))\). Function symbols \(f\) of elementary type (i.e., \(\text{ar}(f) = 0\)) are called elementary constant symbols. We assume that \(\Sigma\) contains for every type \(\tau\) a countably infinite set of function symbols. For every type \(\tau\) there is in addition a (countably) infinite set of variables \(V_\tau\). The union of all these sets is denoted as \(\mathcal{V}\). Variables are denoted as \(x, y, z\), expressions \(\bar{x}\) denote finite sequences of variables. As for function symbols, tuple \(\text{type}(x)\) we denote the type of \(x\). The arity \(\text{ar}(x)\) of \(x\) is \(\text{ar}(x) := \text{ar}(\text{type}(x))\). If necessary, the type is indicated as a superscript. Since for every type there are infinitely many variables (or function symbols, respectively), we can always use fresh variables (or function symbols, respectively). A variable of elementary type is also called a first-order variable.
**Definition 2.2.** For every type $\tau$ we define the set $\text{Term}^{\tau}$ of terms of type $\tau$ according to the grammar

$$\text{Term}^{\tau} ::= f^{\tau} \mid x^{\tau} \mid (\text{Term}^{\rho_1} \rightarrow \text{Term}^{\rho_2}) \mid \lambda x^{\rho_1}.\text{Term}^{\rho_2}$$

where $f$ is a function symbol of type $\tau$, and $x$ is a variable of type $\tau$. The term $\lambda x^{\rho_1}.\text{Term}^{\rho_2}$ is only valid if $\rho_1 \rightarrow \rho_2 = \tau$.

If $t \in \text{Term}^{\tau}$, we say $t$ has type $\tau$ and denote this by $\text{type}(t) = \tau$. Terms of the form $(t_1, t_2)$ are called applications, and terms of the form $\lambda x.t$ are called abstractions. The target type of a term $t$ is the target type of $\text{type}(t)$.

The notions of bound and free variables in a term and open and closed (or ground) terms are as usual. The set of free variables in a term $t$ is denoted as $\text{FV}(t)$. We say that $s, t$ are $\alpha$-equal ($\equiv_\alpha$), if $s$ and $t$ differ only by a sequence of renamings of bound variables of equal types. To avoid too clumsy notation and to avoid distraction from the essential, we assume the disjoint variable convention: all bound variables in terms are distinct, and whenever an operation makes it necessary to rename bound variables, this is performed.

To avoid excessive bracketing, we write applications in flat form: $(t_1, t_2, \ldots, t_n)$ means the term $((t_1, t_2), t_3, \ldots, t_n)$. If a term is of the form $(f, t_1, \ldots, t_n)$, where $n = \alpha(f)$, then we may write this term as $f(t_1, \ldots, t_n)$. We also write nested lambda-expressions in a shorter form. $\lambda x_1, x_2, \ldots, x_n.t$ means $\lambda x_1.(\lambda x_2.\ldots.(\lambda x_n.t)\ldots)$. Expressions $\lambda \vec{x}.t$ are shorthand for $\lambda x_1, x_2, \ldots, x_n.t$. We will use positions in terms, which are tree addresses corresponding to occurrences of subterms.

A maximal application in a term is a subterm of the form $(t_1, t_2, \ldots, t_n)$ ($n \geq 1$) that is not an abstraction and not the left subterm of an application.

The head of an application is the subterm that is in the leftmost position in the flat representation. For example, $f$ is the head of $(f, t_1, \ldots, t_n)$.

For a set of types $T$, let $\text{sub}T$ be the smallest superset of $T$ with the condition: If $\alpha \rightarrow \beta \in \text{sub}T$, then $\alpha, \beta \in \text{sub}T$. For a term $t$, let $\text{types}(t)$ be the set of all the types of subterms, and let $\text{sub}(t)$ be $\text{sub}(|\text{types}(t)|)$.

2.2 First-order Terms and First-Order Contexts

For each type $\tau$ let $[\cdot]^{\tau}$ denote a new function symbol of type $\tau$ that does not belong to $\Sigma$. $[\cdot]^{\tau}$ is called the hole of type $\tau$. Contexts are terms built over the enlarged signature that have exactly one occurrence of a hole. The expression $C[\cdot]$ for a context $C$ and a term/context $t$ of type $\tau$ denotes the term/context that is constructed from $C$ by replacing the hole $[\cdot]$ with $t$. Since contexts are used as a kind of meta syntax to describe a term, it is justified that variable capture is permitted for contexts. A context is trivial iff it has the form $[\cdot]^{\tau}$. A context $B$ is a prefix of a context $C$ iff there is a context $B'$ such that $C = B'[B]$.

A context $B$ is a suffix of a context $C$ iff there is a context $B'$ such that $C = B'[B]$. A context $B$ is a subcontext of a context $C$ iff there are contexts $B', B''$ such that $C = B'[B[B']]$. A context $B$ is a subcontext of a term $t$ iff there is a context $B'$ and a term $t'$ such that $t = B'[t']$.  
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**Definition 2.3.** A first-order function symbol is either an elementary constant, or a function symbol of type \( t_1 \rightarrow t_2 \rightarrow \ldots \rightarrow t_m \rightarrow t \). A first-order term is a term generated by the grammar:

\[
\text{FOT} ::= x^i \mid f(\text{FOT}_1, \ldots, \text{FOT}_n)
\]

where \( f \) denotes a first-order function symbol of arity \( n \geq 0 \). A first-order context is defined using the grammar:

\[
\text{FOC} ::= [x]^j \mid f(t_1, \ldots, t_{i-1}, \text{FOC}, t_{i+1}, \ldots, t_n)
\]

where \( f \) is a first-order function symbol of arity \( n \geq 1 \) and the \( t_i \) are first-order terms.

For first-order terms/contexts we will use positions as for conventional terms of first-order logic and call them first-order positions. E.g., \( i \) is the first-order position of \( t_i \) in \( f(t_1, \ldots, t_n) \). The length of the first-order position of the hole of a first-order context \( C \) is called main depth of \( C \), denoted as \( |C| \). The first digit of the position of the hole of a nontrivial first-order context \( C \) is denoted as firstpos\( C \). If \( n \) is a nonnegative integer and \( C \) is a first-order context of type \( i \) with hole of type \( i \), then \( C^n := [x]^i \), and \( C^{n+1} := C[C^n] \). Note that \( C^n \) is of type \( i \).

### 2.3 Measures

For the following proofs, several measures are needed.

**Definition 2.4.**

- The order \( \text{ord}(\tau) \) of a type \( \tau \) is defined as follows:
  - \( \text{ord}(\tau) = 1 \).
  - If \( \tau = a_1 \rightarrow \ldots \rightarrow a_n \rightarrow i \), then \( \text{ord}(\tau) = 1 + \max\{ \text{ord}(a_1), \ldots, \text{ord}(a_n) \} \).

- The degree of a term \( t \) is \( \text{deg}(t) := \max\{ |\text{ord}(\tau) - 1| \mid \tau \in \text{subt}(t) \} \).

- The size of a type \( \tau \) is defined as follows:
  - \( \text{size}(\tau) = 1 \).
  - If \( \tau = a_1 \rightarrow \ldots \rightarrow a_n \rightarrow i \), then \( \text{size}(\tau) = 1 + \sum_{i=1}^{n} \text{size}(a_i) \).

- The size of a term \( t \) is defined as follows:
  - \( \text{size}(x) = 1, \text{size}(f) = 1, \text{size}(\lambda x.t) = \text{size}(t) + 2, \text{size}(s t) = 1 + \text{size}(s) + \text{size}(t) \).

- The length \( \text{len}(t) \) of a term \( t \) is defined as follows ([Bec01]): \( \text{len}(x) = 1, \text{len}(f) = 1, \text{len}(\lambda x.t) = \text{len}(t) + 1, \text{len}(s t) = \text{len}(s) + \text{len}(t) \). Note that \( \text{len}(t) \leq \text{size}(t) \).

The last measure is used to formally define bounded higher-order unification problems — it plays a central role.

**Definition 2.5.** For a term \( t \), we define \( \#bvt(t) \) to be the number of occurrences of bound variables in \( t \) plus the number of lambda-binders in \( t \). If \( \mathfrak{V} \) is a finite sequence of variables, then \( \#bbl(\mathfrak{V}, t) \) is defined as \( \#bvt(t) \), plus the number of free occurrences of variables from \( \mathfrak{V} \) in \( t \).

For example, \( \#bvl(\lambda x. f(\lambda y. (x y z))) = 4 \), and \( \#bvl(y. (\lambda x_1. \lambda x_2. \lambda x_3. y) = 4 \).

\[^1\] In [Bec01], the degree of a term is defined similarly as the order in papers on unification, however, degree = order − 1.
2.4 Instantiation and Substitutions

An instantiation of a variable \( x^\tau \) in \( s \) by the term \( t^\tau \), written \( s[t/x] \), replaces free occurrences of the variable \( x \) in \( s \) by \( t \), where before replacement, the bound variables in \( s \) have to be renamed to avoid variable capture. See, e.g., [HS86] for a precise definition. After the replacement, it may be necessary to rename bound variables in the different copies of \( t \), since we use the disjoint variable convention. The notation \( s[t/x] \) is only used if \( t \) and \( x \) have the same type.

A closed substitution is a mapping from terms to closed terms. In the sequel, with a substitution we always mean a closed substitution. A substitution \( \sigma \) can be represented as \( \{ x_i \rightarrow t_i \mid i = 1, \ldots, n \} \), where \( t_i \) for \( i = 1, \ldots, n \) is a closed term with \( \text{type}(x_i) = \text{type}(t_i) \) for \( i = 1, \ldots, n \). To apply the substitution \( \sigma \) to the term \( s \) means to simultaneously instantiate each variable \( x_i \) by \( t_i \) \( (1 \leq i \leq n) \). The domain of \( \sigma \) is the set \( \{ x_i \mid i = 1, \ldots, n \} \), and the codomain of \( \sigma \) (denoted \( \text{cod}(\sigma) \)) is the set \( \{ t_i \mid i = 1, \ldots, n \} \). If all function symbols occurring as subterms in \( \text{cod}(\sigma) \) are in the set \( \Sigma_\mathbb{N} \subseteq \Sigma \), then \( \sigma \) is called a \( \Sigma_\mathbb{N} \)-substitution.

We tacitly assume that a substitution \( \sigma \) is only applied to terms \( t \) where \( FV(t) \) is a subset of the domain of \( \sigma \), hence we assume that the result of applying a closed substitution to a term results in a closed term.

2.5 Reduction and Equality

Since we use the \( \beta \eta \) rules for the simply typed lambda-calculus, there are the following equations between terms:

\[
\begin{align*}
(\alpha) & \quad \lambda x.t \equiv \lambda y.t[y/x] & y \text{ is a fresh variable} \\
(\beta) & \quad ((\lambda x.t) \ s) \equiv t[s/x] \\
(\eta) & \quad t \equiv \lambda x^\tau.(t \ x) & \text{if type}(t) = \tau \rightarrow \tau_1 \text{ and } x \not\in FV(t).
\end{align*}
\]

Of course we also assume that the thus defined equality \( \equiv_{\beta \eta} \) is an equivalence relation and a congruence, i.e. \( s \equiv_{\beta \eta} t \Rightarrow C[s] \equiv_{\beta \eta} C[t] \). Note that \( s \equiv_{\alpha} t \Rightarrow s \equiv_{\beta \eta} t \).

Usually, the equations for (\( \beta \)), (\( \eta \)) are directed. We will employ \( \eta \)-expansion, denoted as \( \eta \).

\[
\begin{align*}
(\beta) & \quad C[(\lambda x.t) \ s] \rightarrow C[t[s/x]] & \text{for all contexts } C. \\
(\eta) & \quad C[\lambda y.(t \ y)] \rightarrow C[t] & \text{If } y \not\in FV(t) \text{. The rule is applicable for all contexts } C[]. \\
(\eta) & \quad C[t] \rightarrow C[\lambda y.(t \ y)] & \text{if } t \text{ is not an abstraction, type}(t) \text{ is not an elementary type, and } t \text{ in } C[t] \text{ is a maximal application. The variable } y \text{ must be a fresh variable of appropriate type. This reduction is valid for all contexts } C.
\end{align*}
\]

Since there are wrong definitions in the literature, we give some examples to clarify what we mean by (\( \eta \))-reduction.

\[7\]
Example 2.6. The term \( x' \rightarrow^i \) can be \((\pi)\)-reduced (\(\eta\)-expanded) to \( \lambda y'.(x' \rightarrow^i y) \).

The term \( \lambda x_1(x_1 \rightarrow^i y_2.x_2 \rightarrow^i) \) will be \((\pi)\)-reduced in two steps to \( \lambda x_1, x_2, y_1.x_1 (\lambda y_2.(x_2 y_2)) y_1 \).

If a term cannot be further reduced by \(\beta\pi\) (resp. \(\pi\)), then it is in \(\beta\pi\)-normal form (resp. \(\pi\)-normal form). It is well-known that the reduction relation defined by \(\beta\pi\) is strongly terminating and Church-Rosser [Wol93, Hue76, Bar84]. Hence for every term \( t \), there is a \(\beta\pi\)-normal form \( t_{\downarrow\beta\pi} \), which is unique up to \(=_{\alpha}\).

Remark 2.7. Let \( t \) be a term in \(\pi\)-normal form. Let \( t' \) result from \( t \) by a series of \(\beta\)-reductions. Then \( t' \) is in \(\pi\)-normal form.

Remark 2.8. Let \( t \) be a term of type \( \tau \) in \(\beta\pi\)-normal form. Let \( m = \text{ar}(\tau) \). Then \( t \) has the form \( \lambda y_1, \ldots, y_m.t' \). In particular \( \#hvd(t) \geq m \). The head of any maximal application in \( t' \) is either a variable or a function symbol \( f \in \Sigma \). Hence maximal applications can be written in the form \( x(t_1, \ldots, t_n) \) or \( f(t_1, \ldots, t_n) \). This leads to a tree representation of terms in \(\beta\pi\)-normal form that closely resembles the usual tree representation of terms in first-order logic. Cf. Figure 2 below.

Proposition 2.9. The following equivalence holds:

\[
s =_{\beta\pi} t \iff s_{\downarrow\beta\pi} =_{\alpha} t_{\downarrow\beta\pi} \iff s_{\downarrow\beta\pi} =_{\alpha} t_{\downarrow\beta\pi}
\]

Lemma 2.10. A term \( t \) is in \(\beta\pi\)-normal form, iff the following holds:

\begin{itemize}
  \item it is in \(\beta\)-normal form, and
  \item every proper subterm \( s \) of \( t \) such that \( s \) is not an abstraction and \( s \) has a non-elementary type is embedded in a superterm of the form \( (s s') \).
\end{itemize}

Example 2.11. The \(\beta\pi\)-normal form of the term \( \lambda x' \rightarrow^i x \) is the term \( \lambda x'.(\lambda y'.(x y)) \). The \(\beta\pi\)-normal form of the function symbol \( f_\rightarrow^i \) is the term \( \lambda x', y'.(f x y) \).

Proposition 2.12. Let \( s, t \) be terms of equal type, and \( f \) be a function symbol. Then

\begin{itemize}
  \item \( f \ s =_{\beta\pi} f \ t \iff s =_{\beta\pi} t \)
  \item If \( \text{type} (s) = \text{type} (t) = \alpha_1 \rightarrow \ldots \) is not elementary, and \( f \) a fresh function symbol of type \( \alpha_1 \), then \( s =_{\beta\pi} t \iff s f =_{\beta\pi} t f \).
\end{itemize}

Proof. The first claim follows from reduction to \(\beta\pi\)-normal form. In the second claim, the direction \( s =_{\beta\pi} t \implies s f =_{\beta\pi} t f \) is trivial, since it follows from the congruence property. To prove the other direction, let \( s f =_{\beta\pi} t f \), where \( f \) is a fresh function symbol. Since reduction makes no difference between function symbols and free variables, this implies that \( s x =_{\beta\pi} t x \), where \( x \) is fresh variable. From congruence it follows that \( \lambda x.(s x) =_{\beta\pi} \lambda x.(t x) \). Then we can use \( (\eta) \) on both sides of the equation and obtain \( s =_{\beta\pi} t \). \(\square\)
Lemma 2.13. Let $x$ be a variable of type $\tau$. Then the $\beta\eta$-normal form of $x$ has size at most $3 \cdot \text{size}(\tau)$.

Proof. We use induction on the size of $\tau$. If $x$ has size 1, then we are ready. If $x$ has type $\tau = \alpha_1 \rightarrow \cdots \rightarrow \alpha_n \rightarrow \iota$, then ($\eta$)-reductions transform $x$ into $\lambda x_1^{\alpha_1} \cdots x_n^{\alpha_n}(x_1 \ldots x_n)$. The size is $4n + 1$. The final $\beta\eta$-normal form is

$$\lambda x_1^{\alpha_1} \cdots x_n^{\alpha_n}(x_1 \downarrow_{\beta\eta} \cdots x_n \downarrow_{\beta\eta})$$

This gives a size of $3n + 1 + \sum_i (\text{size}(x_i \downarrow_{\beta\eta}))$. By induction this is smaller than $3 \cdot (n + 1 + \sum \text{size}(\alpha_i)) = 3 \cdot \text{size}(\tau)$. $\square$

Lemma 2.14. If a ground term $t$ is in $\beta\eta$-normal form, and $\#\text{red}(t) = 0$, then $t$ is ground first-order term and of elementary type.

2.6 Upper Bounds on Sizes of Normal Forms

There are estimations on the length of reduction sequences for various lambda-calculi (see [Bec01,Gan80,Scn82,Scn91]). We adapt this to our purposes and argue that there is a computable upper bound on the size of a $\beta\eta$-normal form of a term $t$. Note that there are also lower bounds for the complexity [Sta79,Bec01].

We need an estimation on the size of normal forms depending on the starting term. Let $2_\beta(n) := n$ and $2_m(n) := 2^{2^{m-1}}n$ for $m > 0$. Let $\text{mastype}\text{size}(t)$ be the maximal size of the types of subterms of $t$, i.e. $\text{mastype}\text{size}(t) := \max \{\text{size}(\tau) \mid \tau \in \text{types}(t)\}$.

Lemma 2.15. Let $t$ be a term. Then the size of the $\eta$-normal form of $t$ is at most $\text{seqnf}(t) := 3 \cdot \text{size}(t) \cdot \text{mastype}\text{size}(t)$.

Proof. Lemma 2.13 shows the claim for variables. For each subterm of $t$ that is a non-maximal application in the sense that some arguments are not made explicit, we may add $\eta$-normal forms of appropriate variables as arguments and corresponding lambda-binders, as in the proof of Lemma 2.13. The enlargement of the size that results from treating one subterm in this way is bound by $3 \cdot \text{mastype}\text{size}(t) - 1$. Since the total number of subterms that represent non-maximal applications in the above sense does not exceed $\text{size}(t)$, the size of the final term is bound by $\text{size}(t) \cdot (3 \cdot \text{mastype}\text{size}(t) - 1) + \text{size}(t) = \text{seqnf}(t)$. $\square$

Theorem 2.16. Let $t$ be a term. Then the size of the $\beta\eta$-normal form of $t$ is not greater than $\text{sseqnf}(t) := \text{seqnf}(t)^{2 \cdot \text{deg}(t) + 1(\text{seqnf}(t))}.$

Proof. We first transform $t$ into its $\eta$-normal form $t'$. Lemma 2.15 shows that the size of $t'$ is bound by $\text{seqnf}(t)$. It is simple to see that $\text{deg}(t) = \text{deg}(t')$. Remark 2.7 shows that only $\beta$-reductions are needed to reach the $\beta\eta$-normal form $t''$ of $t$. Using the result in ([Bec01]), who shows that the number of reductions of a term $r$ is at most $2_{\text{deg}(r) + 1(\text{len}(r))}$, we obtain an upper bound $2_{\text{deg}(t) + 1(\text{seqnf}(t))}$ for the number of $\beta$-reductions that are needed to reach $t''$. Since every $\beta$-reduction step may increase the size of a term at most by squaring it it follows that $\text{size}(t'') \leq \text{sseqnf}(t)$. $\square$
3 Bounded Higher-Order Unification Problems

In this section we formally introduce the decision problems that are studied in this paper. In the sequel, let $\Sigma_0 \subseteq \Sigma$ denote a subsignature.

**Definition 3.1.** A higher-order unification problem (Houp) is a finite set $S$ of (symmetric) equations $\{s_1 = t_1, \ldots, s_n = t_n\}$ where $s_i, t_i$ are terms with 

\[ \text{type}(s_i) = \text{type}(t_i) \]

for all $i$. A closed ($\Sigma_0$-) substitution $\sigma$ such that $\sigma(s_i) = \beta_n$ $\sigma(t_i)$ for $1 \leq i \leq n$ is called a ($\Sigma_0$-) unifier of $S$.

The symmetry of equations is mainly used for avoiding clumsy statements such as: “if $s \equiv t$ or $t \equiv s$ is in $S$.” Thus if $S = \{ a \equiv b, c \equiv d \}$, then by symmetry, it is correct to say that $b \equiv a$ is in $S$.

**Definition 3.2.** Let $S$ be a Houp, let $b : \text{FV}(S) \to \mathbb{N}_0$ be a function. Then the pair $(S, b)$ is called a bounded Houp (BHoup). A ($\Sigma_0$-) substitution $\sigma$ is a ($\Sigma_0$-) unifier of $(S, b)$ if all terms in the codomain of $\sigma$ are in $\beta_n$-normal form, $\sigma$ is a ($\Sigma_0$-) unifier of $S$ and for every variable $x \in \text{FV}(S)$ the inequation $\# \text{bdl}(\sigma(x)) \leq b(x)$ holds.

Note that in a BHoup the size of unifiers is not bounded, since for example for $t = \lambda x. \underbrace{f(\ldots f(}x\ldots)}_k$ we have $\# \text{bdl}(t) = 2$, but the size of $t$ grows with $k$.

We remark that the upper bound $b$ also provides an (implicit) upper bound on the size of types in $\text{subt}(t)$ for terms in $\text{cod}(\sigma)$ for unifiers $\sigma$.

**Lemma 3.3.** Let $(S, b)$ be BHoup with unifier $\sigma$. Then for every variable $x$ with $b(x) = 0$, the variable $x$ has elementary type and $\sigma(x)$ is a ground first-order term.

**Proof.** By assumption, the terms in the codomain of $\sigma$ are ground and in $\beta_n$-normal form. The result follows from Lemma 2.14.

4 Properties of Minimal Unifiers

A minimal unifier $\sigma$ of a BHoup $(S, b)$ is a unifier such that the sum $\sum_{x \in \text{FV}(S)} \text{size}(\sigma(x))$ is minimal with respect to all unifiers of the problem. In this section we describe two properties of minimal unifiers of BHoup.

4.1 Sufficient Signatures

First it is shown that for any given BHoup a finite signature can be described that suffices to unify the BHoup if there is any unifier. This result will be important when formulating non-deterministic transformation rules where we “guess” function symbols occurring in unifiers. It will lead to a finite branching of the search tree.
Lemma 4.1. Let $\sigma$ be a minimal unifier of the BHOUP $(S, b)$. Then the following holds:

1. Every function symbol that is not an elementary constant occurring as a subterm in the codomain of $\sigma$ also occurs in $S$.
2. All types of elementary constants, variables and applications occurring as subterms in the codomain of $\sigma$ are in $\text{subt}(S)$.
3. The maximal arity of types of variables occurring as subterms in $\text{cod}(\sigma)$ is not greater than the maximal arity of types in $\text{subt}(S)$.
4. If $\Sigma_0 \subseteq \Sigma$ is any subsignature that contains all function symbols occurring in $S$ and in addition at least one elementary constant $a'$ for each (elementary) target type $\iota$ in $\text{subt}(S)$, then there exists a minimal unifier $\sigma'$ of $(S, b)$ that is a $\Sigma_0$-unifier.

Proof. 1. Let $(S, b)$ be a BHOUP and $\sigma$ be a minimal unifier of $(S, b)$. Assume there exists a non-elementary function symbol $f$ in the codomain of $\sigma$ that does not occur in $S$. Since the terms in the codomain of $\sigma$ are in $\beta\Pi$-normal form each occurrence of $f$ is the head of a term $f(t_1, \ldots, t_{\tau(f)})$. Let $\iota$ be the target type of $f$, let $a'$ be an elementary constant. Then replace every occurrence of a term $f(t_1, \ldots, t_{\tau(f)})$ in the codomain of $\sigma$ by $a$. The constructed substitution $\sigma'$ remains in $\beta\Pi$-normal form. If $s \equiv t$ is an equation of $S$, then $\sigma'(s) \downarrow_{\beta\Pi}$ is obtained from $\sigma(s) \downarrow_{\beta\Pi}$ by replacing each subterm $f(t_1, \ldots, t_{\tau(f)})$ by $a$, and similarly for $\sigma'(t) \downarrow_{\beta\Pi}$ and $\sigma(t) \downarrow_{\beta\Pi}$. This follows from the fact that $f$ does not occur in $s, t$. Since $\sigma(s) \downarrow_{\beta\Pi} =_\sigma \sigma(t) \downarrow_{\beta\Pi}$ also $\sigma'(s) \downarrow_{\beta\Pi} =_\sigma \sigma'(t) \downarrow_{\beta\Pi}$. This shows that $\sigma$ is a unifier for $(S, b)$. Since $\sigma'$ has a smaller size, this is a contradiction.

2. First of all, the top terms in the codomain have a type in $\text{subt}(S)$.

We use induction on the structure of the terms in the codomain. Suppose a subterm $\lambda x_1, \ldots, x_m.f(t_1, \ldots, t_n)$ of a term in the codomain has a type in $\text{subt}(S)$. Part 1 shows that for $n > 0$ we may assume that the type of $f$, hence the type of any $t_i$ is in $\text{subt}(S) (1 \leq i \leq n)$. Suppose a subterm $\lambda x_1, \ldots, x_m.x_i(t_1, \ldots, t_n)$ has a type in $\text{subt}(S)$ where $1 \leq i \leq n$. Then the type of $x_i$, hence the type of any argument $t_i$ is in $\text{subt}(S) (1 \leq i \leq n)$. The result follows by induction.

3. Follows from the previous part.

4. Let $a'$ be an elementary constant occurring in the codomain of $\sigma$ that does not occur in $S$. Part 2 shows that $\iota$ is a target type in $\text{subt}(S)$. Hence, as in Part 1 of the proof $a'$ can be replaced by an elementary constant $b' \in \Sigma_0$. \qed

4.2 The Exponent of Periodicity

The exponent of periodicity (see also [SSS98]) of a unifier $\sigma$ of $(S, b)$ is the maximal number $n$ such that for some variable $x$ occurring in $S$ the image $\sigma(x)$ contains a subterm of the form $C^n[t]$, where $C$ is a nontrivial ground first-order context.

Definition 4.2. Let $t$ be a ground term in $\beta\Pi$-normal form. Assume that we color in $t$ the positions of...
1. each of the $n$ lambda-binders in expressions $\lambda x_1, \ldots, x_n$ occurring in $t$,
2. each occurrence of a bound variable in $t$,
3. each occurrence of a function symbol $f$ in an expression $f(t_1, \ldots, t_n)$ where either
   (a) $f$ contains an argument of non-elementary type, i.e. $f$ is not first-order, or
   (b) there are at least two subterms $t_{i_1}, t_{i_2}$ ($i_1 \neq i_2$) such that $t_{i_j}$ for $j = 1, 2$ contains an occurrence of a variable or a lambda.

The uncolored positions of $t$ can be considered as the nodes of a graph where links correspond to immediate subterm relationship. Each maximal connected uncolored component either defines a ground first-order term or a ground first-order context. They are called the maximal first-order subterms/subcontexts of $t$. The representation size of $t$, $\text{repsize}(t)$ is defined similarly as the size of $t$, but each maximal first-order subterm/subcontext yields a uniform contribution of 1.

Intuitively, in the $\text{repsize}$-measure, maximal first-order subterms/subcontexts are treated as primitive symbols.

Example 4.3. The ground term $t$ depicted in Figure 2 is colored in the above sense. There are two occurrences of the maximal first-order subterm $f(a, a, a)$, one occurrence of the maximal first-order subterm $a$, one occurrence of the maximal first-order context $f(a, f(a,[\cdot], c), c)$, and one occurrence of the maximal first-order context $f(a, [\cdot], c)$. Hence the maximal first-order subterms/subcontexts yield a contribution of 5 to $\text{repsize}(t)$.
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**Lemma 4.4.** Let $t$ be a ground term in $\beta\eta$-normal form, colored as above. Let $k := \#bel(t)$. Then there are at most $3k$ colored positions. The number of maximal first-order (uncolored) subcontexts of $t$ does not exceed $3k$. The number of maximal first-order (uncolored) subterms of $t$ does not exceed $1 + 3k \cdot (1 + \maxar(t))$ where $\maxar(t)$ is the maximal arity of a type in $\text{sub}(t)$. The representation size $\text{repsize}(t)$ does not exceed $2 + 22k + 6k \cdot \maxar(t)$.

**Proof.** In $t$ we have at most $k$ colored positions corresponding to lambda-binders or occurrences of bound variables. If $f$ has an argument of non-elementary type, then this argument starts with a lambda-binder. Hence there are at most $k$ colored positions of type 3 (a). In addition there are at most $k$ colored positions of type 3 (b). This gives a total of at most $3k$ colored positions. For each colored position, there is at most one maximal first-order subcontext of $t$ that ends at the position. Hence the number of maximal first-order subcontexts of $t$ does not exceed $3k$. The number of maximal first order subterms of $t$ is at most 1 (for the root) plus the sum of the number of immediate subterms of colored positions. It can be estimated by $1 + 3k \cdot (1 + \maxar(t))$. As to $\text{repsize}(t)$, the total contribution of maximal first-order subcontexts/subcontexts is $3k + 1 + 3k \cdot (1 + \maxar(t)) = 3k \cdot \maxar(t) + 6k + 1$. The maximal contribution of $\lambda$-binders and bound variables is $\leq 2k$ (recall that a binder $\lambda x$ yields a size contribution of 2). The function symbols at colored positions can contribute $3k$. Ignoring applications, this yields a total bound of $3k \cdot \maxar(t) + 11k + 1$. Since each application yields an additional contribution of 1, a bound for $\text{repsize}(t)$ is $6k \cdot \maxar(t) + 22k + 2$. $\square$

**Definition 4.5.** Let $(S, b)$ be a BHOUP. Let $\maxar(S)$ denote the maximal arity of a type in $\text{sub}(S)$, let $\maxb$ be the maximal value $b(x)$ for variables in $\text{FV}(S)$. Then the number

$$\text{repn}(S, b) := 6 \cdot \maxb \cdot \maxar(S) + 22 \cdot \maxb + 2$$

is called the representation number of $(S, b)$.

**Lemma 4.6.** Let $(S, b)$ be a BHOUP, and $\sigma$ be a minimal unifier of $(S, b)$. Then the representation size of any term in the codomain of $\sigma$ is at most $\text{repn}(S, b)$.

**Proof.** This follows from lemma 4.4 and lemma 4.1. $\square$

The important point to note is that the above estimate for the representation size does not depend on $\sigma$. In the sequel we use some of the previously introduced measuring functions also for HOUps $S$ as follows. If $S = \{ s_1 \equiv t_1, \ldots, s_n \equiv t_n \}$, then $\text{terms}(S)$ is the multiset of all terms $s_i$ and $t_i \ (i = 1, \ldots, n)$. Now we can use the functions $\text{ord}, \text{deg}, \text{size}, \text{maxatypesize}, \text{subt}, \text{seqf}, \text{sbeqf}$ also for $S$ by applying them to $\text{terms}(S)$, and use the obvious operators for extending the functions to multisets.

**Lemma 4.7.** There is a positive real constant $c_0$ such that for every unifiable BHOUP $(S, b)$ the exponent of periodicity of a minimal unifier of $(S, b)$ is less than $2^{\deg(S) + 1 \cdot \text{finsize}(S)}$, where

$$\text{finsize}(S) := 2^{\deg(S) + 1 \cdot (\text{repn}(S, b) \cdot \text{sbeqf}(S))}.$$
Proof. Let \((S, b)\) be a BHOUFP and let \(\sigma\) be a minimal unifier of \((S, b)\). Let \(\text{terms}(\sigma(S))\) denote the multiset of image terms \(\{\sigma(s) \mid s \in \text{terms}(S)\}\). In each term \(\sigma(s)\) we consider the occurrences of codomain terms \(\sigma(x)\) that represent the images of the variables occurring in \(s\) under \(\sigma\). For each such occurrence we consider the maximal first-order subterms/subcontexts of the respective codomain term as primitive symbols. Each such subterm/subcontext will be called an \(\text{inner codomain subterm/subcontext}\), stressing their origin in codomain terms. By Lemma 4.6, the sum of the sizes of all terms in \(\text{terms}(\sigma(S))\) with respect to this representation is bound by \(\text{size}(S) \cdot \text{repn}(S, b)\).

When we compute the \(\beta\Pi\) normal form of the terms in \(\text{terms}(\sigma(S))\), the inner codomain subterms/subcontexts are not destroyed. For the reduction they can be considered as primitive symbols as well. Hence it follows from Theorem 2.16 that the corresponding representation for the normalized image terms in the set \(\{\sigma(s) \downarrow_{\beta\Pi} \mid s \in \text{terms}(S)\}\) has representation size not exceeding \(\text{finsize}(S)\) as defined in the lemma.

Now we use the fact that the \(\beta\Pi\) normal forms of the left- and right-hand side of equations are \(\alpha\)-equal to extract a context unification problem \([SS99b, SSS00]\).

This can be done by equating the following:

- the maximal ground first-order terms in equations \(\sigma(s) \downarrow_{\beta\Pi} =_\alpha \sigma(t) \downarrow_{\beta\Pi}\) at corresponding positions,

- the maximal ground first-order contexts in equations \(\sigma(s) \downarrow_{\beta\Pi} =_\alpha \sigma(t) \downarrow_{\beta\Pi}\) at corresponding positions,

for \(s \neq t \in S\). Note that all the inner codomain subterms/subcontexts are contained in some maximal first-order term/context. The context unification problem CUP is formed from the equations \(\sigma(s) \downarrow_{\beta\Pi} =_\alpha \sigma(t) \downarrow_{\beta\Pi}\) \((s \neq t \in S)\) as follows: The inner codomain contexts are replaced consistently by context variables, and the inner codomain terms are consistently replaced by first-order variables.

The total number of occurrences of variables and function symbols in CUP does not exceed \(\text{finsize}(S)\). The results in \([SSS98]\) show that there exists a fixed real constant \(c_0\) such that the exponent of periodicity of a minimal unifier for CUP is smaller than \(2^{c_0 + 2.14 \cdot \text{finsize}(S)}\).

We consider the unifier \(\sigma'\) of CUP that assigns to each context variable the corresponding inner codomain context, and to each first-order variable the corresponding inner codomain term. We show that \(\sigma'\) is a minimal unifier for CUP. It then follows that the exponent of periodicity of \(\sigma'\), hence the exponent of periodicity of \(\sigma\), does not exceed \(2^{c_0 + 2.14 \cdot \text{finsize}(S)}\).

Assume that \(\sigma'\) is not a minimal unifier for CUP. In \([SSS98]\), in order to turn a non-minimal unifier for CUPs into a minimal one, subcontexts of the form \(CC^n C\) occurring in the images of variables are replaced by similar subcontexts of the form \(CC^n C\). An appropriate selection of the numbers \(n\) guarantees that the new values define a unifier for the CUP that satisfies the above bound. Since for a context \(C\) of type \(\tau\) always \(C^k\) has type \(\tau\) for \(k \geq 0\) this shows that the same techniques for modifying non-minimal unifiers can be applied in situation of bounded higher-order unification, where types have to be respected. This
shows that a smaller unifier of CUP could be retranslated into a smaller unifier for \((S, b)\) and yields a contradiction. \(\square\)

5 The Decision Algorithm

In this section we first introduce the concepts that yield the background for the transformation rules of the decision algorithm for bounded higher-order unification. The structure of the algorithm is explained in the last subsection.

5.1 Surface Positions and Cycles

In order to describe the main reduction techniques, the following notions play a central role.

**Definition 5.1.** Let \(t\) be a term. The surface positions of \(t\) are defined as follows:

- \(\varepsilon\), if \(t\) is elementary.
- if \(t\) is elementary, and \(t = \{t_1, \ldots, t_n\}\), then for every surface position \(p\) of \(t_i\), \(i.p\) is a surface position of \(t\).
  
  In this case we also say \(f\) is on the surface of \(t\).
- if \(t\) is elementary, and \(t = x \ t_1 \ \ldots \ t_{\omega(x)}\), then \(0\), the position of \(x\), is a surface position of \(t\).

The depth of a surface position \(p\) is the length of \(p\).

We use the notation \(t[s]\) to indicate that \(t\) has a surface occurrence of the term \(s\).

**Example 5.2.** Let \(f\) be of type \((t \to (t \to t)) \to t\) and \(g\) be of type \(t \to t\). Then the surface positions of \(f(x', y'^{\to t})\) are \(\{\varepsilon, 1\}\), the term \(f x'\) has no surface positions, the term \(f(x', g)\) has \(\{\varepsilon, 1\}\) as surface positions, \(f(g(x'), g)\) has \(\{\varepsilon, 1, 1.1\}\), and \(f(y'^{\to t} x', g)\) has \(\{\varepsilon, 1, 1.0\}\) as surface positions.

**Remark 5.3.** Assume that the variable \(x\) occurring on the surface of \(t\) is replaced by a term \(s\) of type \(\text{type}(x)\) where the variable \(y\) occurs on the surface of \(s\). Then \(y\) occurs on the surface of \(t[s/x]\).

Note that every position in a first-order term is a surface position, and that every surface position is elementary or the position of a variable representing the head of an elementary term. Moreover, in the latter case, each node on the path from the root to the variable is labeled by a function symbol, and the argument positions determined by the direction of this path are of elementary type. In the sequel, to simplify index notation for cycles of equations we use expressions \(i \mod n\) where

\[
i \mod n = \begin{cases} 
i \mod n & \text{if } i \mod n \neq 0, \\n & \text{if } i \mod n = 0.
\end{cases}
\]

\(\varepsilon\) denotes the empty sequence.
The algorithm that is used to analyze BHOUPs does not operate on single equations. Rather it tries to reduce combinations of equations of a particular form, called cycles.

**Definition 5.4.** Let $S$ be a BHOUP. A cycle is a sequence $s_1 \equiv t_1, \ldots, s_h \equiv t_h$ of length $h \geq 1$ of equations from $S$, such that for all $1 \leq i \leq h$: $s_i \equiv x_i \ r_{i,1} \ldots r_{i,m_i}$, and $x_i$ occurs on the surface of $t_{i-1}$ and $t_h$. Moreover, there should be at least one term $t_i$ of the form $f(t_{i,1}, \ldots, t_{i,n})$ and at least one term $s_i$ of the form $x_i \ r_{i,1} \ldots r_{i,m_i}$ with $\text{ar}(x_i) \geq 1$.

A cycle is path-unique if for every $1 \leq i \leq h$ there is only one occurrence of $x_i$ on the surface of $t_i \mod h$.

Let $L$ be a cycle in $S$ of the form $s_1 \equiv t_1, \ldots, s_h \equiv t_h$. For each of the terms $t_i$, $1 \leq i \leq h$, let $C_i$ be the context determined as follows: Let $q_i$ be the smallest subterm of $t_i$ such that all surface occurrences of $x_{i+1 \mod h}$ from $t_i$ are also contained in $q_i$. The relevant context $C_i$ of equation $i$ is uniquely determined by $t_i = C_i[q_i]$.

The length of a cycle is the number of equations in it. If for some cycle $L$, there is no other cycle in $S$ with a smaller length, then we say $L$ is a minimal-length cycle.

A cycle $s_1 \equiv t_1, \ldots, s_h \equiv t_h$ is called compressed, if and only if there is no $i$ such that $s_i$ or $t_i$ is a first-order variable.

**Example 5.5.** We give some examples for cycles and non-cycles.

The sequence $x \equiv h(y \ s_1), y \ s_2 \equiv x$ is a (non-compressed) cycle of length 2, provided $x, y, s_1, y, s_2$ are terms of elementary type. When instantiating $x$ by $h(y \ s_1)$ we receive from the second equation a shorter cycle of the form $y \ s_2 \equiv h(y \ s_1)$ which is compressed. The sequence $x_1 \ s_1 \equiv f(x_1 \ s_2, x_2(x_1 \ s_2))$ is a path-unique and compressed cycle of length 1, provided that $x_1 \ s_1, x_1 \ s_2$ are elementary. The sequence $x_1 \ y_1 \equiv x_2 \ x_1 \ y_1$ is not a cycle.

### 5.2 Definitions of Soundness and Completeness

**Definition 5.6.** Let $\Sigma_\emptyset \subset \Sigma$ be a fixed subsignature, let $E$ be a natural number. A non-deterministic transformation rule $\mathcal{T}$ that transforms a BHOUP $(S, b)$ into another BHOUP $(S', b')$, offering a finite number of alternatives, is called

- sound (for subsignature $\Sigma_\emptyset$), if whenever $(S, b)$ is transformed by $\mathcal{T}$ into $(S', b')$, and $(S', b')$ is unifiable using a $\Sigma_\emptyset$-unifier, then $(S, b)$ is unifiable using a $\Sigma_\emptyset$-unifier.

- complete (for bound $E$ and subsignature $\Sigma_\emptyset$), if the following holds: If $(S, b)$ has a $\Sigma_\emptyset$-unifier $\sigma$ with exponent of periodicity not greater than $E$, then $\mathcal{T}$ can transform $(S, b)$ into a BHOUP $(S', b')$ that has a $\Sigma_\emptyset$-unifier with exponent of periodicity not greater than $E$.

In the following sections, the upper bound $E$ and the signature $\Sigma_\emptyset$ are often fixed. In such a context we may simply talk about “soundness” and “completeness”.
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5.3 A Well-Founded Measure for Termination

We now introduce the measure that is used to prove termination of the decision algorithm.

**Definition 5.7.** The lexicographic measure $\psi(L) = (\psi_1(L), \psi_2(L), \psi_3(L))$ of a cycle $L$ of a BHOUP $(S, b)$ has the following three components:

- $\psi_1 = \text{the length } h \text{ of } L$.
- $\psi_2 = 0$, if $L$ is non-path-unique, 1, if $L$ is path-unique.
- $\psi_3 = - \text{ if } L \text{ is non-path-unique, then the minimal main depth of the relevant contexts } C_i \text{ of } L \text{ where } t_j \text{ contains at least two different surface-occurrences of } x_{i(j+1)} \text{ node } h$.
- $- \text{ if } L \text{ is path-unique, then the number of indices } 1 \leq i \leq h \text{ such that } C_i \text{ is not trivial}$.

**Definition 5.8.** The measure $\mu$ of a BHOUP $(S, b)$ is a lexicographic one with the components $\mu_1, \mu_2, \mu_3, \mu_4, \mu_5, \mu_6$:

- $\mu_1 = \text{the multiset } \{b(x) \mid x \in FV(S), b(x) > \text{ar}(x)\}$. This component is ordered by the multiset ordering (see [DM79, BN98]).
- $\mu_2 = \text{the multiset } \{b(x) - \text{ar}(x) \mid x \in FV(S), b(x) > \text{ar}(x)\}$. This component is ordered by the multiset ordering.
- $\mu_3 = \text{if there is a cycle in } S \text{, then } \min\{\psi(L) \mid L \text{ is a cycle in } S\}; \text{ Otherwise, } \infty$.
- $\mu_4 = \text{the multiset } \{\text{size}(t) \mid t \text{ is a top-level term in } S \text{ that is not a first-order variable}\}$. This component is ordered by the multiset ordering.
- $\mu_5 = \text{the number of occurrences of function symbols in } S \text{ on surface positions}$.
- $\mu_6 = \text{the number of first-order variables in } S$.

**Lemma 5.9.** The measure $\mu$ for BHOUPs is well-founded.

5.4 Decomposition Rules

The decision algorithm for BHOU operates on systems of a special kind, called “decomposed” BHOUPs. The decomposition of an intermediate system constitutes the final step of each transformation rule. The decomposition rules are described in Table 1. In every application of decomposition the failure rules have highest priority. For the application of the rules we presuppose that all terms in the BHOUP are in $\beta\eta$-normal form.

Note that the selection of the function symbol in rule (extend) is “don’t care”.

**Definition 5.10.** A BHOUP $(S, b)$ is decomposed if no decomposition rule and no failure rule is applicable.

**Remark 5.11.** Let $S$ be a decomposed BHOUP and $L$ be a minimal-length cycle in $S$ of the form $x_1 \in t_1, \ldots, x_h \in t_h$. Then the relevant context $C_i$ of equation $i$ does not have any surface-occurrence of a variable $x_j$ for $j = 1, \ldots, h$. In fact, by definition, $C_i$ cannot contain a surface occurrence of $x_{i+1}$. If $C_i$ would have a surface occurrence of a variable $x_j \neq x_{i+1}$, then $L$ cannot be length-minimal.
\[(\text{decomp}) \quad \{ f \, s_1 \ldots s_n \equiv f \, t_1 \ldots t_m \} \cup S \\
\{ s_i \equiv t_i, \ldots, s_n \equiv t_m \} \cup S \]

\[(\text{extend}) \quad \{ \lambda u. s \equiv \lambda u. t \} \cup S \\
\{ s[f/u] \equiv (f[f/u]) \} \cup S \quad \text{where } f \in \Sigma \setminus \Sigma_0 \text{ is a fresh function symbol of type } \tau.\]

\[(\text{constantify}) \quad \frac{S}{S'} \quad \text{Where } S' \text{ is constructed from } S \text{ as follows: Let } x \text{ be a variable with } \text{ar}(x) \geq 1 \text{ and } b(x) = \text{ar}(x). \text{ Let } x' \text{ be a fresh first-order variable. Replace all subterms } (x \, t_1 \ldots t_{\text{ar}(x)}) \text{ by } x'. \text{ Let } b'(x') := 0.\]

\[(\text{repw}) \quad \frac{x \equiv y \cup S}{S'} \quad \text{If } x, y \text{ are first-order variables. } S' \text{ is constructed from } S \text{ by replacing all occurrences of } x \text{ by } y. b'(y) \text{ is defined as } \text{min}\{b(x), b(y)\}.\]

\[(\text{decomp-repvt}) \quad \frac{x \equiv t \cup S}{x \equiv t \cup S'} \quad \text{If } x \text{ is a first-order variable. } S' \text{ is constructed from } S \text{ by replacing all surface occurrences of } x \text{ by } t. \text{ Conditions for applications are: There must be a minimal-length cycle } L \text{ that is not compressed, and } x \equiv t \text{ must be an equation in the cycle } L.\]

Failure rules:

\[(\text{clash}) \quad \frac{f \, s_1 \ldots s_n \equiv g \, t_1 \ldots t_m \cup S}{\text{Fail}} \quad \text{if } f \neq g\]

\[(\text{occurs-check}) \quad \frac{S}{\text{Fail}} \quad \text{if there is a chain of equations } x_1 \equiv t_1[x_2], \ldots, x_{n-1} \equiv t_{n-1}[x_n], x_n \equiv t_n[x_1], \text{ such that for all } i = 1, \ldots, n, x_i \text{ is a first-order variable, and } x_i \text{ occurs on the surface of } t_i, i \equiv t_i, \ldots, t_i, \text{ and for some } i = 1, \ldots, n, \text{ the term } t_i \text{ is of the form } f \, t_i, \ldots, t_i, \text{ if } t_i \text{ is of the form } f \, t_i, \ldots, t_i, \text{ if } t_i \text{ is of the form } f \, t_i, \ldots, t_i.\]

\[(\text{inconsistent-bound}) \quad \frac{S}{\text{Fail}} \quad \text{if there is a variable } x \text{ with } b(x) < \text{ar}(x).\]

Table 1. The decomposition rules
Lemma 5.12. The decomposition rules are sound and complete.

Proof. Soundness of \( \text{decomp}, \) \( \text{replv} \) and \( \text{decomp-replv} \) is trivial. Let \( (S', t') \) result from \( (S, b) \) by an application of \( \text{extend} \), and let \( \sigma \) be a \( \Sigma_\eta \)-unifier for \( (S', t') \). Then the substitution does not use the symbol \( f \). Since \( \sigma \) is ground it does not use \( u \). We have \( \sigma(s[f/u]) =_\beta \sigma(t[f/u]) \). We can replace all symbols \( f \) by \( u \) and obtain \( \sigma(s) =_\beta \lambda u.\sigma(s) =_\beta \lambda u.\sigma(t) =_\beta \sigma(\lambda u.t) \).

Let \( (S', t') \) result from \( (S, b) \) by an application of \( \text{constify} \). Let \( \sigma' \) be a \( \Sigma_\eta \)-unifier for \( (S', t') \). Then \( t := \sigma'(x') \) is a first-order ground term, by Lemma 3.3. We define \( \sigma(x) := \lambda y_1, \ldots, y_{\eta(x)}. t \) and \( \sigma(y) := \sigma'(y) \) for all free variables \( y \neq x \) in \( S \). Obviously \( \sigma \) is a \( \Sigma_\eta \)-unifier for \( (S, b) \).

For completeness first note that if a failure rule applies, then the input system does not have a unifier. For (inconsistent-bound) recall Remark 2.8. Completeness of rules \( \text{decomp}, \) \( \text{replv} \) and \( \text{decomp-replv} \) is trivial. Let \( \sigma \) be a \( \Sigma_\eta \)-unifier of the input system.

First assume that (extend) \( \) is applied in the form described in Table 1. We have \( \sigma(s) =_\beta \sigma(t) \), where \( u \) is a free variable in \( \sigma(s) \) and \( \sigma(t) \). Since \( \sigma \) is ground, variable \( u \) does not occur in its codomain. It follows that \( \sigma(s[f/u]) =_\beta \sigma(t[f/u]) \). This shows that \( \sigma \) unifies the system reached with (extend). Completeness of (extend) follows.

Assume now that (constify) \( \) is applied. In the situation of the rule, \( \sigma(x) \) has the form \( \lambda y_1, \ldots, y_{\eta(x)}. t \) where \( \#b.d.(t) = 0 \) (cf. Remark 2.8). By Lemma 2.14, \( t \) is a ground first-order term. Hence, for all subterms \( x t_1 \ldots t_n \) occurring in the input system we have \( \sigma(x t_1 \ldots t_n) = t \). Let \( \sigma'(y) := \sigma(y) \) for all \( y \neq x \) occurring in \( S \), let \( \sigma'(x') := t \). Then \( \sigma' \) satisfies the bounds \( t' \). Since \( \sigma' \) is a \( \Sigma_\eta \)-unifier of \( S' \) and the exponent of periodicity of \( \sigma' \) does not exceed the exponent of periodicity of \( \sigma \) completeness of (constify) follows. \( \square \)

Example 5.13. Soundness of the algorithm is an issue. In particular the rule (extend) enforces a careful usage of signatures. Consider the equation

\[
\lambda x. y \doteq \lambda x. f x,
\]

where \( y \) is a free (first-order) variable, and \( f \) is a function symbol. This equation has no unifier, since \( y \) cannot be instantiated with a term containing the free variable \( x \), since instantiation is capture-free.

After applying (extend), the new equation is

\[
y \doteq fg
\]

where \( g \) is a function symbol from \( \Sigma \setminus \Sigma_\eta \).

After an imitation instantiation \( y \rightarrow f \ y' \) and a subsequent decomposition the system is:

\[
y' \doteq g
\]

This is unifiable as a first-order unification problem, but there is no unifier using symbols from \( \Sigma_\eta \).
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Hence soundness of decomposition requires restricting imitation instantiations to symbols from $\Sigma^*$. 

**Lemma 5.14.** If in $(S, b)$ all terms are in $\beta\Pi$-normal form, then each non-failing decomposition rule reduces the measure $\mu$. Thus the repeated application of decomposition rules terminates.

*Proof.* Rule (decomp) does not modify $\mu_1, \mu_2$. Since equations $f s_1 \ldots s_n \equiv f t_1 \ldots t_n$ do not occur in cycles, $\mu_3$ can only be decreased. The rule strictly reduces $\mu_4, \mu_5$.

Rule (extend) does not modify $\mu_1, \mu_2$. It strictly reduces $\mu_4$. It may also decrease $\mu_3$.

Rule (constantify) does not modify $\mu_1, \mu_2$. In a term $x t_1 \ldots t_{\text{ar}(x)}$, variable occurrences in the subterms $t_i$ are not on the surface and do not participate to cycles. This shows that also $\mu_3$ is not modified. The size of some term is strictly reduced, hence $\mu_4$ is strictly decreased.

Rule (repv) does not modify $\mu_1, \mu_2, \mu_4, \mu_5$. It may reduce $\mu_3$ in different ways: A minimal-length cycle may become shorter after application, a path-unique cycle may become non path-unique. Rule (repvv) also reduces the number of first-order variables, i.e. $\mu_6$.

Rule (decomp-repvt) does not modify $\mu_1, \mu_2$. If (decomp-repvt) is applied, then $x \equiv t$ is an equation of a minimal-length cycle $L$. The term $t$ has a surface occurrence of a variable $y$ which is distinct from $x$ since otherwise (occurs-check) would lead to fail. Looking at the predecessor and successor equations of $x \equiv t$ in $L$ it is obvious that $S'$ has a shorter cycle, cf. Remark 5.3. Hence $\mu_3$ strictly decreases. □

**Lemma 5.15.** Let $(S', b')$ result from $(S, b)$ by applying one non-failing decomposition rule. If $S$ contains a cycle $L$, then also $(S', b')$ contains a cycle $L'$ such that $\psi(L') \leq \psi(L)$.

*Proof.* The equations that are manipulated in (decomp) and (extend) do not contribute to cycles. For applications of (constantify) note that the subterms $t_i$ of a term of the form $x t_1 \ldots t_{\text{ar}(x)}$ do not contain surface occurrences of terms. Hence replacing $x$ by $x'$ cannot discard surface occurrences of variables $y \neq x$. Since (constantify) replaces all surface occurrences of $x$ (together with the arguments) by $x'$ it follows that any existing cycle $L$ is preserved with the same $\psi$-measure. Applications of (repv) preserve cycles. A path-unique cycle may be shortened, and a path-unique cycle may be transformed into path that is non path-unique. Both effects cannot increase the measure $\psi$. The situation where (decomp-repvt) is applied leads to a shorter cycle, as we have seen in the previous proof. □

**Lemma 5.16.** Let the BHOUNP $(S', b')$ result from the BHOUNP in $\beta\Pi$-normal form $(S, b)$ by applying one non-failing decomposition rule. Then all terms of $(S', b')$ are in $\beta\Pi$-normal form.
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Proof. It is simple to check that the non-failing rules do not enable any new application of β-reduction or η-expansion. For (decomp-repvt) note that \( t \) cannot be an abstraction since \( x \) has elementary type. □

The following example shows that a unifiable BHOUP may have surface occurrences of a variable and also an occurrence on a non-surface position. Moreover, it shows that the rule (decomp-repvt) does not necessarily eliminate all occurrences of a variable \( x \).

Example 5.17. The BHOUP \( \{ x' \overset{\beta}{\sim} y' \draw x, \ldots \}, b \) with appropriate \( b \) is unifiable. A unifier is: \( \{ x \rightarrow a, y \rightarrow \lambda u.a \} \), where \( a \) is a constant of type \( i \). In this BHOUP it is not possible to eliminate all the occurrences of \( x \) by a variable replacement using \( x \rightarrow y \).

5.5 Different Types of BHOUPs

Definition 5.18. A decomposed BHOUP \( (S, b) \) is of

- type "xy" if \( S \) does not have any cycles, and if there is no function symbol \( f \) on the surface of \( S \), (also called pre-unified in the literature on higher-order unification)\(^3\)
- type "nocycle" if \( S \) does not have any cycles, and if there exists a function symbol \( f \) on the surface of \( S \),
- type "amb" if \( S \) contains a cycle and if there is a \( \psi \)-minimal cycle that is non-path-unique,
- type "unique" if \( S \) contains a cycle and if all \( \psi \)-minimal cycles are path-unique.

Lemma 5.19. Let \((S, b)\) be a decomposed BHOUP \((S, b)\) of type "xy", and let \( \Sigma'_b \) be a signature such that \( \Sigma'_b \) contains only constants and for every elementary type \( i \in \text{sub}(S) \) there is a constant of type \( i \) in \( \Sigma'_b \). Then \((S, b)\) is unifiable by a \( \Sigma'_b \)-uni fier.

Proof. Let \((S, b)\) be decomposed and of type "xy". Since decomposition rule (extend) replaces equations between abstractions, all equations of \( S \) are of the form \( x.t_1 \ldots t_n \overset{\beta}{\sim} y.s_1 \ldots s_n \) where \( x \) and \( y \) have the same target type. Instantiate every variable \( x \) with a constant function of the form \( \lambda y_1, \ldots, y_{\text{ar}(x)}.a^t \) where \( i \) is the target type of \( x \). This is a unifier since it transforms every equation into an identity between elementary constants. The bound \( b \) is also satisfied since the rule (inconsistent-bound) is not applicable, which implies \( \text{ar}(x) \leq b(x) \) for all variables \( x \). □

Lemma 5.20. Let \((S, B)\) be a BHOUP in \( \beta\eta \)-normal form. After decomposition, the resulting BHOUP \((S', B')\) has either type "xy", or type "nocycle", or type "amb", or type "unique".

\(^3\) Since constant symbols count as function symbols, this includes that there is also no constant symbol on the surface of \( S \).
5.6 The Algorithm BHU

The main backbone of our algorithm is the following observation.

**Proposition 5.21.** For each of the types “nocycle”, “amb”, or “unique”, a transformation rule can be given that accepts a BHOU $P(S,b)$ of the given type and nondeterministically computes a successor system $(S',b')$ such that the following properties hold:

1. The rule leads to a finite branching, i.e., for each input BHOU there is only a finite set of possible successor systems.
2. Each successor BHOU is decomposed and in $\beta\pi$-normal form.
3. For every successor BHOU $(S',b')$ we have $\mu(S',b') < \mu(S,b)$,
4. The transformation rules are sound and complete, for any finite signature $\Sigma$ that contains all function symbols from $S$ and an elementary constant of type $\iota$ for every elementary type $\iota \in \text{sub}(S)$ and any bound $E$ for the exponent of periodicity,
5. For every successor BHOU $(S',b')$ we have $\text{sub}(S') \subseteq \text{sub}(S)$.

The transformation rule for BHOU of type “nocycle” is described in Section 7. The above properties for the rule are proved in Lemma 7.3, Lemma 7.5 and Lemma 7.4. The transformation rule for BHOU of type “amb” is given in Section 8. The above properties are shown in Lemmas 8.2, 8.3 and 8.4. The transformation rule for BHOU of type “unique” is given in Section 8. The above properties are shown in Lemmas 9.9, 9.11, 9.12 and 9.14.

On the basis of the Proposition we have the following algorithm for deciding unifiability of BHOU.

**Definition 5.22.** (Algorithm BHU for finite signature $\Sigma$) The input is a BHOU $(S_{\text{inp}},b_{\text{inp}})$, and a finite signature $\Sigma$ such that $\Sigma$ contains at least one elementary constant $a^{\iota}$ for each (elementary) target type $\iota$ in $\text{sub}(S_{\text{inp}})$, and every function symbol from $S_{\text{inp}}$ is in $\Sigma$.

The first step in the algorithm is to apply $\beta$-reduction and $\pi$-reduction to $\beta\pi$-normal form resulting in $(S_{\text{b}},b_{\text{b}})$ where $b_{\text{b}} = b_{\text{inp}}$.

The second step is to decompose the BHOU $(S_{\text{b}},b_{\text{b}})$. We fix a number $E$ for $(S_{\text{b}},b_{\text{b}})$ according to Lemma 4.7 that is used as a bound for the exponent of periodicity. Then the following steps are performed:

1. Iteratively transform the current BHOU $(S,b)$ using the appropriate transformation rule as described in Sections 7–9 into a successor problem $(S^*,b^*)$, which is again in $\beta\pi$-normal form.
2. The repetition stops if either a fail occurs or it signals success: a BHOU of type “zy” is generated.

The input $(S_{\text{inp}},b_{\text{inp}})$ is recognized as unifiable if there is an execution possibility of BHU such that success results.

**Theorem 5.23.** Unifiability of BHOU is decidable.
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Proof. We claim that BHU yields “success” iff the input problem \((S_{inp}, b_{inp})\) is unifiable. First note that \((S_{inp}, b_{inp})\) is unifiable iff \((S_b, b)\) is unifiable; this follows, since \(\beta\) and \(\pi\)-reduction do not change the equality, using Lemma 5.12.

If \((S_b, b)\) is unifiable, then there exists a \(\Sigma_0\)-unifier \(\sigma_b\) with exponent of periodicity not exceeding \(E\) (cf. Part 4 of Lemma 4.1 and Lemma 4.7). Since the transformation rules are complete w.r.t. \(E\) and \(\Sigma_0\) and reduce the well-founded measure \(\mu\) there exists an execution possibility where after a finite number of steps a BHOU of type “\(xy\)” is reached. Hence BHU yields “success”. Every transition sequence terminates and each transformation rule is finitely branching, hence by König’s Lemma the search tree is finite and the execution strategy that yields success is effectively found.

Conversely, if BHU yields “success”, then a BHOU \((S_{fin}, b_{fin})\) of type “\(xy\)” has been found. Since we have \(\text{subt}(S_{fin}) \subseteq \text{subt}(S_b) \subseteq \text{subt}(S_{inp})\) it follows from Lemma 5.19 that \((S_{fin}, b_{fin})\) has a \(\Sigma_0\)-unifier. Soundness of the transformation rules shows that \((S_b, b)\) has a \(\Sigma_0\)-unifier. ☐

6 Reduction Rules

Before we discuss the treatment of BHOUPs of specific types we describe some rules that represent possible alternatives in various situations and immediately lead to a reduced \(\mu\)-measure of the resulting BHOU. The background signature \(\Sigma_0\) is assumed to be finite. We start with a remark on the possible values of variables under \(\Sigma_0\)-unifiers.

Remark 6.1. Consider the value \(\sigma(x)\) of a variable \(x\) of arity \(m\) under a \(\Sigma_0\)-unifier \(\sigma\) of a decomposed BHOU \((S, b)\). As always we assume \(\sigma(x)\) to be in \(\beta\pi\)-normal form. As a simple consequence of Lemma 3.3, the following four cases represent an exhaustive subcase analysis.

1. \(\sigma(x)\) has the form \(\lambda y_1, \ldots, y_m. y_i(t_1, \ldots, t_k)\) for some \(1 \leq i \leq m\). This enforces \(b(x) > ar(x)\).
2. \(\sigma(x)\) has the form \(\lambda y_1, \ldots, y_m. f(t_1, \ldots, t_k)\) where \(f \in \Sigma_0\) and there are two subterms \(t_i, t_j\) such that \(#bd\pi(t_i) \neq 0 \neq #bd\pi(t_j)\) \((i, j \in \{1, \ldots, k\}, i \neq j)\). Here again \(b(x) > ar(x)\).
3. \(\sigma(y)\) has the form \(\lambda y_1, \ldots, y_m. f(t_1, \ldots, t_k)\) for some \(f \in \Sigma_0\) and there exists a unique subterm \(t_i\) \((1 \leq i \leq k)\) of non-elementary type. All subterms \(t_j\) for \(j \neq i\) are ground first-order terms. Here \(t_i\) must have the form \(\lambda \pi. t_i^*\) where \(\pi\) is non-empty. Again we have \(b(x) > ar(x)\).
4. \(\sigma(x)\) has the form \(\lambda y_1, \ldots, y_m. f(t_1, \ldots, t_k)\) where \(f\) is an elementary constant or \(f \in \Sigma_0\), all arguments of \(f\) have elementary type, and there exists at most one index \(i \in \{1, \ldots, k\}\) such that \(#bd\pi(t_i) \neq 0\). All arguments \(t_j\) for \(j \neq i\) are ground first-order terms.

The following three reduction rules respectively refer to situations (1)-(3).

Definition 6.2. (reduce-bv)
The input is a decomposed BHOU \((S, b)\) together with a variable \(x \in \text{FV}(S)\) with \(b(x) > ar(x) = m\).
(a) Select some \(1 \leq i \leq m\) and instantiate \(x\) by the \(\beta\Pi\)-normal form of
\[
\lambda y_1, \ldots, y_m. y_i \left( x_1, y_1 \ldots y_m \right) \ldots \left( x_k, y_1 \ldots y_m \right)
\]
where \(x_j\) for \(j = 1, \ldots, k\) are fresh variables of the appropriate type.

(b) Select bounds \(b'(x_j)\) for \(j = 1, \ldots, k\) such that \(m \leq b'(x_j) < b(x)\) for all variables \(x_j\) and furthermore \(\sum_{j=1}^{k} (b'(x_j) - m) \leq b(x) - m - 1\).

(c) Beta-reduce the terms until a \(\beta\Pi\)-normal form is reached.

(d) Decompose the resulting BHOUP.

**Definition 6.3. (reduce-split)**
The input is a decomposed BHOUP \((S, b)\) together with a variable \(x \in \text{FV}(S)\) with \(b(x) > \text{ar}(x) = m\).

(a) select some \(f \in \Sigma_{0}\), and instantiate \(x\) by the \(\beta\Pi\)-normal form of
\[
\lambda y_1, \ldots, y_m. f((x_1, y_1 \ldots y_m), \ldots, (x_k, y_1 \ldots y_m))
\]
where \(x_j\) for \(j = 1, \ldots, k\) are fresh variables of the appropriate type.

(b) Select bounds \(b'(x_j)\) for \(j = 1, \ldots, k\) such that \(m \leq b'(x_j) < b(x)\) for all variables \(x_j\) and furthermore \(\sum_{j=1}^{k} (b'(x_j) - m) \leq b(x) - m\).

(c) Beta-reduce the terms until a \(\beta\Pi\)-normal form is reached.

(d) Decompose the resulting BHOUP.

**Definition 6.4. (reduce-binder)**
The input is a decomposed BHOUP \((S, b)\) together with a variable \(x \in \text{FV}(S)\) with \(b(x) > \text{ar}(x) = m\).

(a) select some \(f \in \Sigma_{0}\) with a unique non-elementary argument position, say, position \(i\), and instantiate \(x\) by the \(\beta\Pi\)-normal form of
\[
\lambda y_1, \ldots, y_m, f(z_0, \ldots, z_{i-1}, (x', y_1 \ldots y_m), z_{i+1}, \ldots, z_k)
\]
where \(z_j\) for \(j = 1, \ldots, i-1, i+1, \ldots, k\) are fresh first-order variables and \(x'\) is a fresh variable of the appropriate type.

(b) Define \(b'(x') := b(x)\) and \(b'(z_j) := 0\) for \(j = 1, \ldots, i-1, i+1, \ldots, k\).

(c) Beta-reduce the terms until a \(\beta\Pi\)-normal form is reached.

(d) Decompose the resulting BHOUP.

For proving soundness of the three rules (reduce-bv), (reduce-split), and (reduce-binder), the following lemma is needed.

**Lemma 6.5.** Let \(s\) be a term in \(\beta\Pi\)-normal form of type \(\alpha_1 \rightarrow \ldots \rightarrow \alpha_m \rightarrow \iota\), for \(1 \leq i \leq m\) let \(y_i\) be a fresh variable. Then \(#\text{bv}(s)_{\beta\Pi} = \#\text{bv}(s) - m\).
Proof. It is sufficient to show this for \( m = 1 \), and then use induction. Assume that \( s = \lambda u_1, s' \). Then \( \#\beta t(s) - 1 = \#\beta t_{u_1}(s') \). We have \([s \, y_1 \downarrow_{\beta \sigma}] \downarrow_{\beta \overline{\sigma}} = (s'[y_1 \downarrow_{\beta \sigma}/u_1] \downarrow_{\beta \overline{\sigma}}\). Since \( s' \) is in \( \beta \overline{\sigma} \)-normal form, each occurrence of \( u_1 \) represents the head of a maximal application. The replacements of \( u_1 \) by \( y_1 \downarrow_{\beta \sigma} \) and the subsequent beta-reductions have the effect of exactly replacing the variable \( u_1 \) by the variable \( y_1 \), i.e., \( s'[y_1 \downarrow_{\beta \sigma}/u_1] \downarrow_{\beta \overline{\sigma}} = s'[y_1/u_1] \). Hence \( \#\beta t_{y_1}(s'[y_1/u_1]) = \#\beta t_{y_1}(s') = \#\beta t(s) - 1 \). \qed

Example 6.6. Let \( s = \lambda x^{(x + x) - x} \downarrow_{\beta \sigma} = \lambda y^{(y + y) - y} \cdot (x \lambda z'. (u' - u) \cdot z) \). We have \( \#\beta t(s) = 4 \). Let \( y' - y \) be a fresh variable. Applying \( s \) to \( y \downarrow_{\beta \sigma} = \lambda z'. (y \cdot y) \) yields after a first \( \beta \)-reduction \( x \lambda z'. ((\lambda z'. (y \cdot z) \cdot z) \cdot z) \). A second \( \beta \)-reduction gives \( (s \downarrow_{\beta \sigma}) \downarrow_{\beta \overline{\sigma}} = x \lambda z. (y \cdot z) \). We have \( \#\beta t_y((s \downarrow_{\beta \sigma}) \downarrow_{\beta \overline{\sigma}}) = 3 \).

Lemma 6.7. (a) The three reduction rules (reduce-bv), (reduce-split), and (reduce-binder) are sound.
(b) Each reduction rule (reduce-bv), (reduce-split), and (reduce-binder) fails or leads to a decomposed \( \text{BHOUP} \) \((S^*, b^*)\) such that \( \mu(S^*, b^*) < \mu(S, b) \).

Proof. (a) Let \( \sigma^* \) be a \( \Sigma_\delta \)-unifier for the output system \((S^*, b^*)\). Soundness of decomposition shows that there exists a \( \Sigma_\delta \)-unifier \( \sigma' \) for the system \((S', b')\) reached before decomposition. Obviously, if \( t \) denotes the substitute for \( x \) as defined in Step (a) of the respective rule, then \( \sigma(x) := \sigma'(t) \downarrow_{\beta \sigma} \) and \( \sigma(y) := \sigma'(y) \) for all free variables \( y \neq x \) of \( S \) defines a \( \Sigma_\delta \)-unifier for \( S \). To prove soundness it remains to show that \( \sigma \) respects bound \( b \).

First assume that rule (reduce-bv) is used. Then \( x \) is replaced by the term

\[
\lambda \overrightarrow{y_i}. \lambda \overrightarrow{u_k}. (x \overrightarrow{t_j}(x_1 \overrightarrow{u_1} \downarrow_{\beta \overline{\sigma}} \ldots (x \overrightarrow{t_j}(x_k \overrightarrow{u_k} \downarrow_{\beta \overline{\sigma}}) \downarrow_{\beta \overline{\sigma}})),
\]

the length \( l_j \) of the lambda-binders \( \lambda \overrightarrow{t_j} \) depending on the arity of the \( j \)-th argument type of \( y_j \). Hence

\[
\sigma(x) = \lambda \overrightarrow{y_i}. \lambda \overrightarrow{u_k}. (\sigma'(x_1) \overrightarrow{u_1} \downarrow_{\beta \overline{\sigma}} \ldots (\sigma'(x_k) \overrightarrow{u_k} \downarrow_{\beta \overline{\sigma}}) \downarrow_{\beta \overline{\sigma}}).
\]

Lemma 6.5 shows that \( \#\beta t\downarrow_{\beta \overline{\sigma}}((\sigma(x)) \downarrow_{\beta \overline{\sigma}}) = \#\beta t((\sigma'(x)) - m - l_j). \)

It follows that \( \#\beta t(\sigma(x)) = m + 1 + \sum_{j=1}^{k} (\#\beta t(\sigma(x_j)) - m) \leq m + 1 + \sum_{j=1}^{k} (\beta(x_j) - m) \). Now the condition in Part (b) of the rule shows \( \#\beta t(\sigma(x)) \leq b(x) \). The proof for rule (reduce-split) is analogous. For rule (reduce-binder) note that \( \sigma'(x) \) is a ground first-order term, for \( j = 1, \ldots, i_0 - 1, i_0 + 1, \ldots, k \). The rest is as before.

(b) Assume that the final decomposition step in Part (d) does not lead to failure. Rules (reduce-bv) and (reduce-split) reduce \( \mu_1 \) since \( x \) is replaced by a finite number of variables with smaller bound. Rule (reduce-binder) does not modify \( \mu_2 \). Since \( \text{ar}(x') > \text{ar}(x) \) it follows that \( \mu_2 \) is decreased. \qed

Lemma 6.8. [Weak completeness of reduction] Let \((S, b)\) be a decomposed \( \text{BHOUP} \) with a \( \Sigma_\delta \)-unifier \( \sigma \) with exponent of periodicity \( e \). Let \( M \neq \emptyset \) be any subset of \( \text{FV}(S) \). Then either
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1. it is possible to reach via application of one of the rules (reduce-bv), (reduce-
split) or (reduce-binder) to some $x \in M$ a decomposed BHOUPOP $(S^*, b^*)$ such
that $\mu(S^*, b^*) < \mu(S, b)$ and $(S^*, b^*)$ has a $\Sigma_0$-unifier $\sigma^*$ with exponent of
periodicity $\leq \epsilon$, or
2. each value $\sigma(x)$ for $x \in M$ has the form (4) described in Remark 6.1.

Proof. Case 1. If there is any variable $x \in M$ where $\sigma(x)$ has the form (1)
described in Remark 6.1, then we apply (reduce-bv) using $x$ (Alternative 1). For
the new variables we define $\nu'(x_j) := m + \#bul_{\overline{\nu}'}(t_j)$ $(1 \leq j \leq k)$. This choice
is consistent with the condition in Step (b) of (reduce-bv) since $\sum_{j=1}^{k} \nu'(x_j) - m =
\sum_{j=1}^{k} \#bul_{\overline{\nu}'}(t_j) = \#bul_{\overline{\nu}'}(\sigma(x)) = 1 - m \leq b(x) - 1 - m$, which also implies that
$\nu'(x_j) < b(x)$ for $1 \leq j \leq k$. We define $\sigma'(x_j) := \lambda y_1, \ldots, y_m, t_j$ and $\sigma'(y) := \sigma(y)$
for $x \neq y \in FV(S)$. Obviously this definition is compatible with bound $b'$ defined
in Step (b). It is trivial to verify that $\sigma'$ is a $\Sigma_0$-unifier for the system reached
after Step (c). Clearly the exponent of periodicity of $\sigma'$ does not exceed the
exponent of periodicity of $\sigma$. Using completeness of decomposition we are done.

In the remaining cases, some variable $x \in M$ has a value $\sigma(x)$ of the form
$\lambda y_{1}, \ldots, y_{m} \cdot f(t_{1}, \ldots, t_{k})$ where $f \in \Sigma_0$.

Case 2. If there exists a variable $x \in M$ where $\sigma(x)$ has the form (2)
described in Remark 6.1, then we apply (reduce-split) using $x$ (Alternative 2). For the new
variables we define $\nu'(x_j) := m + \#bul_{\overline{\nu}'}(t_j)$ $(1 \leq j \leq k)$. The assumptions
on form (2) show that $\nu'(x_j) < m + \#bul_{\overline{\nu}'}(\sigma(x)) - m = \#bul_{\overline{\nu}'}(\sigma(x)) \leq b(x)$
for $j = 1, \ldots, k$. In addition we have $\sum_{j=1}^{k} \nu'(x_j) - m = \sum_{j=1}^{k} \#bul_{\overline{\nu}'}(t_j) =
\#bul_{\overline{\nu}'}(\sigma(x)) - m \leq b(x) - m$. Defining $\sigma'(x_j)$ as $\lambda \overline{\nu}', t_j$ is consistent with $b'$. It
is trivial to verify that $\sigma'$ is a $\Sigma_0$-unifier for the system reached after Step (c). The
exponent of periodicity of $\sigma'$ does not exceed the exponent of periodicity of $\sigma$. Using completeness of
decomposition we are done.

In the remaining case, some variable $x \in M$ has a value $\sigma(x)$ of the form
$\lambda y_{1}, \ldots, y_{m} \cdot f(t_{1}, \ldots, t_{k})$ where $f \in \Sigma_0$, and for at most one subterm $t_i$ we have
$\#bul_{\overline{\nu}'}(t_i) \neq 0$.

Case 3. If there exists a variable $x \in M$ where $\sigma(x)$ has the form (3)
described in Remark 6.1, then we apply (reduce-binder) using $x$ (Alternative 3). Here $f$ and $i$ are as above. We define $\sigma'(x^e) := \lambda \overline{\nu}, t_i$ and $\sigma'(z_j) := t_j$ for
$j = 1, \ldots, i-1, i+1, \ldots, k$. The definition respects $b'$. It is trivial to verify that $\sigma'$
is a $\Sigma_0$-unifier for the system reached after Step (c). The exponent of periodicity of $\sigma'$ does not exceed the exponent of periodicity of $\sigma$. Using completeness of
decomposition we are done.

In the remaining Case 4, every value $\sigma(x)$ for $x \in M$ is of the form (4)
described in Remark 6.1. The result follows. □

7 Rules for Type “nocycle”

Let $(S, b)$ denote a BHOUPOP of type “nocycle”, with a set of variables $\mathcal{V}_S :=
FV(S)$. Let the relations “~1” and “>1” on $\mathcal{V}_S$ be defined as follows: if there
exists an equation \(x \cdot s_1 \ldots s_n = y t_1 \ldots t_m \in S\), then \(x \sim_1 y\). If there exists an equation \(x \cdot s_1 \ldots s_n = t \in S\), and \(t\) has some function symbol \(f\) as head, \(y\) is on the surface of \(t\), then \(x \sim_1 y\).

Let \(\sim\) denote the equivalence relation in \(V_S\) generated by \(\sim_1\). Denote the equivalence class of a variable \(x\) by \([x]_\sim\). For equivalence classes \(D_1, D_2\) of \(V_S/\sim\) define \(D_1 \triangleright_1 D_2\) if there exist \(x_1 \in D_1\) for \(i = 1, 2\) such that \(x_1 \sim_1 x_2\). Let \(\triangleright\) denote the transitive closure of \(\triangleright_1\).

**Lemma 7.1.** If the decomposed BHOUP \((S, b)\) is of type “nocycle”, then the relation \(\triangleright\) is an irreflexive partial order on \(V_S/\sim\).

**Proof.** Assume that \(\triangleright\) is not irreflexive. Then there exists a sequence \(x_1 \triangleright x_2 \triangleright \ldots \ triangleright x_h\) of length \(h \geq 1\) of equations from \(S\) such that \(x_i\) occurs on the surface of \(t_{i-1} \in D\) for \(1 \leq i \leq h\). Moreover, there is at least one term \(t_i\) of the form \(f(t_{i-1}, \ldots, t_{i-n})\). Since the sequence does not represent a cycle, all \(x_i\) have arity 0. But then decomposition rule (occurs-check) would lead to failure, a contradiction. \(\square\)

**Definition 7.2. (Imitation)** Let \((S, b)\) be a decomposed BHOUP of type “nocycle”. Select a \(\triangleright\)-maximal \(\sim\)-equivalence class \(D\) and a function symbol \(f\) according to the following conditions: There must be an equation \(z \ldots = f \ldots \in S\) where \(z \in D\). Let \(k := \text{ar}(f)\). Select one of the following two alternatives. The second alternative is only possible if \(f \in \Sigma_0\) has arity \(k \geq 1\) and if all arguments of \(f\) have elementary type, i.e. \(f\) is a first-order function symbol.

1. Apply (reduce-bv), (reduce-split) or (reduce-binder) using a variable \(x \in D\) with \(b(x) > \text{ar}(x)\).
2. Apply the following steps:
   a. For every variable \(x \in D\) select an index \(j_x\) with \(1 \leq j_x \leq k\). Instantiate \(x\) by the \(\beta\eta\)-normal form of
      \[
      \lambda y_1, \ldots, y_{\text{ar}(x)}. f(z_1, \ldots, z_{j_x-1}, x', y_1, \ldots, y_{\text{ar}(x)}, z_{j_x+1}, \ldots, z_k)
      \]
      where the \(z_i, i = 1, \ldots k\), \(i \neq j_x\) are fresh first-order variables and \(x'\) is a new variable of appropriate type. Define \(b'(x') := b(x)\) and \(b(z_i) = 0\) for \(i \in \{1, \ldots, k\}, i \neq j_x\).
   b. Use \((\beta\eta)\)-reduction to transform the terms into \(\beta\eta\)-normal form.
   c. Decompose the resulting BHOUP.

**Lemma 7.3.** Application of the the rule (imitation) to a decomposed BHOUP \((S, b)\) of type “nocycle” either fails or results in a BHOUP \((S^*, b^*)\), such that \(\mu(S^*, b^*) < \mu(S, b)\).

**Proof.** A \(\triangleright\)-maximal equivalence class with the required properties exists, since there are no cycles, there is no occurs-check failure, and the BHOUP is not of type \(xy\).

If Alternative 1 is selected, then the result follows from Lemma 6.7. If Alternative 2 is selected, since all arguments of \(f\) have elementary type, each
$x \in D$ is instantiated with a term $\lambda \vec{y} \vec{m} f(\vec{z}_1, \ldots, \vec{z}_n, \vec{x}, \vec{y}, \vec{z}_{j_0+1}, \ldots, \vec{z}_n)$. Since \( b'(\vec{x}') = b(x) \) and \( \ar(\vec{x}') = \ar(x) \) neither \( \mu_1 \) nor \( \mu_2 \) are affected. If \( S^* \) contains a cycle, then \( \mu_3 \) is reduced. Hence we may assume that \( S^* \) does not have a cycle. Then none of the systems reached before or during Step (d) has a cycle, by Lemma 5.15. Hence rule (decomp-revpt) is not applied.

Note that all surface occurrences of variables \( x \in D \) are the distinguished occurrences in equations \( x \vec{y} \vec{m} \equiv y \vec{y} \vec{m} \) or \( x \vec{y} \vec{m} \equiv f \vec{y} \vec{m} \). We consider the modifications of \( \mu_4, \mu_5 \) that result from the treatment of each equation. We first consider the equations of the form \( x \vec{y} \vec{m} \equiv f \vec{y} \vec{m} \) for \( x, y \in D \). The instantiation of \( x, y \), after \( \beta \)-reduction yields equations

\[
\tilde{f}(\vec{z}_1, \ldots, \vec{x}', \ldots, \vec{z}_n) \equiv \tilde{f}(\vec{z}_1', \ldots, \vec{y}', \ldots, \vec{z}_n').
\]

Via decomposition both occurrences of \( f \) are removed. The decomposition of the successor equations only uses (replv). We do not obtain new function symbols on the surface, perhaps some first-order variables are added. Replacements of variable occurrences in \( x \vec{y} \vec{m} \equiv y \vec{y} \vec{m} \) that are not on the surface do not modify \( \mu_4, \mu_5 \). Hence, after Step (d), we do not have any new contribution to measure components \( \mu_4, \mu_5 \) from equations \( x \vec{y} \vec{m} \equiv f \vec{y} \vec{m} \).

For the equation(s) \( x \vec{y} \vec{m} \equiv f \vec{y} \vec{m} \) in \( S \) the instantiation of \( x \) after \( \beta \)-reduction yields

\[
\tilde{f}(\vec{z}_1, \ldots, \vec{x}', \ldots, \vec{z}_n) \equiv \tilde{f}(\vec{s}_1, \ldots, \vec{s}_n).
\]

Via decomposition both occurrences of \( f \) are removed. The rest is as above. Hence, after Step (d), there is one term that is replaced by some terms of a smaller size, and at least one surface occurrence of \( f \) is removed. Hence \( \mu_4 \) and \( \mu_5 \) are strictly decreased. □

**Lemma 7.4.** The rule (imitation) is sound and complete.

**Proof.** Let \((S, b)\) be a BHOUP before application of the rule.

**Soundness.** Assume there is a \( \Sigma_0 \)-unifier \( \sigma^* \) of the BHOUP \((S^*, b^*)\) reached after the transformation. If Alternative 1 is selected, then Lemma 6.7 shows that \((S, b)\) has a \( \Sigma_0 \)-unifier.

If Alternative 2 is used, soundness of decomposition shows that there exists a \( \Sigma_1 \)-unifier \( \sigma' \) of the BHOUP \((S', b')\) reached before the final decomposition. We now show that there is a \( \Sigma_0 \)-unifier for \((S, b)\). For each \( x \in D \), let \( m = \ar(x) \) and define \( \sigma(x) \) as the \( \beta \)-normal form of the \( \sigma' \)-image of the \( \beta \)-normal form of \( \lambda \vec{y}_1 \ldots, \vec{y}_m \tilde{f}(\vec{z}_1, \ldots, \vec{z}_{j_0+1}, \vec{x}', \vec{y}_1 \ldots, \vec{y}_m, \vec{z}_{j_0+1}, \ldots, \vec{z}_n) \). It is trivial to see that \( \sigma \) is a \( \Sigma_0 \)-unifier for \( S \). Since for \( i \neq j_x \), always \( \sigma(z_i) \) is a ground first-order term (cf. Lemma 3.3) we see as in the proof of Lemma 6.7 (Soundness) that \( \# \text{b}t(\sigma(x)) \leq m + b'(x') - m = b(x) \). It follows that \( \sigma \) is a \( \Sigma_0 \)-unifier for \((S, b)\).

**Completeness.** Let \( \sigma \) be a \( \Sigma_0 \)-unifier of \((S, b)\). It follows from Lemma 6.8 that it suffices to consider the case where each variable \( x \in D \) has a value \( \sigma(x) \) of the form \( \lambda \vec{y}_1, \ldots, \vec{y}_{\ar(x)} \tilde{f}(\vec{t}_1, \ldots, \vec{t}_k) \) where for at most one subterm \( \vec{t}_i \) we have \( \# \text{b}t(\vec{t}_i) \neq 0 \) and every argument of \( f \) has elementary type. Obviously \( f \) must be the function symbol mentioned in the rule (Imitation). Here we use
Alternative 2. Let $x \in D$ and let $\sigma(x) = \lambda \overline{t}. f(t_1, \ldots, t_n)$. In Step (a), if there exists a term $t_i$ such that $\# h \vdash \overline{t}. f(t_i) \neq 0$, then select $j_x := i$, in the other case the selection of $j_x$ is arbitrary. We define $\sigma'(x') := \lambda \overline{t}. t_i$ and $\sigma'(x) := \sigma(y)$ for $x \neq y$. Images of fresh first-order variables are obvious. The definition respects $\beta'$. It is trivial to verify that $\sigma'$ is a $\beta$-unifier for the system reached after Step (b). The exponent of periodicity of $\sigma'$ does not exceed the exponent of periodicity of $\sigma$. Since decomposition is complete we are done. □

Lemma 7.5. The rule (Imitation) either fails or transforms a decomposed BHOUP $(S, b)$ in $\beta\pi$-normal form into a decomposed BHOUP $(S', b')$ in $\beta\pi$-normal form. Moreover, $\operatorname{sub}(S') \subseteq \operatorname{sub}(S)$.

Proof. By inspecting the rule. □

8 Rules for Type “amb”

Before we describe the treatment of BHOUPs of type “amb” we introduce a rule that is used to replace surface occurrences of first-order variables by a term $t$, if the equation $x \equiv t$ is in the problem set. It is not used for decomposition, since for BHOUPs of type “nocycle” it would in general increase the measure.

\[
\begin{align*}
\text{(rept)} & \\
\frac{\{x \equiv t\} \cup S}{\{x \equiv t\} \cup S'} \quad S' \text{ is constructed from } S \text{ by replacing all surface occurrences of } x \text{ by } t. \text{ The variable } x \text{ must be a first-order variable.}
\end{align*}
\]

Now let $(S, b)$ denote a problem of type “amb”. Recall that $S$ is decomposed and has a $\psi$-minimal cycle $L$ that is non-path-unique. We may assume that $L$ has the form $x_1 \overline{t}_1 \equiv t_1, \ldots, x_k \overline{t}_k \equiv t_k$. The cycle could as well be represented as $x_1 \overline{t}_1 \equiv C_1[t'_1], \ldots, x_k \overline{t}_k \equiv C_k[t'_k]$, where $C_i$ are the relevant contexts (see Definition 5.4).

Definition 8.1. (solve-ambiguous-cycle). The input is the decomposed BHOUP $(S, b)$ of type “amb” with a $\psi$-minimal cycle $L$ as described above. Select one of the following two alternatives.

1. Apply (reduce-bv), (reduce-split) or (reduce-binder) using a variable $x \in \{x_1, \ldots, x_k\}$ with $b(x) > ar(x)$.
2. Select an index $j$ such that $x_j \overline{t}_j \equiv t_j$ is an equation in $L$ where $x_{(j+1 \mod k)} \overline{t}_j$ occurs at least twice on the surface of $t_j = f t_{j, 1} \ldots t_{j, k}$ and the main depth of the relevant context $C_j$ is minimal in $L$. If $f$ has an argument with non-elementary type, then fail.

Now apply the following steps:

(a) Select an index $r \in \{1, \ldots, k\}$. In the special situation where $h = 1$, the selection of $r$ is subject to the following condition: all surface occurrences of $x_1$ in $f(t_{1,1}, \ldots, t_{1,k})$ have to be in $t_{1,r}$. If this is not possible since $C_1$ is trivial, then stop with fail.
(b) Instantiate $x_j$ by $\lambda \overrightarrow{y}. f(z_1, \ldots, z_r, x_j, y_{\overrightarrow{y}}^e, z_{r+1} \ldots z_k)$ where the $z_i$
 are fresh first-order variables ($1 \leq i \leq k, i \neq r$), and $x'_j$ is a fresh variable.

(c) Define $b'(z_i) := 0$ and $b'(x'_j) := b(x_j)$.

(d) Use $\beta$-reduction until a $\beta_r$-normal form is reached for every term in the
 system.

(e) Apply rule (decomp) to the equation that is obtained from the equation
 $x_j \overrightarrow{y} \equiv t_j$ in Step (d).

(f) Apply (reput) for all the new equations $z_i \equiv t_{j,i}$ ($1 \leq i \leq k, i \neq r$) that
 are obtained from the previous step.

(g) Then decompose the resulting BHOUP.

Lemma 8.2. Application of the the rule (solve-ambiguous-cycle) to a BHOUP
 $(S, b)$ of type “amb” either fails or results in a BHOUP $(S^*, b^*)$, such that
 $\mu(S^*, b^*) < \mu(S, b)$.

Proof. If Alternative 1 is selected, then the result follows from Lemma 6.7.

Assume that Alternative 2 is selected. By Lemma 5.14 it suffices to show that the
system $(S', b')$ reached after Step (f) satisfies $\mu(S', b') < \mu(S, b)$. Obviously
Steps (a)-(f) do not affect the measures $\mu_1$ and $\mu_2$. Note that in (b) we have
$\text{ar}(x'_j) = \text{ar}(x_j)$. We now show that $\mu_3$ is reduced.

We first assume that $h > 1$ and consider the relevant equation, its predecessor
and successor equation (for $h = 2$, the first and the third equation are identical).

$$x_{j-1} \overrightarrow{y} \equiv t_{j-1} \mid x_j$$
$$x_j \overrightarrow{y} \equiv f(t_{j,1}, \ldots, t_{j,k}) \mid x_{j+1}$$
$$x_{j+1} \overrightarrow{y} \equiv t_{j+1}$$

Instantiating $x_j$ plus beta-reductions yields the equations

$$x_{j-1} \overrightarrow{y} \equiv t'_{j-1} \mid f(z_1, \ldots, z_r, x_j', z_{r+1} \ldots z_k)$$
$$f(z_1, \ldots, z_r, x_j' \overrightarrow{y}, z_{r+1} \ldots z_k) \equiv f(t'_{j,1}, \ldots, t'_{j,k}) \mid x_{j+1}$$
$$x_{j+1} \overrightarrow{y} \equiv t'_{j+1}.$$

Here primed terms are obtained from unprimed predecessors via instantiation.
The arguments represented as $\overrightarrow{z}$ depend on the arguments of the respective
surface occurrence(s) of $x_j$ in $t_{j-1}$. Decomposition of the central equation in
Step (e) yields

$$x_{j-1} \overrightarrow{y} \equiv t'_{j-1} \mid f(z_1, \ldots, z_r, x'_j, z_{r+1} \ldots z_k)$$
$$x'_j \overrightarrow{y} \equiv t'_{j,r}$$
$$x_{j+1} \overrightarrow{y} \equiv t'_{j+1}.$$
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plus the equations $z_i \doteq t'_{j,i}$ ($i \neq r$). Replacing the $z_i$ by $t'_{j,i}$ in Step (f) now yields

$$x_{j-1} \doteq t'_{j-1}[f(t'_{j,1}, \ldots, t'_{j,r-1}, x'_{j, \overline{r}, 1}, t'_{j,r+1} \ldots t'_{j,k})]$$

$$x'_{j} \doteq t'_{j,r}$$

$$x_{j+1} \doteq t'_{j,r+1}.$$

First assume that there exists at least one index $l \neq r$ such that $t_{j,l}$ has a surface occurrence of $x_{j+1}$. Since the cycle has minimal length and $h > 1$ we have $x_{j+1} \neq x_j$. It follows that $t'_{j,t}$ has a surface occurrence of $x_{j+1}$. This shows that the equations

$$x_{j-1} \doteq t'_{j-1}[f(t'_{j,1}, \ldots, t'_{j,r-1}, x'_{j, \overline{r}, 1}, t'_{j,r+1} \ldots t'_{j,k})]$$

$$x_{j+1} \doteq t'_{j,r+1}.$$

Together with the images of the remaining equations of $L$ represent a cycle of length $h-1$. Note that the conditions for a cycle are satisfied since $t'_{j-1}[f(t'_{j,1}, \ldots, t'_{j,r-1}, x'_{j, \overline{r}, 1}, t'_{j,r+1} \ldots t'_{j,k})]$ contains a function symbol as head. Hence, after Steps (a)-(f) we reach a system with smaller $\psi$-measure.

Now assume that all surface occurrences of $x_{j+1}$ belong to $t'_{j,r}$. This means that $x_{j+1}$ occurs at least twice on the surface of $t'_{j,r}$. Together with the images of the remaining equations of $L$ the equations

$$x_{j-1} \doteq t'_{j-1}[f(t'_{j,1}, \ldots, t'_{j,r-1}, x'_{j, \overline{r}, 1}, t'_{j,r+1} \ldots t'_{j,k})]$$

$$x'_{j} \doteq t'_{j,r}[x_{j+1}]$$

$$x_{j+1} \doteq t'_{j+1}.$$

represent a cycle of the system reached after Step (d). The main depth of the relevant context of the equation with index $j$ is decreased. Note that if $x_j$ has two surface occurrences in $t_{j-1}$, the main depth of the relevant context of equation $j-1$ is not affected. The new cycle is non-path-unique, hence it has smaller $\psi$-measure than $L$. Hence after Steps (a)-(d) we reach a system with smaller $\psi$-measure.

It remains to consider the case $h = 1$. Let the equation be

$$x_1 \doteq f(t_1, \ldots, t_m) \doteq x_1.$$

Here $x_1$ has at least two surface occurrences in $t_r$. Instantiation and beta-reductions yield

$$f(z_1, \ldots, z_{r-1}, (x'_{1} \doteq f(z_1, \ldots, z_{r-1}, (x'_{1} \doteq z_1, \ldots, z_k))$$

$$\doteq f(t'_{1}, \ldots, t'_{r-1}, t'_{r} \doteq f(z_1, \ldots, z_{r-1}, (x'_{1} \doteq z_1, \ldots, z_m)) \doteq t'_{r+1}, \ldots, t'_{m}).$$

Decomposition gives

$$x'_{1} \doteq t'_{r} \doteq f(z_1, \ldots, z_{r-1}, (x'_{1} \doteq z_1, \ldots, z_k)).$$
We have a non-path-unique cycle where the depth of the main context is smaller than before. As above it follows that we reach a system with smaller $\psi$-measure. □

The following figure illustrates the first situation considered in the preceding proof where $h = 3$ and $j = 2$.

**Lemma 8.3.** The rule (solve-ambiguous-cycle) is sound and complete.

**Proof.** Let $(S, b)$ be a BHOUHp before application of the rule.

*Soundness.* Assume there is a $\Sigma_0$-unifier $\sigma^*$ of the BHOUHp $(S^*, b^*)$ reached after the transformation. If Alternative 1 is selected, then Lemma 6.7 shows that $(S, b)$ has a $\Sigma_0$-unifier.

If Alternative 2 is used, soundness of decomposition shows that there exists a $\Sigma_0$-unifier $\sigma'$ of the BHOUHp $(S', b')$ reached before the final decomposition. Obviously, if $t = \lambda y f(z_1, \ldots, z_{r-1}, x', y)\frac{\varnothing}{\varnothing}, z_{r+1} \ldots z_k)$ denotes the substitute for $x_j$ as defined in Step (b) of Alternative 2, then $\sigma(x_j) := \sigma'(t)|_{\varnothing}$ and $\sigma(y) := \sigma'(y)$ for all free variables $y \neq x_j$ of $S$ defines a $\Sigma_0$-unifier for $S$. To prove soundness it remains to show that $\sigma$ respects bound $b$. We have

$$\sigma(x_j) = \lambda \varnothing f(\sigma'(z_1), \ldots, \sigma'(z_{r-1}), [\sigma'(x')] \frac{\varnothing}{\varnothing}, z_{r+1} \ldots \sigma'(z_k))$$

where $\#bh(\sigma'(z_i)) = 0$ for $i \in \{1, \ldots, k\}, i \neq r$. Lemma 6.5 shows that $\#bh(\sigma'(x_j)) = \#bh(\sigma'(x'_j)) - m_j$, where $m_j$ is the length of $t_i$. It follows that $\#bh(\sigma(x_j)) = m_j + \#bh(\sigma'(x'_j)) - m_j = \#bh(\sigma'(x'_j)) \leq b(x'_j) = b(x_j)$, which shows that $\sigma$ respects $b$.

*Completeness.* Let $\sigma$ be a $\Sigma_0$-unifier of $(S, b)$. It follows from Lemma 6.8 that it suffices to consider the case where any variable $x \in \{x_1, \ldots, x_h\}$ has a value $\sigma(x)$ of the form $\lambda y_1, \ldots, y_m f(t_1, \ldots, t_k)$ where for at most one subterm $t_i$ we have $\#bh(\sigma'(t_i)) \neq 0$ and every argument of $f$ has elementary type. Here we use Alternative 2. We select an index $j$ such that $x_j \sigma'_{x_j} \vdash t_j$ is an equation in $L$ where $x_{j+1} \in \text{set}_L, j$ occurs at least twice on the surface of $t_j = f(t_{j,1}, \ldots, t_{j,k})$ and the main depth of the relevant context $C_j$ is minimal in $L$. Let $\sigma(x_j) =$
\( \lambda y_1, \ldots, y_m. f(t_1, \ldots, t_k) \), let \( r \) be an index such that \( \# \text{v}(t_r) = \# \text{v}(\sigma(x)) - m \). We select this index in Step (a).

We have to show that for \( h = 1 \) all surface occurrences of \( \sigma(x) \) in \( f(t_{1,1}, \ldots, t_{1,k}) \) are in \( t_{1,r} \). For index \( i \neq r \), the subterms \( t_i \) of \( \sigma(x) = \lambda y_1, \ldots, y_m. f(t_1, \ldots, t_k) \) are ground first-order terms. Hence we have \( \sigma(x_1[t]) = f(t_1, \ldots, t_{r-1}, t_r[t], t_{r+1}, \ldots, t_k) = f(\sigma(t_{1,1}), \ldots, \sigma(t_{1,k})) \). Assume that for some \( i \neq r \) variable \( x_i \) occurs on the surface of \( t_{1,i} \). Since \( t_i \) is a proper subterm of \( \sigma(x_1) \) and \( \sigma(x_1) \) is a subterm of \( \sigma(x) \), we obtain a contradiction.

Returning to the general case with \( j, r \) as above it is simple to see that \( \sigma'(x_j) := \lambda y_1, t_r \) and \( \sigma'(z_i) := t_i \) for \( i \neq r, 1 \leq i \leq k \) defines a \( \Sigma_0 \)-unifier for \((S, b')\). It obviously satisfies bound \( b' \) and has an exponent of periodicity that does not exceed the exponent of periodicity of \( \sigma \). From completeness of decomposition rules it follows that we are done. \( \square \)

**Lemma 8.4.** The rule (solve-ambiguous-cycle) either fails or transforms a decomposed BHOU \((S, b)\) in \( \beta T \)-normal form into a decomposed BHOU \((S', b')\) in \( \beta T \)-normal form. Moreover, \( \text{sub}(S') \subseteq \text{sub}(S) \).

**Proof.** By inspecting the rule. \( \square \)

## 9 Rules for Type “unique”

In this section we distinguish between two types of path-unique cycles.

**Definition 9.1.** Let \((S, b)\) be a BHOU. A term \( t \) occurring in \( S \) is \( b \)-constrained iff there exists an equation \( t \equiv b \). A context \( f(t_1, \ldots, t_{r-1}, t_r, t_{r+1}, \ldots, t_k) \) appearing in \( S \) is called \( b \)-constrained iff \( f \) is a first-order function symbol, and every subterm \( t_i (i = 1, \ldots, r-1, r+1, \ldots, k) \) is \( b \)-constrained. A non-empty context \( C \) is \( b \)-constrained iff every subcontext of main depth 1 is \( b \)-constrained.

**Definition 9.2.** A cycle \( L \) of length \( h \) is special path-unique if the following holds:

- it is path-unique,
- only the relevant context of the last equation \( C_b \) is non-trivial,
- the context \( C_b \) is \( b \)-constrained.

The following rule (shuffle) does not necessarily decrease \( \mu \); it may increase the \( \mu_b \)-component of the measure component \( \mu_3 \). It can be applied to a BHOU and a cycle \( L \) only in the context of a larger procedure where we will be able to decrease \( \mu \) eventually.

**Definition 9.3.** Sub-rule (shuffle) The input is a decomposed BHOU \((S, b)\) and a path-unique cycle \( L \) in \((S, b)\) of length \( h \geq 2 \) of the form \( x_1 \tilde{T} \equiv C_1[x_2 \tilde{T}], \ldots, x_k \tilde{T} \equiv C_k[x_1 \tilde{T}] \) where \( L \) contains at least two non-trivial relevant contexts \( C_j \) and \( C_j' \). Select one of the following alternatives.
1. Apply \((\text{reduce-by})\), \((\text{reduce-split})\) or \((\text{reduce-binder})\) using a variable \(x \in \{x_1, \ldots, x_n\}\) with \(b(x) > \alpha(x)\).
2. Let \(C_j[x_{j+1}T_j]\) have the form \(f(t_{j,1}, \ldots, t_{j,s-1}, t_{j,s}[x_{j+1}], t_{j,s+1}, \ldots, t_{j,k})\).
   (a) Fail, if \(f\) has an argument position of non-elementary type, or if \(f \notin \Sigma_0\).
   Select an index \(1 \leq r \leq k\).
   (b) Instantiate \(x_j\) by \(\lambda y_j. f(z_1, \ldots, z_{r-1}, z_r, \ldots, z_k)\), where the \(z_i\)
   \((1 \leq i \leq k, \ i \neq r)\) are fresh first-order variables and \(x_j^r\) is a fresh variable.
   (c) Define \(b'(z_i) := 0 \ (1 \leq i \leq k, \ i \neq r)\) and \(b'(x_j^r) := b(x_j)\).
   (d) Use \(\beta\)-reduction to reach a \(\beta\)-\(\eta\)-normal form.
   (e) Apply \((\text{decomp})\) to the \(j^{th}\) equation of \(L\) after the instantiation, i.e. to
   \[
   f(z_1, \ldots, z_{r-1}, z_r, \ldots, z_k) \\
   = f(t_{j,1}, \ldots, t_{j,s-1}, t_{j,s}[x_{j+1}], t_{j,s+1}, \ldots, t_{j,k}).
   \]
   (f) Apply \((\text{reput})\) or \((\text{repev})\) for all equations \(z_i \equiv t_{j,i}\) for \(i \neq r\) added by the
   last step.
   (g) Then decompose the resulting \(\text{BHOUP}\).

**Lemma 9.4.** The rule \((\text{shuffle})\) is sound and complete.

Proof. The reader should note that the procedure in Alternative 2 is the same as in Alternative 2 of the rule \((\text{solve-ambiguous-cycle})\), modulo the irrelevant origin of the variable \(x_j\). For \((\text{shuffle})\), the situation \(h = 1\) does not occur by assumption. Hence soundness and completeness of \((\text{shuffle})\) can be shown exactly as in the proof of Lemma 8.3. \(\square\)

In the following, let \(\mathfrak{p}\) be the measure with the three components \(\mu_1, \mu_2,\) and as third component, \(\mu_3\), the minimal length of a cycle in \((S, b)\).

**Lemma 9.5.** Let \((S, b)\) be a decomposed \(\text{BHOUP}\) with a path \(L\) of minimal length \(h \geq 2\) that is path-unique. Let \((S', b')\) be obtained from \((S, b)\) by an application of \((\text{shuffle})\) using \(L\). Then one of the following cases holds:

1. \(\mathfrak{p}(S', b') \prec \mathfrak{p}(S, b)\),
2. \(r = s\), the system \((S', b')\) is decomposed and contains a path-unique cycle \(L'\) of length \(h\) such that the relevant contexts \(C'_1, \ldots, C'_h\) have main depth corresponding to \(C_1, \ldots, C_h\) except for indices \(j\) and \(j - 1 \mod h\). We have \(|C'_1| = |C_1| + 1\) and \(|C'_h| = |C_h| - 1\). In \(C'_{j-1 \mod h}\), the suffix subcontext of main depth 1 is \(b\)-constrained.

Proof. If Selection 1 is used, then \(\mathfrak{p}(S', b') \prec \mathfrak{p}(S, b)\) (cf. Lemma 6.7).

Assume that Selection 2 is used. Then \(\mu_1\) and \(\mu_2\) are not affected since \(ar(x_j) = ar(x_j^r)\). First consider the case where \(r \neq s\). Let the equations with indices \(j - 1 \mod h, j, j + 1 \mod h\) be
\[
\begin{align*}
  x_{j-1} \overline{r_{j-1}}^{-1} &\equiv C_{j-1}[x_j \overline{r_{j-1}}^{-1}] \\
x_j \overline{r_j} &\equiv f(t_{j,1}, \ldots, t_{j,s-1}, t_{j,s}[x_{j+1}], t_{j,s+1}, \ldots, t_{j,k}) \\
x_{j+1} \overline{r_{j+1}} &\equiv t.
\end{align*}
\]
Path uniqueness and length-minimality imply that \( L \) contains only the explicitly indicated surface occurrences of \( x_j \). Instantiation \( (b) \) and \( \beta \)-reductions give successor equations of the form

\[
x_{j-1} \xrightarrow{r_{j-1}} \cong C'_{j-1} \big[ f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \big]
\]

\[
f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \cong f(t'_{j,1}, \ldots, t'_{j,s-1}, t'_{j,s}, [x_{j+1}], t'_{j,s+1}, \ldots, t'_{j,k})
\]

\[
x_{j+1} \xrightarrow{r'_{j+1}} \cong t'.
\]

Applying (decomp) to the middle equation yields (among others) the equation \( z_s \cong t'_{j,s} [x_{j+1}] \). Applying (repv) or (repwv) we obtain a cycle \( L_1 \) of length \( h-1 \):

\[
x_{j-1} \xrightarrow{r_{j-1}} \cong C'_{j-1} \big[ f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \big]
\]

\[
x_{j+1} \xrightarrow{r'_{j+1}} \cong t'.
\]

After decomposition we have a successor cycle \( L' \) of length \( h-1 \) in the system \((S', b')\) that is reached (cf. Lemma 5.15). Hence \( \overrightarrow{p}(s', b') < \overrightarrow{p}(S, b) \).

It remains to consider the case where \( r = s \). If \( \overrightarrow{p}(S', b') < \overrightarrow{p}(S, b) \) we are done. Assume that \( \overrightarrow{p}(S', b') \geq \overrightarrow{p}(S, b) \). Since \( r = s \), instantiation \( (c) \) and \( \beta \)-reductions lead to

\[
x_{j-1} \xrightarrow{r_{j-1}} \cong C'_{j-1} \big[ f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \big]
\]

\[
f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \cong f(t'_{j,1}, \ldots, t'_{j,r-1}, t'_{j,r}, [x_{j+1}], t'_{j,r+1}, \ldots, t'_{j,k})
\]

\[
x_{j+1} \xrightarrow{r'_{j+1}} \cong t'.
\]

Applying (decomp) to the middle equation yields a variant \( L_1 \) of \( L \) of length \( h \) with equations

\[
x_{j-1} \xrightarrow{r_{j-1}} \cong C'_{j-1} \big[ f(z_1, \ldots, z_{r-1}, (x'_j \xrightarrow{r'_{j-1}}, z_{r+1}, \ldots, z_k) \big]
\]

\[
x_j \xrightarrow{r'_{j}} \cong t'_{j,r} [x_{j+1}]
\]

\[
x_{j+1} \xrightarrow{r'_{j+1}} \cong t'.
\]

\((S', b')\) is the system reached after decomposition. As we have seen in Lemma 5.15, \( S' \) contains a cycle \( L' \) of length \( h \) corresponding to \( L_1 \). Note that the variables \( x_1, \ldots, x_h \) cannot be first-order since \((S, b)\) is decomposed. Hence possible application of decomposition rules (repv) and (decomp-repv) do not affect path-uniqueness and \( L' \) is again path-unique. Obviously \( L' \) has the properties demanded in Situation 2 above. Note that \( f(z_1, \ldots, z_{r-1}, [2], z_{r+1}, \ldots, z_k) \) is \( b \)-constrained. Decomposition does not affect this property. Hence the result follows. \( \square \)

**Definition 9.6. (shuffle*)** Let \( (S_0, b_0) \) be a BHoup and let \( L \) be a \( \psi \)-minimal path-unique cycle of length \( h \) with at least two non-trivial relevant contexts \( C_j \) and \( C_{j'} \). Let \((S, b) \equiv (S_0, b_0) \). Iterate (shuffle) as follows:
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1. First select an index \( j \) in the cycle \( L \) such that \( C_j \) is non-trivial.
2. Apply (shuffle) for index \( j \), yielding the BHOU \( P(S', b') \).
3. If \( \mu(S', b') < \mu(S, b) \), then return \( (S', b') \).
4. Otherwise, let \( L' \) be the path-unique cycle obtained from \( L \). If \( C_j' \) is nontrivial, then go to 2 using the same index.
   If \( C_j' \) is trivial, but still \( L' \) has at least two non-trivial relevant contexts, then go to 2, replacing \((S, b)\) by \((S', b')\) and using the index \( j - 1 \mod h \) instead of \( j \). Otherwise stop.

**Definition 9.7.** (shuffle\textsuperscript{**}) Let \((S, b)\) be a BHOU, let \( L \) be a minimal-length cycle of \( S \) of length \( h \) that is path-unique and contains exactly one non-trivial relevant context, say \( C_b \). If \( L \) is not special path-unique, then iterate (shuffle) as follows:

1. Apply (shuffle) for index \( h \), yielding the BHOU \( (S', b') \).
2. If \( \mu(S', b') < \mu(S, b) \), then return \( (S', b') \).
3. Otherwise, let \( L' \) be the cycle obtained from \( L \).
   If \( C'_b \) is nontrivial, then go to 1 using the same index.
   If \( C'_b \) is trivial, then return \( (S', b') \).

**Remark 9.8.** (shuffle\textsuperscript{*}) is intended to operate on a \( \psi \)-minimal path-unique cycle \( L \), where several relevant contexts are non-trivial. The application of (shuffle) shuffles subcontexts of main depth 1 of a relevant context to another index, until two relevant contexts are merged into one.

The rule (shuffle\textsuperscript{**}) should operate in the situation as above, when exactly one relevant context is in the cycle. The operation shuffles the relevant context to the next index, with the intention to clean it, such that after the shuffle, every subcontext of the relevant context is \( b \)-constrained.

**Lemma 9.9.** Given a BHOU \((S, b)\) of type “unique” with a \( \psi \)-minimal cycle \( L \) that is not special path-unique, it is possible using (shuffle\textsuperscript{*}) and (shuffle\textsuperscript{**}) to either reach failure or a BHOU \((S', b')\) with \( \mu(S', b') < \mu(S, b) \), or a BHOU \((S', b')\) with a \( \psi \)-minimal and special path-unique cycle. The whole transformation is sound and complete.

**Proof.** If \( L \) has at least two non-empty relevant contexts we first apply (shuffle\textsuperscript{*}). If there is no failure and measure \( \mu \) is not decreased, then we reach the BHOU \((S', b')\) with a path-unique cycle \( L' \) with the same length as \( L \) that has less non-empty relevant contexts. (If \( L \) has only one non-empty relevant context, then let \( S^* := S, b^* := b \) and \( L^* := L \).) If \( L^* \) is already special path-unique, then we are ready. In the other case we apply (shuffle\textsuperscript{**}). If there is no failure and measure \( \mu \) is not decreased, then we eventually reach the BHOU \((S', b')\) with a special path-unique cycle \( L' \) with the same length as \( L \). This holds, since after application of (shuffle\textsuperscript{**}) the new relevant context has only \( b \)-constrained subcontexts, and is thus itself \( b \)-constrained. Soundness and completeness of the complete procedure directly follow from Lemma 9.4. \( \square \)
9.1 The Rule for Special Path-unique Cycles

Now we consider the case that there is a $\psi$-minimal special path-unique cycle. I.e., there is a $\psi$-minimal cycle with exactly one non-trivial relevant context $C_h$ of the form

$$x_1 \bar{r}_1 = x_2 \bar{r}_1, \ldots, x_{h-1} \bar{r}_{h-1} = x_h \bar{r}_{h-1}, x_h \bar{r}_h = C_h[x_1 \bar{r}_1],$$

where $C_h$ is a b-constrained. Since the BHOUP is decomposed it follows that for the variables $x \in \{x_1, \ldots, x_h\}$ we have $b(x) > ar(x)$.

Recall that $E$ is the upper bound on the exponent of periodicity fixed in the algorithm BHU. Recall also that $C^*$ for a context $C$ and a positive integer $\epsilon$ means the expanded form $C_{\ldots C}$. 

**Definition 9.10. (solve-special-cycle)** The input is a decomposed BHOUP $(S, b)$ with a $\psi$-minimal special path-unique cycle $L$ of the form described above. Select one of the following alternatives.

1. Apply (reduce-bv), (reduce-split) or (reduce-binder) using a variable $x \in \{x_1, \ldots, x_h\}$.
2. (a) Select some $0 \leq \epsilon \leq E$ and some (possibly trivial) prefix $C_{h,1}$ of $C_h$. Let $C_h = C_{h,1}C_{h,2}$.
   (b) For $i = 1, \ldots, h$, replace $x_i$ by $\lambda x_i : C_{h,1}^{\epsilon}C_{h,2}[x_i'[y_{1,\epsilon}^\beta_{h,\epsilon}]]$ where $x_i'$ is new, define $b'(x_i') := b(x_i)$.
   (c) Use $\beta$-reduction to transform the system into $\beta$-$\eta$-normal form.
   (d) Select an index $1 \leq j \leq h$ and apply (reduce-bv), (reduce-split) or (reduce-binder) using $x_j'$.
3. This selection is only applicable if $h > 1$.
   (a) Select $\epsilon \leq E$ and some (possibly trivial) prefix $C_{h,1} \neq C_h$ of $C_h$, such that $C_h = C_{h,1}C_{h,2}$ and $C_{h,2}$ has a top level function symbol $f \in \Sigma_B$ of arity $n > 1$. If this is not possible, then fail.
   (b) For $i = 1, \ldots, h$ select an index $k_i$ with $1 \leq k_i \leq n$ and instantiate $x_i$ by $\lambda x_{1,i}C_{h,1}^{\epsilon}C_{h,2}[f(z_{1,i}, \ldots, z_{k_i-1,i}, z_{k_i+1,i}, \ldots, z_{n,i})]$, with new first-order variables $z_{i,j}$. At least one index $k_j$ should be different from firstpos($C_{h,2}C_{h,1}$). Define $b'(x_i') := b(x_i)$ for $i = 1, \ldots, h$ and $b'(z_{i,j}) := 0$ for the new first-order variables. Use $\beta$-reduction to reach a $\beta$-$\eta$-normal form of all terms in $S$.
   (c) Apply (decomp) to the equations obtained from the equations of $L$ by instantiation.
   (d) Apply (repeat) or (repev) to all the equations $z_i \equiv t_{i,t}$ obtained from repeated (decomp) in (c) for the first $h - 1$ equations of $L$.
   (e) Then decompose the resulting BHOUP.

**Lemma 9.11.** Application of the the rule (solve-special-cycle) to a BHOUP $(S, b)$ with a $\psi$-minimal special path unique cycle either fails or results in a BHOUP $(S^*, b^*)$ such that $\mu(S^*, b^*) < \mu(S, b)$. 
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Proof. If Alternative 1 is selected, then the result follows from Lemma 6.7.

First assume that Alternative 2 is selected. Since the hole [\[i\]] of the context $C_h C_{h,1}$ has elementary type it follows that each variable $x'_i$ has the same arity as its predecessor $x_i$. Since $b'(x'_i) = b(x_i)$ for $i = 1, \ldots, h$ it follows that Steps (a)-(c) do not affect the measure components $\mu_1$ and $\mu_2$. The application of a reduction rule in (d) decreases $(\mu_1, \mu_2)$, hence we arrive at a BHOUP $(S^*, b^*)$ such that $\mu(S^*, b^*) < \mu(S, b)$.

Assume now that Alternative 3 is selected. As above we see that the steps do not affect the measure components $\mu_1$ and $\mu_2$. From the cycle equations

$$x_1 \overrightarrow{t_1} = x_2 \overrightarrow{t_1}, \ldots, x_{h-1} \overrightarrow{t_{h-1}} = x_h \overrightarrow{t_{h-1}}, x_h \overrightarrow{t_h} = C_b[x_1 \overrightarrow{t_h}]$$

we obtain after Step (b)

$$C_b C_{h,1}[f(z_{1,1}, \ldots, z_{1,k_1-1}, \overrightarrow{x_1}, z_{1,k_1+1}, \ldots, z_{1,n})]$$
$$\leq C_b C_{h,1}[f(z_{2,1}, \ldots, z_{2,k_2-1}, \overrightarrow{x_2}, z_{2,k_2+1}, \ldots, z_{2,n})],$$
$$\ldots$$
$$C_b C_{h,1}[f(z_{h-1,1}, \ldots, z_{h-1,k_{h-1}-1}, \overrightarrow{x_{h-1}}, z_{h-1,k_{h-1}+1}, \ldots, z_{h-1,n})]$$
$$\leq C_b C_{h,1}[f(z_{h,1}, \ldots, z_{h,k_h-1}, \overrightarrow{x_h}, z_{h,k_h+1}, \ldots, z_{h,n})],$$
$$C_b C_{h,1}[f(z_{1,1}, \ldots, z_{1,k_1-1}, \overrightarrow{x_1}, z_{1,k_1+1}, \ldots, z_{1,n})].$$

Decomposition yields (among others) the equations

$$f(z_{1,1}, \ldots, z_{1,k_1-1}, \overrightarrow{x_1}, z_{1,k_1+1}, \ldots, z_{1,n})$$
$$\leq f(z_{2,1}, \ldots, z_{2,k_2-1}, \overrightarrow{x_2}, z_{2,k_2+1}, \ldots, z_{2,n})$$
$$\ldots$$
$$f(z_{h-1,1}, \ldots, z_{h-1,k_{h-1}-1}, \overrightarrow{x_{h-1}}, z_{h-1,k_{h-1}+1}, \ldots, z_{h-1,n})$$
$$\leq f(z_{h,1}, \ldots, z_{h,k_h-1}, \overrightarrow{x_h}, z_{h,k_h+1}, \ldots, z_{h,n}),$$
$$\ldots$$
$$f(z_{1,1}, \ldots, z_{1,k_1-1}, \overrightarrow{x_1}, z_{1,k_1+1}, \ldots, z_{1,n}).$$

Let $k = \text{firstdpas}(C_{h,2} C_{h,1})$. Decompose the above equations and collect the equations that result from pairing terms at index $k$. Let $C_{h,2} C_{h,1} = C'C''$ where $C'$ has main depth 1. Then in the interval $2 \leq j < h$ all pairs of consecutive equations have either the form

$$\ldots \equiv z_{j,k}, \quad x_{j,k} \equiv \ldots$$

or

$$\ldots \equiv x_{j} \overrightarrow{t_{j-1}}, \quad x_{j} \overrightarrow{s_{j}} \equiv \ldots$$

The final equation is either

$$z_{h,k} \equiv C''[f(z_{1,1}, \ldots, z_{1,k_1-1}, \overrightarrow{x_1}, z_{1,k_1+1}, \ldots, z_{1,n})]$$
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or

\[ x_j^+ s^j_2 \doteq C\mu[f(z_{1,1}, \ldots, z_{1,h-1}, x_j^+ T^h_2, z_{1,h+1}, \ldots, z_{1,n})]. \]

If there are only equations \( z_{j,k} \doteq z_{j+1,k} \) for all \( 1 \leq j < h \), then there is a fail
due to occurs-check. In the remaining case there occurs at least one pair

\[ \ldots \doteq x_j^+ T_{j^-1}^h, \quad x_j^+ s^j_2 \doteq \ldots \]

for some \( 2 \leq j < h \). Then the series of equations represents a cycle of length \( h \).
Moreover, there is at least one pair

\[ \ldots \doteq z_{j,k}, \quad z_{j,k} \doteq \ldots \]

in the cycle since for at least one index \( j \) we have \( k_j \neq k \) (cf. (b)). Using (rept)
for indices \( j < h \) this yields a cycle of length \( h - 1 \). Then also the BHOUP
\((S^*, b^*)\) reached after decomposition has a cycle of length \( h - 1 \). This shows that
\( \mu(S^*, b^*) < \mu(S, b) \). \( \square \)

**Lemma 9.12.** The rule *(solve-special-cycle)* is sound and complete.

**Proof. Soundness.** Assume there is a \( \Sigma^0 \)-unifier \( \sigma^* \) of the BHOUP \((S^*, b^*)\)
reached after the transformation. If Alternative 1 is selected, then Lemma 6.7 shows
that \((S, b)\) has a \( \Sigma^0 \)-unifier. Assume that Alternative 2 is selected. By
Part (a) of Lemma 6.7 the BHOUP \((S', b')\) reached after Step (c) has a \( \Sigma^0 \)-
unifier \( \sigma' \). For each \( x_i \in \{x_1, \ldots, x_h\} \) define \( \sigma(x_i) \) as the \( \beta^\gamma \)-normal form of
\( \lambda \psi . \sigma(C_i^\gamma C_{h,1})[\sigma(x'_i)[\psi^{\beta^\gamma}]] \). For the remaining free variables \( z \) of \( S \) let \( \sigma(z) := \sigma'(z) \). It is simple to show that \( \sigma' \) is a \( \Sigma^0 \)-unifier for \( S \). Since the context \( C_i^\gamma C_{h,1} \) is
\( b \)-constrained, the ground context \( \sigma(C_i^\gamma C_{h,1}) \) does not contribute to the \( \# btl_{\psi} \)
measure. Lemma 6.5 shows that \( \# btl_{\psi} (\sigma(x'_i)[\psi^{\beta^\gamma}]) = \# btl(\sigma(x'_i)) \) \( - m \)
where \( m \) is the length of \( \psi \). It follows that \( \# btl(\sigma(x_i)) \leq \# btl(\sigma(x'_i)) \leq b'(x_i) = b(x_i) \) for \( i = 1, \ldots, h \). Hence \( \sigma \) is a \( \Sigma^0 \)-unifier of \((S, b)\). If Alternative 3
is selected, the proof is analogous.

**Completeness.** Let \( \sigma \) be a \( \Sigma^0 \)-unifier for \((S, b)\) with exponent of periodicity
not exceeding \( E \). For \( i = 1, \ldots, h \) let \( \sigma(x_i) = \lambda \psi . t_i \) be represented in the form
\( \lambda \psi . D_i[s_i^\gamma] \) where \( s_i^\gamma \) is the minimal subterm of \( t_i \) that contains all subterms \( t' \)
such that \( \# btl_{\psi}(t') \neq 0 \) or \( t' \) has the form \( f(...) \) where \( f \) has an argument
of non-elementary type. In the case where \( t_i \) is a ground first-order term let \( D_i \)
denote the maximal prefix of \( \sigma(C_i)E^+ \) such that \( t_i \) can be represented in the
form \( D_i[s_i^\gamma] \) for a ground first-order term \( s_i^\gamma \).

Looking at Alternative 1 it follows from Lemma 6.8 that it suffices to consider
the case where any variable \( x_i \in \{x_1, \ldots, x_h\} \) has a value \( \sigma(x_i) \) of the form
\( \lambda \psi . f(t_{i,1}, \ldots, t_{i,k_i}) \) where for at most one subterm \( t_{i,j} \) we have \( \# btl_{\psi}(t_{i,j}) \neq 0 \)
and every argument of \( f \) has elementary type. Hence \( D_i \) is non-empty for all
\( 1 \leq i \leq h \). Let \( D_0 \) denote the maximal common prefix of all contexts \( D_i \) and
\( \sigma(C_i)E^+ \).

If \( D_0 = D_j \) for some \( j, 1 \leq j \leq h \), then we select Alternative 2. The number
\( \epsilon \) and the prefix \( C_{h,1} \) are chosen in such a way that the main depth of \( D_0 \) and
$\sigma'$ is a $\Sigma_0$-unifier of the BHOPU $(S', b')$. As in the proof of Lemma 6.8 (Cases 1, 2, 3) it follows that $(S^*, b^*)$ has a $\Sigma_0$-unifier $\sigma^*$ such that the exponent of periodicity of $\sigma^*$ does not exceed the exponent of periodicity of $\sigma'$. 

In the remaining case, $D_h$ is a proper prefix of all $D_1, \ldots, D_h$. We first verify that $h \neq 1$. Assume otherwise. Let $D_1$ be represented in the form $D_1^1 D_1^1, \ldots, D_1^1$ where $D_h = D_1 = \sigma(C_1)$, let $D_1 = D_1 D_1 1$. Then there must be an index $k \neq \text{first} \, \text{dpos}(D_1, D_1) = \lambda \overline{D}_1 D_1^1, [f(r_1, \ldots, r_k, s_k^1, \ldots, r_n)].$ 

The equation $x_1 \overline{\sigma} \equiv C_1 [x_1 \overline{\tau}]$ after applying $\sigma$ plus beta-reductions has the form 

$$D_1^1 D_1^1 [f(r_1, \ldots, r_k, s_k^1, \ldots, r_n)] = D_1 D_1^1 [f(r_1, \ldots, r_k, s_k^1, \ldots, r_n)].$$ 

This implies that 

$$f(r_1, \ldots, r_k, s_k^1, \ldots, r_n) = D_1 D_1^1 [f(r_1, \ldots, r_k, s_k^1, \ldots, r_n)].$$ 

By assumption we have $D_1 D_1^1 = f(a_1, \ldots, a_n, E[[\cdot]], a_j, \ldots, a_n)$ where $k_i \neq j$. Then by decomposition we get that $r_j$ has a subterm $f(r_1, \ldots, r_k, s_k^1, \ldots, r_n)$ on the surface, which is impossible. 

Now assume that $h = 2$. Then each value $\sigma(x_i)$ can be represented in the form $\lambda \overline{D}_1 D_1 [f(r_1, \ldots, r_k, s_k^1, \ldots, r_k, s_k^1, \ldots, r_k, s_k^1, \ldots, r_n)]$ where $k_j \neq \text{first} \, \text{dpos}(D_1, D_1)$ for at least one index $k_j$. Here $f$ is the topmost function symbol of $D_1$ which has arity $> 1$. We select Alternative 3. The choice of $e$ is as in the previous case. The indices $k_j$ in Step (b) are triggered by the above representation. The choice of $s_k^1$ shows that the terms $r_i$ for $l \neq k$ do not contribute to the $\#_b$-measure. It is now straightforward to see that the BHOPU $(S', b')$ reached after Step (d) has a $\Sigma_0$-unifier $\sigma'$ where the exponent of periodicity does not exceed $E$. The rest is standard. □

Remark 9.13. With a more detailed analysis it can be shown that the second alternative in the rule (solve-special-cycle) can be simplified in the sense that in Step (d) we only apply (reduce-bv) or (reduce-split). To see this one has to reconsider in the above proof the situation where $D_h = D_j$ for some $1 \leq j \leq h$. 

It can be seen, using appropriate sequences of imitation steps, that for at least one index $j$ with $D_h = D_j$ the value $\sigma(x_j)$ has the form $\lambda \overline{D}_j D_j [s_j^{(0)}]$ where $\lambda \overline{D}_j [s_j^{(0)}]$ has one of the types (1)-(2) described in Remark 6.1. Hence, applying (reduce-bv) and (reduce-split) suffices.
Lemma 9.14. Every application of the rules (shuffle $^*$), (shuffle $^{**}$), or (solve-special-cycle) either fails or transforms a decomposed BHOU P $(S, b)$ in $\beta\pi$-normal form into a decomposed BHOU P $(S', b')$ in $\beta\pi$-normal form. Moreover, $\text{subt}(S') \subseteq \text{subt}(S)$.

Proof. By inspecting the rule. □

10 Results and Corollaries

We summarize the decidability results and also describe some improvements and reformulations of the theorems.

10.1 Higher-Order Unification

The main goal of the paper is to prove Theorem 5.23:

Theorem 10.1. Unifiability of BHOU Ps is decidable.

The decision procedure BHUP is very careful with the origin of used function symbols. If unifiability in a given signature is an issue, then we can specialize the claim:

Theorem 10.2. Let $\Sigma_0$ be a signature that contains at least one constant symbol for every elementary type from $T_0$. Then unifiability of BHOU Ps w.r.t. $\Sigma_0$ is decidable.

Proof. We have to inspect the decision algorithm BHUP, in particular the rules that instantiate variables with terms containing function symbols and/or constants. It can be seen, that given a unifiable BHOU P $(S, b)$, the algorithm BHUP constructs only instantiations for the free variables using symbols from $\Sigma_0$. The completeness proof shows that there are only final systems of type “xy”. The soundness proofs show that we can then reconstruct a unifier of the input system that uses only $\Sigma_0$-symbols. □

Note that the theorem above holds also for BHOU Ps containing symbols not in $\Sigma_0$.

A further issue is to avoid the condition that unifiers must be in $\beta\pi$-normal form. Since the algorithm BHUP is not complete in the sense that it computes all unifiers, only a sufficient condition for non-unifiability can be derived: This can be avoided at the cost of slightly increasing the bounds.

Proposition 10.3. Let $S$ be a higher-order unification problem and $b$ be a bounding function. Let $a$ be the maximal size of types in $\text{subt}(S)$, let $b'$ be the function $x \mapsto 3 \ast a \ast b(x)$. Then the following holds: If $(S, b)$ is not unifiable as a BHOU P, then there is no unifier $\sigma$ of $S$ (as a HOUP)$^4$ such that for all variables $x \in \text{FV}(S)$: $\#\text{let}(\sigma(x)) \leq b'(x)$.

$^4$ The unifier $\sigma$ is not forced to be in $\beta\pi$-normal form.
Proof. This follows from Theorem 5.23, and Lemma 2.13.

The other direction does not follow from the results and techniques in this paper, since the algorithm BHUP is not designed to compute a complete set of unifiers of a BHOUO.

Remark 10.4. Whether it is possible to use a binding function that only refers to the number of bound variables (in contrast to the sum of the number of bound variables and the number of lambdas) is an open question. One obstacle is the construction in Lemma 4.4, which constructs first-order contexts. It is not obvious how to generalize this construction to a measure ignoring the number of lambdas, since a context of the form \( \lambda x_1.f_1(\lambda x_2.f_2(\ldots(\lambda x_n.f_n(\ldots[\cdot]\ldots])))) \) may be constructed. However, this context is not a first-order context, and moreover, it may be destroyed during reduction of terms \( \sigma(s) \) to their normal form.

10.2 Higher-Order Matching

Currently, it is not known whether higher-order matching is decidable, however there is some knowledge about decidability and complexity of special cases [Wo93, Dow92, CJ97, Wie99, Pad00]. The techniques in this paper permit to show that a variant of higher-order matching with a bound on the instantiation is decidable.

Let \( S \) be a HOU in \( \beta\pi\)-normal form, such that in every equation \( s \approx t \) in \( S \), the right hand side \( t \) has no occurrences of free variables. Then \( S \) is called a higher-order matching problem. Let \( b \) be a function from free variables to \( \mathbb{N} \). Then \( (S, b) \) is called a bounded higher-order matching problem (BHOMP). A substitution \( \sigma \) in \( \beta\pi\)-normal form is a solution of a (BHOMP), iff \( \sigma \) is a unifier of \( S \), and furthermore, for every free variable \( x \) in \( S \), the number of bound variables in \( \sigma(x) \) is not greater than \( b(x) \).

Theorem 10.5. Bounded higher-order matching is decidable

Proof. Using a similar technique as in the proof of soundness and completeness of (constantify) (see 5.12), it is easy to prove that in a minimal unifier \( \sigma \) the number of occurrences of function symbols is not greater than the number of occurrences of function symbols in the right hand side of \( S \). Lemma 4.1 shows that the types of subterms of terms in the codomain of \( \sigma \) are already in \( \text{subst}(S) \). Hence, lambda-prefixes in the codomain are bounded by the maximal arity of types in \( \text{subst}(S) \). Since codomain terms are in \( \beta\pi\)-normal form, we conclude that the following holds: there is a constant \( c(S) \), such that \( \text{size}(\sigma(x)) \leq c(S) \cdot b(x) \).

In summary, decidability follows, since it is only necessary to test a finite number of potential unifiers, which are effectively enumerable.

10.3 Bounded Second-Order Unification

The results in this paper are a generalization of the decidability result for bounded second-order unification [SS99a, SS01]. The specializations for second-order are:
- There is exactly one elementary type \( \tau \).
- All function symbols in the signature have type of the form \( \tau \to \ldots \to \tau \).
- In unification problems, every type of subterms is either \( \tau \) or a function type of the form \( \tau \to \ldots \to \tau \). In particular, every free variable has type \( \tau \) or \( \tau \to \ldots \to \tau \), which corresponds to the distinction between first-order variables and second-order variables. The only subterms of function type are the second-order variables. It follows also that every bound variable has type \( \tau \).

It is now easy to see that second-order unifiers may either instantiate variables by a ground first-order term, or by a term with a lambda-prefix and a first-order term as body.

The bound on the number of bound variables in the codomain terms can easily be translated into an equivalent bound for a higher-order unification problem. We obtain as corollary of Theorem 5.23.

**Corollary 10.6.** Bounded second-order unification is decidable.
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