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Abstract: Fluctuation spectroscopy measurements of quasi-two-dimensional organic charge-transfer
salts (BEDT-TTF)2X are reviewed. In the past decade, the method has served as a new approach
for studying the low-frequency dynamics of strongly correlated charge carriers in these materials.
We review some basic aspects of electronic fluctuations in solids, and give an overview of selected
problems where the analysis of 1/ f -type fluctuations and the corresponding slow dynamics provide a
better understanding of the underlying physics. These examples are related to (1) an inhomogeneous
current distribution due to phase separation and/or a percolative transition; (2) slow dynamics due to
a glassy freezing either of structural degrees of freedom coupling to the electronic properties or (3) of
the electrons themselves, e.g., when residing on a highly-frustrated crystal lattice, where slow and
heterogeneous dynamics are key experimental properties for the vitrification process of a supercooled
charge-liquid. Another example is (4), the near divergence and critical slowing down of charge
carrier fluctuations at the finite-temperature critical endpoint of the Mott metal-insulator transition.
Here also indications for a glassy freezing and temporal and spatial correlated dynamics are found.
Mapping out the region of ergodicity breaking and understanding the influence of disorder on the
temporal and spatial correlated fluctuations will be an important realm of future studies, as well as
the fluctuation properties deep in the Mott or charge-ordered insulating states providing a connection
to relaxor or ordered ferroelectric states studied by dielectric spectroscopy.

Keywords: fluctuation spectroscopy; organic charge-transfer salts; Mott metal-insulator transition;
glass-like structural ordering; charge-cluster glass; percolation

1. Introduction

The quasi-two-dimensional organic charge-transfer salts (BEDT-TTF)2X (where BEDT-TTF stands
for bis-ethylenedithio-tetrathiafulvalene, representing C6S8[C2H4]2, often abbreviated as ET, and X is a
monovalent anion) in the last few decades have been viewed as model systems for investigating the
physics of strongly correlated electrons in reduced dimensions [1–4]. The model character becomes
manifest in (i) the rich phase diagrams sustaining a wealth of interesting ground states; and (ii) the
possibility of fine-tuning the materials’ properties using subtle physical or chemical means. Therefore,
these materials are a test ground for studying the fundamental properties of novel electronic ground
states that emerge from the mutual interaction of electron charges or spins in reduced dimensions,
and the interaction of electrons with the underlying crystal lattice.

In the κ-phase materials with polymeric anions, two ET molecules form a dimer, which results
in an effectively half-filled conduction band, and charge carriers reside on a more or less frustrated
triangular lattice, giving rise to a possible spin-liquid ground state in systems with a high degree
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of frustration. Further prominent research topics in the past several years have been the nature
of superconductivity and the unconventional normal conducting metallic phase displaying a
pseudogap behavior, as well as the Mott metal-insulator transition where a charge gap opens due to
electron–electron interactions, and its universal critical properties. Finally, the intra-dimer degrees
of freedom recently have been considered to play an important role for ferroelectric ordering and
relaxation phenomena, and charge-order driven formation of electric dipoles that exhibit ferroelectricity,
thereby enabling magnetic order has been suggested [5].

A second example of substantial recent research activities, which will be addressed in this review,
are quarter-filled θ-phase systems with large, discrete anion structures that are unstable against
a charge-ordering metal-insulator transition. This transition from a charge-liquid to an ordered
charge-crystal state sometimes can be kinetically avoided, depending on the degree of geometric
frustration of the underlying crystal lattice, and a new charge-glass state occurs without long-range
order of the localized charges on the triangular lattice. Non-volatile switching operation between the
charge-order and charge-glass states has been demonstrated and the vitrification and crystallization of
electrons currently are being intensively investigated.

These two examples have been chosen because both the critical properties of the Mott transition
and the glassy freezing of charge carriers on a frustrated lattice involve slow dynamics of charge
carriers, and it is therefore important and desirable to study the dynamics of the electrons not only
with optical techniques but also at very low frequencies.

Dynamical properties of the correlated charge carriers in organic charge-transfer salts have
been extensively and successfully studied, e.g., by optical conductivity measurements and dielectric
spectroscopy. The former method utilizes the interaction of matter with light covering a wide range
of energies in order to study not only basic electronic but also magnetic and vibrational excitations
as well as fundamental interaction effects (see, e.g., [6]). The accessible frequencies in microwave to
infrared spectroscopy are in the GHz–1015 Hz regime.

The ultrafast dynamics in photoinduced phase transitions can be studied with fs light pulses
(see, e.g., [7]). Insulating (low-conductance) samples of organic charge-transfer salts have been
investigated by dielectric spectroscopy covering the Hz–MHz regime, which allows for addressing
numerous physical phenomena, as, e.g., dielectric relaxation, charge transport of localized carriers
(through hopping of electrons) and ferroelectricity [8].

The aim of our complementary approach of investigating the time-dependent fluctuations of
a sample’s resistance or conductance (i.e., the measured “noise”) over a certain time interval is to
spectroscopically access the charge carrier dynamics without injecting additional electrons into the
system at relatively low frequencies covering the mHz–kHz regime. We will give an overview of
physical phenomena—specific for the present materials—causing such slow excitations. The time scale
involved in excitations of clusters of electronic systems usually increases with increasing volume of
the fluctuation object. Therefore, the method proves beneficial when nano- or microscopic objects are
subject to fluctuations, as, e.g., for electronic phase separation caused by competing order parameters
or interactions, a scenario frequently found in low-dimensional molecular metals. Likewise, the charge
carrier dynamics strongly slow down at a critical point or line of a phase transition, as, e.g., the Mott
metal-insulator transition, and localization of charge carriers can be investigated here. The particular
scaling behavior at critical points involving power-law divergence of relaxation time and length
results in temporal and spatial correlations (a dynamic phase separation), which can lead to very slow
fluctuations of large magnitude. Another origin of slow dynamics, even of individual fluctuating
objects, is a sufficiently high energy barrier that must be overcome in a thermally-activated trapping
or tunneling excitation process, e.g., of electrons in hopping transport or molecules changing their
relative orientation. Finally, both percolative phase transitions and a collective glassy freezing of either
structural or electronic degrees of freedom result in strong low-frequency fluctuations.

This review is organized as follows. In Section 2, first we will give a brief description of
the electronic and structural peculiarities of the investigated materials and discuss the phase
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diagram of the κ-(BEDT-TTF)2X salts with polymeric anions. Second, we will discuss the basics
of fluctuation spectroscopy and fundamental models to understand 1/ f -type electronic noise, which
is ubiquitous in condensed matter systems. In Section 3, we will review a collection of specific
problems, where fluctuation spectroscopy in recent years has provided new information and has
helped to better understand the underlying physics. Finally, we will give an outlook to possible future
fields of applications.

Noise experiments and the theoretical treatment of fluctuation processes is a wide field of research
and spans from the need to understand the fluctuations in order to be able to optimize the performance
of sensors and devices by increasing their signal-to-noise ratio to the quest for regarding the noise as
the signal in order to gain information on the dynamics of charge carriers and the kinetics of their
fluctuations. After we have introduced the method as a new approach for studying the charge carrier
dynamics in low-dimensional molecular metals about a decade ago, we have reviewed the technique
and first results [9]. Since then, the spectrum of applications of the technique and the physical problems
to be studied have considerably broadened, and the method has developed into a powerful tool now
applied by various experimental groups.

2. Materials and Methods

2.1. Organic Charge-Transfer Salts—Quasi Two-Dimensional Molecular Metals

In contrast to ordinary metals like sodium, potassium or aluminum, where the basic units are
nearly point-like atoms, the building blocks of organic charge-transfer salts consist of extended
molecules, and the materials’ unit cells contain a few hundred atoms. This leads not only to challenges
in determining the electronic band structure, being addressed by the molecular orbital approximation,
but also to multiple excitations, as e.g., a large spectrum of vibrational degrees of freedom due
to intra-molecular excitations, i.e., the displacement of atoms within the molecules, in addition to
inter-molecular motions and rotations. By combining two sorts of molecules, one with a high electron
affinity and the other with a low ionization energy, a charge-transfer process takes place, where charge is
transferred from the donor D to the acceptor molecule X with a charge-transfer ratio δ [2]. This oxidation
process results in a molecular compound DmXn, where m and n quantify the stoichiometry, with
partially-filled molecular orbitals on the donor (cation) site and a closed-shell configuration on the
acceptor (anion) site. When the donor molecules are stacked rather densely, the orbitals of adjacent
molecules overlap and an electronic band structure forms, allowing the generated charge carriers to
delocalize along the stacking axis. As the acceptor molecules often adopt a closed-shell configuration,
they do not contribute to the conduction process. For theoretical calculations, the relevant molecular
orbitals are either the highest occupied molecular orbitals (HOMO) or the lowest unoccupied molecular
orbitals (LUMO) of the π-electrons, which can be further used for a tight-binding approach to calculate
the electronic band structure [1,2,10,11].

The existence of complex building-blocks leads to a large structural variety, where, for instance,
the shape and coordination of the cation and anion decide about the system’s dimensionality. For the
BEDT-TTF molecules, specific steric effects prevent an infinite face-to-face stacking and a relatively
strong side-by-side overlap of the π-orbitals of adjacent molecules results in a quasi-two-dimensional
electronic structure of the ET salts. A linear combination of the atomic s- and p-orbitals leads to π- and
σ-orbitals, which have a perpendicular and parallel orientation to the bonding axis, respectively. Due to
the lower binding energy of the π-electrons, they can easily delocalize, so that the free charge carriers
have mainly π-hole character. Besides this, different spatial arrangements of the donor molecules, the
so-called packing motifs, result in variations of the physical properties due to changes in the molecular
overlap and hence the transfer integrals. These packing types are labeled with Greek letters, such as α-,
β-, κ-, θ- and λ-phases, and characterize the ET molecules’ relative orientation, often visualized when
viewed along the long axis of the donor molecules (see Figure 1b).
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The crystal structure of the most intensively studied quasi-two-dimensional κ-(BEDT-TTF)2X
salts can be simply considered as alternating thick conducting layers with the ET molecules (blue
color) and thin insulating layers with the anions X (red color), as shown in Figure 1a, for polymeric
anions X = Cu[N(CN)2]Z with Z = Cl, Br, where the direction perpendicular to the conducting
plane is along the crystallographic b-axis. Characteristic for the κ-phase packing motif is a strong
structural dimerization indicated by the shaded ellipses in Figure 1b, which—despite the 2:1
stoichiometry—results in the opening of a dimerization gap in the nominally three-quarter-filled
band structure leading to an effectively half-filled conduction band [2]. The charge carriers then
reside on the ET dimers, which form a triangular lattice, as shown in Figure 1b, with the relevant
transfer integrals t and t′ in a minimal model [10,12]. The degree of frustration t/t′ depends on and
varies with the structure of the anion X [11]. This effective dimer model, however, recently has been
challenged, since the intra-dimer electronic degrees of freedom seem to play an important role in
understanding dielectric relaxation and ordering phenomena. For instance, in [5], it is argued that the
localization (charge-order) of holes on one of the molecules within the dimers results in the formation
and subsequent ferroelectric ordering of electric dipoles in κ-(ET)2Cu[N(CN)2]Cl, thereby lifting the
frustration and enabling antiferromagnetic order of the localized spins [5,13].

Figure 1. (a) crystal structure (left) of κ-(BEDT-TTF)2Cu[N(CN)2]Z with Z = Br, Cl, which can be
simply viewed as alternating blocks (right) of conducting and insulating layers with the donor ET and
polymeric chain-forming acceptor Cu[N(CN)2]Z molecules, respectively. The box represents the unit
cell hosting four formular units; (b) spatial arrangement of the ET molecules in the κ-phase viewed
along the long axis of the molecules. Two ET molecules form a dimer (shaded ellipse), whereas two
dimers are arranged almost orthogonal to each other. Considering the dimers as the basic structural
units, the conduction band is effectively half-filled and the charger carriers reside on a triangular lattice
with two transfer integrals t and t’.

Compared to ordinary inorganic metals, the organic compounds are characterized by low charge
carrier densities of order n ∼ 1021 cm−3, since the volume of the molecules providing the free charge
carriers is considerably large. This, in combination with the relatively narrow bandwidth (due to the
weak overlap of neighboring molecular orbitals) and the reduced dimensionality of the electronic
system resulting in a reduced screening of the charge carriers, leads to strong electron–electron
correlations quantified by a ratio of bandwidth W ∼ 0.5 eV to on-site Coulomb repulsion U ∼ 0.5 eV,
which is close to unity. Experimentally, this results in enhanced effective masses seen in experiments
of quantum oscillations [14,15] and specific heat [16], where m∗eff = (1.5− 7)me. Importantly, however,
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part of the mass renormalization is due to the strong electron–phonon coupling involving both
high-frequency intra- and low-frequency intermolecular vibrations.

Due to relatively weak bonding energies, the materials’ properties can be easily affected by
changing external parameters like temperature, pressure, chemical substitution, cooling rate, etc.
Thus, the temperature–pressure phase diagram of the κ-(BEDT-TTF)2X salts, depicted in Figure 2,
displays a variety of different ground states and transition lines [17–21]. Whereas the system
with X = Cu[N(CN)2]Cl (in short κ-Cl) has an insulating ground state with antiferromagnetic and
ferroelectric ordering at TN = TFE = 27 K, the compound X = Cu[N(CN)2]Br (in short κ-Br) with the
slightly larger Br atom in the anion complex is located on the metallic side of the phase diagram with a
superconducting transition at Tc = 11.6 K. Thus, the salts κ-Cl and κ-Br at ambient pressure are located
on opposite sides of the first-order Mott metal-insulator transition (red line in Figure 2). The universality
of the phase diagram (see also Figures 5a and 10b below) is seen by the fact that applying a moderate
hydrostatic pressure of only 300 bar shifts κ-Cl to the metallic side and a superconducting ground state
with Tc = 12.8 K. Since hydrostatic pressure increases the molecular overlap of adjacent molecules, the
pressure axis can be mapped to the ratio W/U of bandwidth to on-site Coulomb repulsion [17], i.e.,
the Mott transition is a bandwidth-controlled transition not affecting the bandfilling. Another possible
tuning mechanism is the substitution of atoms, mostly in the ET donors by different isotopes. Most
effective and controllable is either the successive replacement of one to eight of the hydrogen atoms in
the ET molecules’ terminal ethylene groups [C2H4]2 by deuterium atoms or the successive replacement
of the conventional hydrogenated ET molecules H8-ET in the crystal structure by the fully-deuterated
analogue D8-ET, which in both cases results in a chemically-induced shift (negative pressure) from
the metallic towards the Mott insulating state [22]. Thus, the partial substitution with deuterated
molecules in systems κ-[(H8-ET)1−x(D8-ET)x]2Cu[N(CN)2]Br (in short: κ-H8/D8-Br) allows for tuning
the ambient-pressure position in the phase diagram in fine steps across the metal-insulator transition
and critical region of the phase diagram. These systems are ideal to study the critical properties of the
Mott transition at ambient pressure.

As is schematically shown in Figures 2, 5a and 10b, at a critical ratio (W/U)c, the first-order
Mott metal-insulator transition occurs, illustrated as a red line in Figure 2, which terminates in
a finite-temperature second-order critical endpoint at (p0, T0) ∼ (230–250 bar, 36–40 K). At lower
temperatures, an inhomogeneous region (blue/green shaded area in Figure 2), where the
antiferromagnetic insulating and superconducting grounds states coexist, is found close to the
transition line [18].

After the charge-transfer is completed in the crystallization process of (ET)2X, the ET molecules
are essentially planar, except the ethylene endgroups (EEG in short), which are the most deformable
parts of the molecule and for which the relative orientation of the outer C−C bonds can be either
parallel (eclipsed, E) or canted (staggered, S). At high temperatures, the EEG are disordered due to
strong thermal vibrations, and, upon cooling to low temperatures, the EEG adopt one of the two
possible conformations (E in the case of κ-Cl and κ-Br) depending on the anion and crystal structure [1].
For kinetic reasons (see Section 3.2), however, an ordered state cannot be achieved in some compounds
κ-(ET)2X and the EEG freeze in a glassy fashion at temperatures of Tg ∼ 75 K, below which thermal
equilibrium cannot be reached such that a part of the EEG remains locked (frozen) in the energetically
unfavorable non-equilibrium configuration [19]. Hence, the glass-like transition temperature Tg

depends on the cooling rate q ≡ dT/dt, which therefore determines the degree of intrinsic structural
disorder that becomes frozen [23]. Since the latter degree of non-equilibrium occupation determines
W/U [24], a varying cooling rate can be used as yet another powerful tuning parameter in the
phase diagram [25], such that more rapid cooling decreases W/U and shifts the systems towards the
insulating side of the phase diagram.
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Figure 2. Schematic temperature–pressure phase diagram of the κ-(BEDT-TTF)2X salts with polymeric
anions, after Refs. [17–21]. Indicated is the position of systems with different anions X at ambient
pressure. Hydrostatic pressure can be mapped on an increasing ratio of W/U (see text). PI, PM,
AFI, FE and SC stand for the paramagnetic insulating, paramagnetic metallic, antiferromagnetic
insulating, ferroelectric and superconducting phase, respectively. The red line marks the first-order
Mott metal-insulator transition, which terminates in a finite-temperature critical point. At elevated
temperatures, a structural glass-like transition of the ET molecules’ ethylene endgroup rotational
degrees of freedom occurs (dashed yellow line). The green dotted line marks the crossover to an
anomalous metallic (’bad metal’) phase above the Fermi liquid.

2.2. Fluctuation (’Noise’) Spectroscopy

2.2.1. Definitions and Basic Relations

In a usual electronic transport measurement, in order to increase the sensitivity or signal-to-noise
ratio, the mean value of an otherwise more-or-less randomly fluctuating quantity (voltage or current)
is used to calculate the sample’s resistance or conductance. This is achieved by averaging over a certain
time interval, e.g., determined by the frequency-bandwidth (time-constant) of a lock-in amplifier in an
AC-measurement.

Naturally, large fluctuations about the mean value are unwanted and therefore are sought to be
suppressed or largely eliminated. Fluctuation spectroscopy is a time-resolved electronic transport
measurement, either of a sample’s resistance (preferred for conducting metallic samples) or its
conductance (preferred for semiconducting/insulating samples), where the fluctuations are amplified
instead by a suitable measurement system and analyzed in the time and frequency domain by means of
simple Fourier analysis, i.e., here “the noise is the signal” [26,27]. The basics of noise and fluctuations
are described in many textbooks on (non-equilibrium) statistical physics and time-dependent statistical
mechanics, as well as in review articles on noise in condensed matter systems (see e.g., [9,28–34] and
references therein). Therefore, in the following, we will only give a brief account of the important
definitions, relevant relations and simple models.

In order to gain information from the fluctuations in a quantity x(t), it is useful to ask how
much power is associated with different parts of the frequency spectrum of the random signal.
Mathematically, this means calculating the noise power spectral density (PSD) of the signal, Sx( f ),
by considering the modulus square of the Fourier-transformed noisy signal and taking an average over
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a suitable time interval. If the fluctuating part of the signal is δx(t) = x(t)− 〈x(t)〉, where 〈x(t)〉 is the
time-averaged mean value that may be considered equal to zero [35], and the noise PSD is given by:

Sx( f ) = 2 lim
T→∞

1
T

∣∣∣∣∣∣
T/2∫
−T/2

δx(t)e−i2π f tdt

∣∣∣∣∣∣
2

. (1)

This is the standard engineering definition, where the variance 〈δx(t)2〉 of the random signal is
normalized by:

〈δx(t)2〉 =
∞∫

0

Sx( f )d f . (2)

Next, we ask for a connection relating the power spectrum Sx( f ) to some time-like property of
the statistically varying function δx(t) (which equals x(t) for 〈x(t)〉 = 0 without loss of generality).
This time-like behavior is given by the autocorrelation function

Ψxx(τ) ≡ 〈x(t) · x(t + τ)〉, (3)

which, for statistically stationary processes, is only a function of τ (and t is unimportant) and is
symmetric in τ [36].

The Wiener–Khintchine theorem states that

Sx( f ) = 4
∞∫

0

Ψxx(τ) cos (2π f τ)dτ and Ψxx(τ) =

∞∫
0

Sx( f ) cos (2π f τ)d f . (4)

Equation (4) is the most informative way to express the time dependence of a random variable
and, specifically, kinetic processes of electrons in condensed matter. The fluctuations of a system
are determined by the temporal (and sometimes also spatial) correlations, which are quantified by
a suitable correlation function, where the variable x is either the measured voltage V or current I.
It describes the ’memory’ of the system, i.e., what remains of a fluctuation at a later time. Whereas
δx(t) is of course random, the correlation function Ψxx(τ) is a non-random characteristic of the kinetics
of these random fluctuations, describing how the fluctuations evolve in time on average [33].

The Wiener–Khintchine theorem describes the equivalence of the standard engineering definition
of noise, Equation (1), and the definition of noise as the Fourier transform of the autocorrelation
function (Equation (3)). A third definition, which is essentially realized by calculating noise spectra
in the experiment, i.e., either by a software or by using a spectrum analyzer, involves passing the
time signal through a ’realizable filter’ of finite bandwidth, squaring it, and averaging it over some
large finite time. For the bandwidth approaching zero, e.g., by realizing a sufficiently sharp filter in an
R-L-C-circuit with a large quality factor, the result will (aside from a normalization factor) approach
the ideal value of the two preceding definitions [37].

In general, the time dependence of the fluctuations’ correlation function (or, equivalently, the
frequency dependence of the power spectral density) and the response of the system to external
perturbations are governed by the same kinetic processes. In thermal equilibrium, there is an
exact relation between Sx( f ) and the dissipative part of the system’s linear response to an external
perturbation, which is described by the fluctuation–dissipation theorem (FDT), which in the quasi-classical
limit reads:

Sx( f ) = 2kBT
χ′′(ω)

ω
, (5)

where ω = 2π f . Here, χ′′(ω) is the imaginary part of the complex susceptibility and the real function
χ(t) is the response function of the system [38].
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Obviously, the autocorrelation function (Equation (3)) without a temporal delay (τ = 0) equals
the statistical variance:

Ψxx(0) = 〈δx(t)2〉. (6)

If the correlation time τ of a fluctuation is very short, and Ψ(τ) decays to zero very fast (and
therefore before, in an experiment, the next data point is taken), the system appears totally random
(and, in fact, infinitely ’choppy’), and the corresponding PSD is frequency independent (sometimes
referred to as ’white’ noise). An example is thermal noise (first measured by Johnson for a variety of
materials as a function of their resistance [39]) of a resistor, where the noise PSD of the fluctuating
voltage drop across the resistor in thermal equilibrium is given by:

SV = 4kBTR. (7)

Equation (7) is known as Nyquist theorem [40] expressing a special formulation of the FDT in
Equation (5), which describes the spontaneous voltage fluctuations arising from an ideal passive
resistance, i.e., the electrical Brownian Movement [28,41]. Integrating Equation (7) reveals that the
variance of thermal (white) noise (see Equation (2)) converges at low frequencies but diverges at high
frequencies, i.e., the mean value converges as one averages over longer and longer time intervals, but
the instantaneous value of the signal is undefined.

The mathematical counterpart extreme of such a totally random signal is a random walk noise,
which is an integral of white noise resulting in a PSD ∝ 1/ f 2, where the integration brings in a
factor 1/ f in the Fourier transform, which becomes a factor 1/ f 2 in its square, the power spectrum.
Opposite to white noise, the random walk noise contains an infinite power at low frequencies, but the
spectrum is convergent when integrated in frequency from some constant to infinity. Thus, a random
walk has a well-defined value at each point, whereas the divergence of the spectrum when integrating
down to zero frequency means that this noise has no well-defined mean value over long times [42,43].

In between thermal noise (PSD ∝ 1/ f 0) and random walk noise (PSD ∝ 1/ f 2) is 1/ f 1-noise,
which is the most interesting noise being ubiquitous in nature and abundant in condensed matter
physics. It may be described as the accumulative effect of ’something happening sometimes’ on all time
scales. Figure 3a shows the time train of a voltage (i.e., resistance) measurement typical for many
condensed matter systems, which neither appears totally random nor fully correlated (from time
step to time step) or—to put it the other way around—it shows both rapid fluctuations down to the
resolution limit of the instrument (e.g., a lock-in amplifier with a wide bandpass filter of time constant
τ = 1 ms) as well as general long-term up and down trends, resulting in clearly visible maxima and
minima. The noise is Gaussian and the spectrum varies as ∝ 1/ f (see the histogram Figure 3b and the
power spectral density (c), respectively, which is half way between white and random walk noise).
Perfect 1/ f -noise is self similar, i.e., scale invariant, since S(q f ) = q−1S( f ) (each logarithmic frequency
interval contributes the same power) and diverges both at the high and low frequency end, i.e., there
is neither a well-defined value at a single point, nor a well-defined long-term mean. The divergence
on both ends, however, is only logarithmic, i.e., so slow that even absurdly high and low values for
frequency cutoffs hardly change the noise at all [9]. Experimentally, the high-frequency cutoff often
naturally is given by the frequency, where the 1/ f -type noise drops below the thermal noise, which is
always present, and the low-frequency cutoff is determined by the experimentalist’s patience [44].
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Figure 3. Schematics of a voltage (resistance) noise measurement. (a) time-train of the voltage signal
and (b) histogram of the voltage distribution fitted by a Gaussian function; (c) noise power spectral
density (PSD) of the signal in (a) fitted by a power law with frequency exponent α ' 1. Reprinted with
permission from [9]. Copyright (2011) John Wiley and Sons.

A simple model to understand 1/ f -noise in solids is the superposition of many independent
two-level fluctuators with a characteristic distribution of time constants/energies. We assume for
simplicity a symmetric double-well potential with a thermally activated characteristic time-constant
τ = τ0 exp (Ea/kBT) for overcoming the energy barrier Ea as sketched in Figure 6 below. This may
be viewed as an idealized model to describe the emission of an electron from a donor state in the
band gap of a semiconductor into the conduction band (detrapping), thereby contributing to the total
conductance of the system, and subsequent capture by the donor (trapping). Considering only this
one electron, the conductance (or resistance) will switch randomly between two distinct states leading
to so-called random telegraph noise (generation–recombination noise). The current–current correlation
function of this process decays exponentially as has been calculated by S. Machlup [45]:

ΨI I(τ) ≡ 〈I(t) · I(t + τ)〉 = 〈(δI)2〉 exp (−|t|/τ). (8)

Employing the Wiener–Khintchine theorem (Equation (4)), one finds for the current noise PSD (the
equations for the voltage autocorrelation function ΨVV(τ) and voltage noise PSD SV( f ) are analogous):

SI( f ) = 4
∞∫

0

ΨI I(τ) cos (2π f τ)dτ = 〈(δI)2〉 4τ

1 + 4π2 f 2τ2 , (9)

i.e., a Lorentzian spectrum. It has been recognized [29,30,46] that a superposition of Lorentzians

SI( f ) =
∞∫

0

D(τ)
4τ

1 + 4π2 f 2τ2 dτ (10)

results in 1/ f -noise for a certain distribution of relaxation times D(τ) ∝ 1/τ [47] in the experimentally
accessible range between τ1 and τ2:

SI( f ) = 4
τ2∫

τ1

1
1 + 4π2 f 2τ2 dτ =

4
2π f

arctan (2π f τ)

∣∣∣∣τ2

τ1

∝
1
f

for
1
τ2
� f � 1

τ1
. (11)

Likewise, writing τ = τ0 exp (E/kBT) the integration in Equation (10) can be carried out over
energy E resulting in SI( f ) ∝ 1/ f for a distribution of activation energies D(E) = const. in an
energy interval [E1, E2] for f2 � f � f1 with f1,2 = f0 exp (−E1,2/kBT) and an attempt frequency
f0 = 1/(2πτ0).
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A constant distribution of activation energies, however, is a strong constraint that is usually not
fulfilled, which results in deviations from ’perfect’ 1/ f -noise, i.e., SI ∝ 1/ f α with α = 0.8− 1.4 [34].
A model where the energy distribution D(E) captures the often observed changes of the frequency
exponent α with temperature is described in Section 3.2 (see Equations (15) and (16) below).

Finally, we like to mention that for a random process δx(t) the so-called second spectrum S(2)
x ( f )

accesses the higher-order correlation function Ψ(2)
xx (τ) ≡ 〈x2(t) · x2(t + τ)〉 and describes the power

spectrum of the fluctuations of Sx( f ) with time, i.e., the Fourier transform of the autocorrelation
function of the time series of Sx( f ). In the experiment, an additional frequency f2 related to the
time over which Sx( f ) fluctuates is thereby introduced. The second spectrum S(2)

x ( f2, f ) probes a
fourth-order noise statistics and therefore deviations from Gaussian behavior [33,48]: it is independent
of the frequency f2 if the fluctuations are uncorrelated, e.g., caused by independent two-level systems.
However, a distinct frequency dependence, often S(2)

x ∝ 1/ f β
2 with β ≈ 1, is observed for correlated

(interacting) fluctuators. A frequency-dependent second noise spectrum is important in spin glass
physics [49] and is often observed accompanying the sudden slowing down of the charge carrier
dynamics at a metal-insulator transition and is interpreted as glass-like freezing of the electrons
undergoing correlated transitions over a large number of metastable states [50–53].

2.2.2. Measuring Resistance Fluctuations and Hooge’s Law for Organic Charge-Transfer Salts

What is fascinating about 1/ f -noise is that it is ubiquitous in nature and can be found for
example in melody and loudness fluctuations of classical music [54], fluctuations of a traffic current
on expressways [55], the light emission of astronomical objects [42], or the dynamics of human
heart rate [56–58] to give only very few examples. This has raised the question of whether a
universal theory for 1/ f -type fluctuations exists. However, considering such different complex
systems, it is fair to say that commonalities likely result from mathematical coincidence rather than a
fundamental underlying principle. The same is possibly true for condensed matter, where 1/ f -noise
is found in such different systems as semiconductors and devices, metals and insulators, granular
systems, magnetic thin films and sensors, tunnel junctions, spin glasses, superconductors, colossal
magnetoresistance materials, etc., where it is assumed that resistance fluctuations δR(t) are the intrinsic
cause of the 1/ f -noise, which upon application of a driving current I lead to a fluctuating voltage drop
δV(t) = IδR(t). Likewise, the intrinsic conductance fluctuations δG(t) result in a fluctuating current,
when a source voltage is applied across the sample δI(t) = VδG(t). In other words, in a resistance
measurement, say, the applied current merely probes the fluctuations and facilitates the detection
of 1/ f -type voltage fluctuations rather than causing them. This intrinsic nature of 1/ f -noise was
experimentally demonstrated in [59], where fluctuations in the mean-square Johnson–Nyquist-noise
exhibit 1/ f -type spectra.

As mentioned above, the fluctuations are measured by employing the definition of the noise
spectrum using realizable filters [37], where the fluctuating signal is processed either by a software or
a spectrum analyzer consisting of a bandpass filter with adjustable frequency and a narrow bandwidth
around a central frequency, and an output detector that responds to the mean square of the signal [33]
(see [9,60] for a more detailed description of the five-terminal bridge setup and AC frequency-shift
method [61] mainly used for obtaining the noise spectra presented in this review).
An important test regarding the intrinsic nature of the measured 1/ f -noise in a four-terminal
configuration, which to a large part eliminates the contribution of the electric contacts, or five-terminal
bridge, which in addition makes the setup insensitive to fluctuations of the source current/voltage
or the bath temperature, is the scaling SV ∝ I2 and the observation of a flat (’white’) spectrum in the
limit of vanishing current I → 0. For AC lock-in measurements, often a voltage-divider circuit is
used. Another stringent test, discussed, e.g., in [60], of the intrinsic nature of the observed 1/ f -noise is
the independence of the SV ∝ I2 scaling of the limiting resistor in the circuit determining the sample
current. For metallic samples, a five-terminal AC setup [61] with a driving current I(t) = I0 sin (2π f0t)
is preferred, where the sample is placed in a Wheatstone bridge in order to suppress the DC offset.
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The resistance fluctuations are pre-amplified and modulate the sinusoidally excited carriers to produce
noise sidebands, which can be demodulated by a phase-sensitive detector in a lock-in amplifier.
The advantage of an AC current is that the pre-amplifier, the internal semiconductor components
of which often contribute a large spurious (extrinsic) 1/ f -noise, can be operated close to its optimal
frequency, ideally in the eye of its noise figure [61]. Then, the background noise merely consists of
the thermal noise of the resistive components of the experimental setup and all spurious 1/ f -noise
is eliminated. Suitable impedance matching and choice of f0 therefore allows for measurements
from f0/2 down to 10−3 Hz. The output signal of the lock-in amplifier is then processed by the
spectrum analyzer. As elegantly formulated in [33], this spectrum analyzer, which also includes an
amplifier, plays the role of a magnifying glass, which enables us to visualize the microscopic motion
and transition of particles.

Figure 4a shows typical 1/ f -type noise spectra representative for organic charge-transfer salts
(taken from [60]), and (b) a typical spectrum where a Lorentzian contribution is superimposed on
the 1/ f background. The latter spectrum can be well described by these two separate contributions,
which allows for determining both the magnitude of the 1/ f -noise level and the magnitude and
characteristic frequency of the Lorentzian two-level switching, cf. Equation (14) below. The meaning of
the fluctuating resistance (or voltage) as a statistically stationary variable is nicely visualized by the
reproducibility of the 1/ f -spectra taken at T = 60 K (see Figure 4a), showing that, while the noise is
random, its PSD is not. The black spectrum has been taken during cool-down of the sample in discrete
steps and the light-gray colored spectrum several days later during warm-up. At all temperatures, very
clean 1/ f α-spectra with α around 1 are observed. One then evaluates the temperature dependence of
the slope, α(T) (see Section 3.2 below), and the temperature dependence of the noise magnitude where
often the value at 1 Hz, SR( f = 1 Hz) conveniently is considered or the spectral weight in some finite
frequency interval is calculated.
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3.2. Fluctuation spectroscopy

Figure 3.2.3: Exemplary experimentally acquired spectrum (black curve) can be described as
a superposition of a Lorentzian (red curve) and a 1/ f (blue curve) spectrum.

two slopes are expected to be considerably di↵erent, which allows for a determination of
the lifetimes from fc. An exemplary analysis of the characteristic lifetimes in the case of
thermoelectric YbzCo4Sb12 skutterudite thin films can be found in Ref. [27]. Note that the
YbzCo4Sb12 system was investigated together with S. Heinz during the course of the present
thesis work. An extensive discussion of the performed electronic transport measurements
can be found in Ref. [96].

3.2.2 Parasitic sources of noise

In the previous section, it was clarified that measurements of SV for various currents allow
to discriminate between the background noise and the signal originating from the sample.
Considering the noise spectra in Fig. 3.2.2 (a), it may be interesting to ask (i) whether the
background noise for I = 0 can be reduced and (ii) what the origin of the discrete peaks at
higher frequencies is.
In most cases, the measured voltage fluctuations �V(t) are amplified by a preamplifier and
then are fed into a spectrum analyzer, which calculates the power spectral density by means of
a fast Fourier transform (FFT). Generally, the noise measurements are limited by the inherent
noise of the preamplifier, which is of a 1/ f -type nature, and the thermal noise. The magnitude
of the preamplifier noise is a function of the source resistance and the frequency. Therefore,
the choice of an appropriate preamplifier can decide about the success of an experiment,
since it strongly influences the magnitude of the noise background. This fact is clarified in
Fig. 3.2.4, where the noise contours of two di↵erent preamplifiers (Models SR560 and SR554,
Stanford Research Systems) are depicted. Here, the so-called noise figure (NF) is plotted as

45

V in most v

uns

in

(a) (b)

Figure 4. Typical noise spectra. (a) representative resistance noise PSD of an organic charge transfer
salt measured at different temperatures. Lines are fits to SR ∝ 1/ f α. Reprinted with permission
from [60]. Copyright (2009) by the American Physical Society; (b) voltage noise PSD with a Lorentzian
contribution superimposed in the 1/ f -type background.

Empirically, for a large variety of semiconductors, it was found by F. N. Hooge (1969) that the
normalized noise magnitudes Sx( f )/x2 = C1/ f / f are identical for x representing current I, voltage
V or conductance G and resistance R, i.e., SR/R2 = SG/G2 = SV/V2 = SI/I2. (The amplitude C1/ f
was originally thought to be a constant that could be theoretically justified, which, however, failed.)
Therefore, the measured voltage noise power spectral density SV ∝ V2, and for ohmic behavior V = RI



Crystals 2018, 8, 166 12 of 37

one has SR = SV/I2. From the comparison of various semiconducting samples, a normalization with
respect to the number of free charge carriers in the system, Nc, was suggested [62]:

SV( f ) = γH
V2

nΩ f
, (12)

with the charge carrier density n, the sample’s ’noisy volume’ Ω and therefore Nc = nΩ, and
the Hooge parameter γH , which for clean and homogeneous semiconductors often is found to be
γH ∼ 10−3 − 10−2. (Note that only for pure 1/ f -noise, i.e., for frequency exponents α = 1, γH is
a dimensionless quantity.) The assumption that 1/ f -noise is composed of independent fluctuation
processes of individual mobile charge carriers is of course in many cases a crude oversimplification [63].
However, as already mentioned, γH is useful to compare the relative noise level of different compounds
or different samples of the same compound and Equation (12) may serve as a guide to optimize the
shape of a metallic sample for noise measurements [64].

Early 1/ f -noise measurements on organic charge-transfer salts have been reported for conducting
Langmuir–Blodgett thin films based on the molecules C16H33-TCNQ and C17H35-DMTTF as well as
prototypical TTF-TCNQ single crystals [65]. It was found that the room-temperature Hooge parameter
γH of the thin films is enhanced about three orders of magnitude as compared to the values of clean
semiconductors and even seven to eight orders of magnitude for the TTF-TCNQ crystals. This is worth
mentioning, since a simple geometrical model has been proposed related to the quasi-one-dimensional
nature of these systems, where crystal imperfections force the charge carriers to hop from stack to stack
in the process of propagation along the molecular stacking axis and a fluctuating number of charge
propagation paths is suggested to account for the strongly enhanced 1/ f -noise [65].

Indeed, also the quasi-two-dimensional organic charge-transfer salts (BEDT-TTF)2X discussed in
this review exhibit very large Hooge parameters of order γH ∼ 105 − 107 [66], which is certainly
on the higher end of the range of values of γH ∼ 10−6 − 107 found for different classes of
materials [33,34], whereas γH in many systems strongly varies with temperature. In the picture of
Hooge’s model—despite being empirical and oversimplified—the large values of γH for organic
charge-transfer salts may result from an overestimation of the noisy volume Ω, e.g., due to
inhomogeneous current paths in the sample related to the specific conduction mechanism, in particular
when measured perpendicular to the highly conductive layers.

3. Results

In the following, we review selected problems related to the rich physics of quasi-two-dimensional
organic charge-transfer salts (BEDT-TTF)2X, which have been addressed and better understood
by fluctuation spectroscopy measurements. These physical phenomena resulting in characteristic
fluctuation properties are related to (1) spatial electronic inhomogeneities, i.e., electronic phase
separation and percolation in the coexisting region of competing ground states; (2) glass-like structural
excitations, involving the coupling of molecular degrees of freedom to the electronic transport;
(3) charge crystallization and vitrification leading to heterogeneous slow dynamics; and (4) charge
carrier dynamics at the Mott metal-insulator transition leading to critical slowing down of the charge
fluctuations and ergodicity breaking.

In an outlook, we will briefly mention future efforts to investigate the low-frequency charge
carrier dynamics deep in the insulating phase of dimer Mott systems exhibiting interesting dielectric
relaxation or ferroelectricity.

3.1. Example (1): Superconducting Percolation in Phase Coexistence Regions

The first example deals with the fluctuation properties of an inhomogeneous state caused by the
close vicinity of two phases with competing order parameters. In the phase diagram of κ-(BEDT-TTF)2X,
Figure 2, the phase boundary of the first-order Mott MIT separates an antiferromagnetic
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insulating/ferroelectric ground state (for low pressure, small W/U, X = Cu[N(CN)2]Cl) from a
superconducting one (for high pressure, large W/U, X = Cu[N(CN)2]Br). Tuning an insulating sample
κ-Cl by physical or chemical-induced pressure to a position close to the phase boundary results
in a region of inhomogeneous phase coexistence [18], where superconductivity was believed to be
percolative [67]. From resistance measurements alone, however, conclusive evidence for percolation
and information on the mechanism of percolation have not been drawn. In [68], we report on
measurements of the intrinsic 1/ f -noise, namely SR( f , T, B), in the superconducting percolation
regime of pressurized κ-(ET)2Cu[N(CN)2]Cl (in short: κ-Cl∗), an ambient pressure Mott insulator
exhibiting antiferromagnetic and ferroelectric ordering being shifted to the inhomogeneous coexistence
region in the phase diagram. This is seen by comparing the resistance curves shown in Figure 5a.
At ambient pressure, R(T) of κ-Cl shows the familiar semiconducting behavior with a strong increase
below about 50 K (black curve), where the charge gap opens due to the localization of the charge carriers
on the (ET)2 dimers [69]. In contrast, pressurized κ-Cl∗ shows the typical dip in the resistance upon
cooling when entering the metallic phase and re-entering the insulating Mott phase due to crossing
the S-shaped MIT line twice. A sudden drop of the resistivity at Tc ≈ 13 K indicates superconductivity.
Surprisingly, for the so-prepared material, we observe a strong increase of the resistance noise PSD,
SR/R2( f = 1 Hz), for T < Tc ≈ 13 K, i.e., upon entering the superconducting phase (see Figure 5b).
A similar behavior has been observed for strongly disordered high-Tc cuprates [70–72]. Whereas
for homogeneous superconductors both the resistance and the 1/ f -type resistance fluctuations are
expected to vanish in the superconducting phase, basic percolation theory of a random resistor
network (RRN), with a portion p(T, B) of resistor elements in the lattice being short-circuited, predicts
a power-law growth of the relative resistance fluctuations SR/R2 ∝ (p− pc)−κ , with the percolation
threshold pc, as the portion of the superconductor increases and approaches the critical value at which
an infinite superconductive cluster appears, see [33] and references therein.

!220– 250 bar on our samples has been estimated from the
comparison to resistivity curves obtained from He-gas
pressure experiments reported in the literature [10].
These values are in good agreement with the effect on a
superconducting reference compound for which the
(known) pressure dependence of Tc has been used as
pressure ‘‘gauge.’’ Low-frequency resistance fluctuations
have been measured by a standard bridge-circuit
ac technique [15] in a five- or six-terminal (!-Cl") or
four-terminal (!-Cl) setup. The output signal of a lock-in
amplifier (SR830) operating at a driving frequency f0 of
typically 517 Hz was processed by a spectrum analyzer
(HP35660A). Care was taken to exclude that spurious
noise sources contributed to the results.

Figure 1 compares the temperature dependence of the
resistivity of !-Cl" with that of the resistance of !-Cl
located at different positions in the temperature-pressure
phase diagram shown in the inset. Because of the stress
acting on the sample !-Cl" embedded in epoxy, it exhibits
a semiconducting (insulating) behavior down to about 46 K
below which the resistivity shows a pronounced minimum
following the transition into the metallic phase. The
S-shaped transition line of the MIT (see inset) is crossed
again leading once more to insulating behavior below
about 22 K, where a kink in the resistivity curve is ob-
served. Upon further cooling, the sample undergoes an
insulator-to-superconductor transition at Tc ¼ 13 K (mid-
point of the transition). The transition is rather broad due to
the inhomogeneous nature of the coexistence region. The
resistivity drops within !Tc ¼ 1:9 K from 90% to 10% of
its normal-state value. Although the transition tempera-
tures for the present sample are somewhat higher, the
observed behavior is in good agreement with the phase

diagram determined from isobaric temperature and isother-
mal pressure sweeps by Kagawa et al. [10,17]. The refer-
ence samples !-Cl showed the expected semiconducting
behavior down to low temperatures.
Typical noise power spectral densities (PSD) for !-Cl"

of generic 1=f" type taken at T ¼ 90 K (left inset) and
60 K (right inset) are shown in Fig. 2. We typically observe
0:9< "< 1:1. As shown for the 60 K data, the reproduc-
ibility of the spectra is excellent. The main panel shows the
normalized noise power SR=R

2ðTÞ taken at 1 Hz. In the
temperature range Tc < T < 300 K we are able to consis-
tently explain the observed 1=f" spectra as a superposition
of a large number of random and independent switching
entities (‘‘fluctuators’’). A detailed analysis in the frame-
work of a phenomenological random fluctuation model
introduced by Dutta, Dimon, and Horn [18] is beyond the
scope of this Lettert and will be published elsewhere. Here,
we merely note that the broad maximum in SR=R

2ðTÞ at
around 100 K can be linked to an increased scattering of
the charge carriers caused by the orientational degrees of
freedom of the ET molecules’ terminal ethylene moieties,
which upon lowering the temperature undergo a glasslike
transition [19– 21]. This transition corresponds to a certain
degree of (intrinsic) disorder which may be tuned by
applying different cooling rates [6]. Upon further cooling
the sample, the normalized noise power decreases again,
before a small but distinct steplike increase in SR=R

2 is
observed at 22 K (see arrow in Fig. 2), which coincides
with a kink in the resistivity (see Fig. 1 and text above).
This feature is most likely due to the crossing of the MIT
line when reentering the insulating state. In the following
we will focus on the transition into the superconducting
state which goes along with a substantial rise of the noise

FIG. 1 (color online). Resistivity (resistance) of two samples
of !-ðETÞ2Cu ½NðCNÞ2'Cl. The inset shows a schematic phase
diagram after [8,10,12,13,16]. TN and Tc denote the Néel and
superconducting transition temperatures, respectively. Arrows
indicate the positions of the samples measured at ambient
conditions (!-Cl) and at a finite pressure (!-Cl").
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FIG. 2 (color online). Temperature dependence of the normal-
ized resistance noise at 1 Hz of !-Cl". Arrows indicate the
superconducting transition (onset of Tc) and the temperature of
reentering the insulating phase. Inset: PSD of the resistance
noise at 90 K in a log-log plot. The line is a linear fit yielding
SR / 1=f1:09. Also shown are two spectra taken at 60 K; the
temperature has been swept in between these measurements.
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Figure 5. Noise at the percolative superconducting transition. (a) resistance of two samples of
κ-(ET)2Cu[N(CN)2]Cl. Inset shows a schematic phase diagram, cf. Figures 2 and 10b. Arrows indicate
the positions of the samples measured at ambient conditions (κ-Cl) and at a finite pressure (κ-Cl∗);
(b) normalized resistance noise PSD SR/R2(T, f = 1 Hz) of κ-Cl∗. Arrow indicates the superconducting
transition (onset of Tc). Inset: PSD of the resistance noise at 90 K in a log-log plot revealing a clean
SR ∝ 1/ f α spectrum with α = 1.09. Reprinted with permission from [68]. Copyright (2009) by the
American Physical Society.

The strong increase of the low-frequency fluctuations observed when entering the
superconducting phase and approaching the superconductor-insulator transition can therefore be
explained by the decrease of the number of effective current paths such that the fluctuations of R in
this disordered conductor are determined only by a small volume in the sample. This—in agreement
with the simple Hooge-model (Equation (12))—leads to a high noise level, whereas, far from the
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superconductor-insulator transition, the large number of effective current paths in the RRN results in
a cancellation of the fluctuations of R along the different uncorrelated paths and a lower total noise
level [33]. Under the simplifying assumption of uncorrelated resistance fluctuations in an RRN, the
resistance noise is given by:

SR( f )
R2 = s̃( f ) ∑m i4m

(∑m i2m)2 , (13)

where im is the local current passing through the resistance rm divided by the total current I, that
passes through the sample [33,73,74]. The function s̃( f ) describes the mechanism of fluctuations in the
local resistances rm, which usually is of 1/ f α type with α ≈ 1. Hence, in a simple percolative phase
separation scenario, the magnitude of the noise varies depending on the fourth moment of the current
distribution, whereas the frequency exponent α(T, B) in first approximation remains unchanged [75].

In general, since in percolation problems the measure of the vicinity to the percolation
threshold (p− pc) is a microscopic quantity that usually is experimentally accessible only in rather
specially-constructed cases [76], it is convenient to evaluate the variation of the resistance noise with
respect to the actual resistance value for which a scaling behavior R ∝ (p− pc)−t is predicted, resulting
in SR/R2 ∝ R−lrs [77,78]. The scaling exponent lrs = κ/t then can be compared to the predictions
of theoretical calculations in order to clarify the mechanism of the underlying percolation process.
Figure 6a shows a scaling plot of log SR/R2 vs. log R of the pressurized κ-Cl∗ sample shown in Figure 5
at a fixed temperature of T = 5 K, where the magnetic field is the implicit parameter driving the system
from the superconducting to the normal conducting state as shown in Figure 6c. From the slope of
the data in Figure 6a yielding the scaling exponent lrs of the resistor–superconductor network [79], we
infer a change of the percolation mechanism occurring just below the midpoint of the superconducting
transition. A small exponent lrs = 0.9± 0.3 at low fields (see that the light gray region in Figure 6c is in
agreement with a ’classical’ percolation model [78]), where the 1/ f -noise is generated by fluctuating
resistor elements δri(t) that may be identified with the portion of p resistive junctions. For larger
fields, i.e., when approaching the normal conducting state, the scaling exponent becomes significantly
larger and is close to the value of lrs ∼ 2.74 that is found for the so-called p-model of percolation,
first discussed for disordered high-Tc cuprate superconductors [78,80]. The difference between these
two mechanisms of percolation is schematically sketched in Figure 6b, where p-noise leads to a new
class of scaling exponents and describes a random on/off switching of superconducting links wi(t)
in the resistor network resulting in spontaneous fluctuations δp(t). These may be identified with
dynamic perturbations of the Josephson coupling energy between superconducting clusters, resulting
in a stronger power-law increase of the macroscopic resistance fluctuations.

Besides these insights in the microscopic dynamics of the inhomogeneous state in the coexistence
region of the generalized phase diagram, noise measurements provide information on the characteristic
length scales of phase separation. This becomes possible through a dominating two-level process in a
narrow field range around the crossover from ’classical’ to p-type percolation (see the white region in
Figure 6c). In this particular noise window, the action of a single fluctuator is enhanced and Lorentzian
spectra, the characteristic energies of which depend on the applied magnetic field, can be resolved
superimposed on the underlying 1/ f -type noise. Figure 6d shows such spectra in a representation
f × SR( f ) vs. f , where the 1/ f α ’background’ is nearly a constant for α ≈ 1. Clearly, the additional
contribution of the observed spectra can be fitted by a single two-level process with a characteristic
time constant τc = 1/(τ−1

1 + τ−1
2 ), cf. Equation (9):

SR( f ) =
4(δR)2

(τ1 + τ2)[(τ
−1
1 + τ−1

2 )2 + (2π f )2]
. (14)
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states. Lines in Fig. 4(b) are fits to a 1=f background plus
Eq. (1) showing that an individual fluctuator dominates the
noise. The inset of Fig. 4 shows a clear shift of the peak
frequency fp ¼ ð1=2!Þð"$1

1 þ "$1
2 Þ to higher values with

increasing magnetic field. One may assume a thermally
activated behavior, for which at a given temperature the
energy barrier depends on the magnetic field: fp ¼
"$1
0 exp½$ðE þ mBÞ=kBT'. Here, E denotes the energy

barrier at zero field andmB the magnetic energy, for which
we find a value of ( 3:45 meV from the fit to the data; see
inset of Fig. 4. Considering the fluctuating entity as a
cluster that switches between the superconducting and
normal state, we compare this energy to the condensation
energy density VsB

2
cth=2#0, where Bcth is the thermody-

namic critical field and #0 the free space permeability, in
order to get a rough estimate for the fluctuating sample
volume of Vs ( 340 nm3 [31]. An alternative explanation
is random magnetic flux motion in a superconducting
cluster [32]. Assuming that in such a case mB may simply
be compared to the pinning energy n$)Vs, where n is the
number of flux lines per unit area, $) ¼ Bc1!0=#0 the
energy per unit length of a vortex (!0 is the flux quantum),
we find a value Vs ( 110 nm3 [31] which is smaller but in
the same order as the one above. Thus, in both cases the
estimated volume indicates a mesoscopic rather than a
macroscopic inhomogeneous state.
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τlevel. We interpret its more than two-orders-of-magnitude
increase as a result of the percolative nature of the super-
conducting transition in this sample. Similar behavior has
been observed for many high-Tc-cuprate samples, see, e.g.,
[22– 25], and references therein. Qualitatively, in strongly
disordered conductors, the resistance fluctuations are de-
termined not by the entire volume of the conductor but by
an essentially smaller volume leading to a large noise level
[25,26]. Alternatively, strongly disordered conductors ex-
hibit an extremely enhanced resistance noise due to the
strongly nonuniform current and electric field distribution
confined to narrow paths. We now apply ideas of percola-
tion theory and treat the coexistence region close to the
MIT as a mixture of superconducting and nonsupercon-
ducting (normal or insulating) phases, i.e., a lattice of
resistors with a temperature-dependent fraction p that is
short-circuited, simulating the superconducting links. For
instance, one can think of a network of p Josephson-
coupled junctions formed by connections between super-
conducting grains or clusters. A wide distribution of junc-
tion critical currents icðTÞ means that at a given
macroscopic current I, the local current i can be either
larger or smaller than ic which determines if the junction is
superconducting or resistive. In this ‘‘classical’’ percola-
tion model [27], the noise level is determined by fluctuat-
ing (nonsuperconducting) resistors riþ !riðtÞ, i.e.,
resistive junctions. With decreasing temperature, p in-
creases, so the noisy volume contributing to the macro-
scopic resistance fluctuations Rþ !RðtÞ shrinks, which in
turn leads to a divergence of the spectral density of frac-
tional resistance fluctuations when approaching the perco-
lation threshold pc from above, in agreement with our
observations shown in Fig. 2.

In the present materials, even when homogeneous, it is
known that the effect of fluctuations is strongly enhanced
in increasing magnetic fields [6], which in combination
with the percolative nature of superconductivity might
enhance the signature of only a few fluctuators. Conse-
quently, we have studied the percolation effects at the
superconducting transition in more detail by performing
isothermal noise measurements in magnetic fields applied
perpendicular to the planes. Figure 3(a) shows that the
magnitude of the resistance noise at T ¼ 5 K strongly
depends on the magnetic field exhibiting a pronounced
peak at B ¼ 2 T. Also, the PSD is quite sensitive to dis-
order in the ethylene end-groups degrees of freedom which
can be tuned in the present compounds by applying differ-
ent cooling rates [6,28]. Percolation theory predicts power-
law scaling behavior in the variable (p % pc), which very
often cannot be determined accurately. Thus, it is more
convenient [25] to consider a scaling law SR=R

2 / Rlrs ,
where lrs is the resistor-superconductor (RS) network scal-
ing exponent. Surprisingly, as shown in Fig. 4(a), the
transition is not just dominated by a single scaling law
but rather by two percolation regimes (different slopes lrs)
with an apparent discontinuity corresponding to the peak in
the noise level. Deep in the superconducting phase (low

fields), the scaling follows the prediction for a ‘‘classical’’
RS network in 3D of lrs ¼ 0:9 & 0:3 [27], whereas the
slope when approaching superconductivity from above
(high fields) is significantly larger. The slope we observe
is close to the characteristic exponent of lrs ¼ 2:74 for the
so-called p model in 3D [27,29], which has been first
observed for thin-film high-Tc superconductors. p noise,
leading to a new class of universal scaling exponents, in the
above-described picture corresponds to a random switch-
ing (on-off) of superconducting links in the RS network,
i.e., spontaneous fluctuations !pðtÞ of pðTÞ leading to
fluctuations in the macroscopic resistance, which may be
due to time-dependent perturbations of the Josephson cou-
pling energy between superconducting clusters. When ap-
proaching TcðBÞ from above, percolation due to instable
superconducting clusters or domains switching back and
forth is dominating over the noise due to the resistive parts
of the sample. At a field of 2 T, which is just below the
midpoint of the resistive transition, see Figs. 3(b) and 3(c),
the noise peaks and shows a crossover to a ‘‘classical’’
percolation regime dominated by the change in the fraction
of superconducting domains. Figure 4(b) shows the PSDs
as fSR vs f at various fields in the vicinity of 2 T, where the
noise peaks. In this narrow field range we observe clear
deviations from 1=f-type behavior which in this represen-
tation appears as a constant background. Obviously, under
certain conditions (‘‘noise window’’) the spectra are re-
solved into Lorentzian contributions

SRðfÞ ¼
4ð!RÞ2

ð!1 þ !2Þ½ð!% 1
1 þ !% 1

2 Þ2 þ ð2"fÞ2( ; (1)

representing a random telegraph signal between ‘‘high’’
and ‘‘low’’ resistance levels in the time domain [30], where
!i denote the characteristic lifetimes for the high and low
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Figure 6. Percolation models in superconductors. (a) scaling of the normalized noise SR/R2 ∝ Rlrs

of κ-Cl∗ in a representation log SR/R2 vs. log R, where the slope reveals the power-law exponent lrs,
for data taken at T = 5 K and different magnetic fields up to 4 T as an implicite tuning parameter
of the sample resistance (see (c)); (b) schematics of classical (bottom) and novel (top) percolation
noise. In the former case (lrs = 0.9), the noise originates from the resistor elements, where the
short-circuits represent superconducting subvolumes. The latter case of p-noise (lrs = 2.74) originates
from switching elements controlled by random processes wi(t) representing subvolumes with unstable
superconductivity, after [72]. Reprinted with permission from [9]. Copyright (2011) John Wiley
and Sons; (c) magnetoresistance R(B) at T = 5 K. Light and dark gray areas denote different
percolation regimes characterized by the scaling exponent lrs. In the white area, Lorentzian spectra
are superimposed on the 1/ f background noise (see (d)), where the inset shows the shift of the
corner frequency fc(B). (a,d) reprinted with permission from [68]. Copyright (2009) by the American
Physical Society.

In the time domain, Equation (14) corresponds to a random telegraph signal, i.e., a switching
between a high- and low resistance state that may be caused by a cluster that switches
between the superconducting and normal conducting state. The observed shift of the corner
frequency fc = 1/(2πτc) [81] with magnetic field shown in the inset of Figure 6d and assuming
fc = f0 exp [−(Ea + mB)/kBT], where f0 is an attempt frequency typically related to the characteristic
phonon frequencies and Ea the energy barrier for the switching process at B = 0, allow to determine the
energy mB. Considering the fluctuating entity as a cluster that switches between the superconducting
and normal conducting state, and comparing this energy to the condensation energy VsB2

cth
/2µ0,

where Bcth is the thermodynamic critical field and µ0 the free space permeability, allows for a rough
estimate of the fluctuating sample volume yielding Vs ∼ (7 nm)3 [68], therefore providing evidence
for a nano-scale phase separation. We note that for the high-Tc cuprates vortex dynamics is discussed
as a source of p-fluctuations [72,80], in which case we may compare mB to the pinning energy nε∗Vs,
where n is the number of flux lines per unit area and ε∗ = Bc1 Φ0/µ0 the energy per unit length of a
vortex (Φ0 is the flux quantum and Bc1 the lower critical field) leading to a volume Vs ∼ (5 nm)3 of the
same order. In order to distinguish between both scenarios, direct measurements of the magnetic flux
noise are desirable.
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To summarize, the intrinsic 1/ f -noise in the superconducting state revealed microscopic
information on (i) the mechanism of percolation and (ii) the size of the fluctuating entities and
thus the characteristic scale of phase separation in the inhomogeneous coexistence region of the
phase diagram. It is interesting to note that real-space imaging by means of scanning micro-region
infrared spectroscopy of partially-deuterated κ-(ET)2Cu[N(CN)2]Br revealed a static phase separation
and coexisting metallic and insulating domains also on a larger length scale of 50–100µm and at
all temperatures along the first-order Mott MIT line below the critical endpoint T0 ∼ 35 K [21,82].
This suggests volume fractionalization on a wide range of length scales, which, in turn, results in
fluctuations with a hierarchy of corresponding time scales, a prerequisite of the widely observed
enhanced 1/ f -type noise in the critical region of the phase diagram (see Section 3.4 below).

3.2. Example (2): Glass-Like Structural Ordering

In this section, we exemplarily discuss the coupling of the charge fluctuations to slow structural
dynamics in κ-(ET)2X with polymeric anions X = Cu[N(CN)2]Cl, Cu[N(CN)2]Br, or Cu(SCN)2.
From thermodynamic measurements, a glass-like freezing of the ET molecules’ terminal ethylene
groups (EEG) was identified [19,83–86]. The dynamical properties at low frequencies—a characteristic
fingerprint of all glass transitions, however—had not been studied due to the lack of dielectric
spectroscopy, which cannot be applied in the relevant temperature range around 100 K, where
the conductivity—even of the Mott insulating samples—is still too high. An understanding of
the slow dynamics, however, is of paramount importance in these materials, since the degree of
frozen EEG entities depends on the cooling rate and affects the electronic ground state properties
through (i) the degree of quenched disorder and (ii) the lattice contraction occurring upon cooling
through Tg ∼ 75 K, which strongly influences the bandwidth W and on-site Coulomb repulsion U,
and therefore the sample’s position in the phase diagram (see e.g., [21–25,87–91]). In this context,
fluctuation spectroscopy served as a method complementary to dielectric spectroscopy allowing for a
comprehensive study of the low-frequency glassy dynamics and a systematic understanding of the
glassy properties. These findings (i) revealed the phenomenology of the glassy transition in these
materials [60,92,93]; (ii) allowed for controlling the glassy freezing in the critical region of the phase
diagram by varying the cooling rate or applying heat pulses, thereby enabling non-volatile switching
functions between metallic and Mott insulating phases and establishing a protocol for fine-tuning
through the phase diagram with unprecedented precision [23,25]; and (iii)—in combination with ab
initio quantum chemical calculations—now allow to predict whether a certain crystal structure favors
a glassy freezing of the EEG orientational degrees of freedom or not [93]. Based on this, the specifics of
the glass-like transition in the system κ-(ET)2Hg(SCN)2Cl have been correctly predicted [94].

Figure 7a shows the temperature dependence of the resistance and the resistance fluctuations
for deuterated κ-(D8-ET)2Cu[N(CN)2]Br, which—regarding the structural glassy properties discussed
here—is representative for the κ-(ET)2X family with polymeric anions [93]. After the sample’s resistance
has been measured during continuous cool down (black line), resistance values (blue squares) and noise
spectra (red circles) have been taken in discrete steps while warming up the sample. The resistance
shows the typical behavior for samples located close to the critical region of the phase diagram but still
away from the critical point at (p0, T0), cf. Figure 10b below [95]. The observed noise was of generic
1/ f -type at all temperatures, i.e., SR ∝ 1/ f α, and the data in Figure 7a represent the spectral weight
calculated as

∫ 100 Hz
10 mHz SR( f )/R2d f , which represents the variance of the fluctuating resistance in the

measured frequency range. Strikingly, the resistance fluctuations behave markedly different than the
resistance (i.e., the mean value): a pronounced broad maximum of the normalized resistance noise
SR( f , T)/R2 at about 100 K has almost no corresponding feature in R(T), and so does the sharp peak
in the noise at about 35–36 K. The latter feature marks a sudden slowing down of the charge carrier
dynamics, see the strong increase of the relative noise level aR( f , T) = f × SR/R2—a dimensionless
quantity characterizing the strength of the fluctuations—at low frequencies shown in the contour
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plot Figure 7d, due to the near vicinity of the critical endpoint of the Mott transition and this will be
discussed in detail in Section 3.4 below.
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Figure 7. Noise spectroscopy and DDH analysis (see text) on fully-deuterated κ-(D8-ET)2Cu[N(CN)2]Br.
(a) resistance (blue squares) and integrated noise PSD (red circles) of a fully-deuterated sample
κ-(D8-ET)2Cu[N(CN)2]Br; (b) corresponding frequency exponent α(T) (green circles) and model
calculation within the generalized DDH model (Equation (16)) (red line); (c) distribution of activation
energies D(E) at f = 1 Hz calculated using Equation (18). Arrows indicate the two strongest maxima
at 260 meV and 90 meV; (d) contour plot of the relative noise level aR = f × SR/R2 vs. frequency f and
temperature T in an Arrhenius representation. The slope of the white line corresponds to an activation
energy of Ea = 260 meV, corresponding to the maximum in D(E) in (c) as extracted from the DDH
model. Reproduced from [92,93]. Copyright IOP Publishing.

In order to understand the origin of the 1/ f α-noise, we apply the phenomenological model of
Dutta, Dimon and Horn (DDH) [31,96], which describes non-exponential kinetics [97] caused by a
superposition of individual, thermally activated fluctuators—not specified a priori—with characteristic
relaxation times τ = τ0 exp (E/kBT), where τ0 ∼ (10−14–10−11) s corresponding to typical inverse
phonon frequencies. The individual fluctuators are presumed to be independent (Gaussian) and
linearly coupled to the resistance (or conductance) of the sample. Although these assumptions are
quite general, the strength of the model is that a distribution (or weighting function) of activation
energies D(E) determines both the temperature dependence of the 1/ f α noise (i.e., its deviations from
a linear-in-T behavior) [98]

SR( f )
R2 (T) =

∞∫
0

g(T)
4τ

1 + 4π2 f 2τ2 D(E)dE =
1

π f

∞∫
0

g(T)
D(E)

cosh [(E− Eω)/kBT]
dE (15)
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and the deviations of its frequency dependence from a pure 1/ f law (i.e., deviations from α = 1) via
the connection

αDDH(T) = 1− 1
ln 2π f τ0

∂ ln SR( f )
R2 (T)

∂ ln T
− ∂ ln g(T)

∂ ln T
− 1

 . (16)

The logarithmic factor in Eω = −kBT ln (2π f τ0) ensures that at the temperatures and frequencies,
where 1/ f -noise is usually observed, the characteristic energies Eω ∼ 0.1− 1 eV are of the same
order as ordinary activation energies in solids [33]. The frequency exponent αDDH calculated with
Equation (16) can then be compared to the measured slope of the spectra

α(T) = −
∂ ln SR( f )

R2 (T)
∂ ln f

. (17)

If this consistency check proves successful, then the assumptions of the DDH model [99] are
fulfilled, and the distribution function D(E) ≡ D(Eω) can be determined from the relation

SR

R2 ( f ) = g(T)kBTD(E)
1
f

. (18)

Introducing the function g(T) in Equations (15) and (16) is a generalization of the original DDH
model [100–102]. The function g(T) accounts for an explicit temperature dependence of the distribution
of activation energies. The physical meaning is that the coupling constant between the random
processes and the resistance, and hence the total noise magnitude, may not be independent of
temperature. As described in detail in [93], we have assumed the simplest case of a power law
g(T) = aTb, where b describes a constant vertical shift of αDDH(T) as compared to the measured
α(T). For the measurements in Figure 7b, the best description of the data is found for g(T) = const.
for T < Tg (no offset) and b = −3/2 for T > Tg resulting in a vertical offset. As for the physical
meaning of the function g(T), a temperature dependence of the number and/or coupling strength
of the fluctuators is discussed [102,103]. Figure 7b shows that, for the deuterated κ-D8-Br system, an
excellent agreement is observed between the calculated and measured frequency exponent, where
nearly every feature of the non-monotonic temperature dependence is quantitatively reproduced.
This justifies the conversion of the temperature axis using Eω = −kBT ln (2π f τ0) and determining
D(E) from Equation (18) shown in Figure 7c. The broad noise peak at about 100 K in Figure 7a therefore
corresponds to a peak in D(E) centered around E ≈ 260 meV (E/kB ≈ 3020 K). (Note that the
contour plot Figure 7d of the relative noise level aR( f , T) in an Arrhenius plot consistently reveals
a slope of the noise maximum corresponding to the same energy.) Energy of this order is well
known in κ-(ET)2X as the activation energy of structural, orientational degrees of freedom of the ET
molecules’ EEG undergoing a glass-like freezing at Tg ∼ 75 K and has been determined, e.g., in NMR
[104,105], and thermal expansion and specific heat measurements [19,84] for the thermodynamic glass
transition (see also [2]). Therefore, the fluctuators causing the enhanced noise at elevated temperatures
can be assigned a posteriori to the thermal motion of the EEG, emphasizing the strong coupling of
lattice vibrations to the electronic system.

Here, the non-monotonic behavior of α(T) shown in Figure 7b reflects the shape of the distribution
of the activation energies, i.e., α > 1 and α < 1 corresponds to ∂D(E)/∂E > 0 and ∂D(E)/∂E < 0,
respectively. The corresponding shift of spectral weight to lower frequencies is related to the expected
slowing down of molecular dynamics when approaching the glass transition. In [93], we argue that the
observed charge carrier dynamics is caused by the slow, so-called α-process of the glass-forming EEG
rotations embedded in the anion structure forming a ‘cage’ environment through short C−H· · · anion
contacts [106]. In dielectric spectroscopy, the α-relaxation peak of the frequency-dependent dielectric
loss shifts with decreasing temperature to lower frequencies in a similar way [107], which is expected
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from the fluctuation–dissipation theorem connecting S( f ) with the imaginary part of the dynamic
susceptibility, cf. Equation (5).

This a posteriori assignment provides a spectroscopic tool to investigate the slow dynamics of the
EEG, which undergo a glassy freezing at a characteristic temperature Tg. Figure 8a,b show the position
of the peak in SR/R2(T) of the same sample κ-D8-Br discussed in Figure 7a–c for different frequencies
in our measurement window of 1 mHz–100 Hz. (Note that in Figure 7a the spectral weight over the full
frequency range is shown.) As seen in Figure 8b for κ-D8-Br, the data at higher frequencies show an
Arrhenius behavior, where the slope corresponds to an activation energy of 260 meV corresponding to
the maximum in D(E) shown in Figure 7c. At lower frequencies towards the glassy freezing transition
(which may be defined by a characteristic relaxation time of τ(Tg) = 100 s), however, the slowing
down of the molecular motions coupled to the resistance fluctuations is much stronger, resulting in a
curvature that can be described by the empirical Vogel–Fulcher–Tammann law

τ = τ0 exp
(

DTVFT

T − TVFT

)
, (19)

where D is a strength parameter and TVFT the Vogel–Fulcher–Tammann temperature. The observed
slowing down of the structural units’ motion stronger than given by an Arrhenius law may be
interpreted as an increase of the effective energy barrier for decreasing temperatures approaching Tg.
A possible origin is an increasingly cooperative character of the molecular motions, i.e., a larger number
of correlated molecules and an increase in correlation length [108]. The strength parameter D describes
the deviations from a thermally activated behavior, whereas the glass-forming system is characterized
as ‘fragile’ for small values of D (typically D < 10) with large deviations from an Arrhenius behavior
and as ‘strong’ for D > 10 following an Arrhenius law more closely. Many properties of glass-forming
materials are correlated with their strength (fragility). For the different systems, we consistently find
that the present charge-transfer salts are rather fragile glasses, which may be explained by a growing
number of correlated molecules moving cooperatively, which leads to an increase of the apparent
activation energy for decreasing temperatures.

Finally, we note that the cooling-rate dependence of the VFT behavior, observed for κ-D8-Br
shown in Figure 8b, is unusual since, for classical glass-forming systems, the curves for different q
should coincide for T > Tg. Rather than being a purely dynamical effect, we have speculated that,
for the present glass-like materials, different cooling rates produce different glass-forming molecular
environments formed by the anion structure through short C−H· · · anion contacts, resulting in a
varying fragility and therefore different values of Tg.
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to 1a > corresponds to a strong shift of spectral weight to lower frequencies. This is related to the expected
slowing down ofmolecular dynamics when approaching the glass transition and is consistent with our
interpretation discussed below, namely that the observed charge carrier dynamics is caused by the slow, so-
calledα-process of the glass-forming EEG rotations embedded in the anion structure forming a ‘cage’
environment through short C−HL anion contacts [74]. In dielectric spectroscopy, theα-relaxation peak of the
frequency-dependent dielectric loss—whichmay be connected to S(f) by afluctuation–dissipation relation—
shifts with decreasing temperature to lower frequencies in a similar way.

3.2. Analysis of the dynamic transport properties
Nextwe show that noisemeasurements allow for the study of characteristic properties of the glassy system as, for
example, a possible non-Arrhenius behavior, which so far has not been investigated for the presentmaterials.
The frequency range of the f1 -type fluctuations for the presentmaterials is naturally limited to about
1 mHz 1 kHz- . In this range, the relaxation is dominated by theα-relaxation, which is the slowest dynamic
process in glass formers. In contrast to other, faster processes of different origin (such as, for example, the high-
frequencyβ-process, which can be visualized as a ‘rattling’movement of a particle in the transient ‘cage’ formed
by its surroundings), theα-relaxation is associatedwith the forming and decay of the cage, involving the
cooperativemovement ofmany particles [26], in our case the ETmolecules’EEGs and their anion environment.
The increase of theα-relaxation time during cooling and deviations from a thermally activated behavior in glass-
formingmaterials are often parameterized by an empirical law employed byVogel et al[75, 76]:

D T

T T
exp , 80

VFT

VFT

· ( )⎡
⎣⎢

⎤
⎦⎥t t=

-

where 0t is a prefactor,D is the so-called strength parameter andTVFT is theVogel–Fulcher–Tammann
temperature. The divergence of the relaxation time atTVFT cannot be observed in a real experiment because the
system falls out of equilibriumwhen the relaxation time becomes larger than the time scale of the experiment.
Themodel suggests a ‘hidden’ phase transition below the glass transition atTg, which, however, is controversially
discussed. The strength parameterD can be used to classify the glass-formingmaterials in terms of the deviations
of T( )t from a thermally activated behavior, for which T 0VFT = [21, 22, 26]. So-called ‘fragile’ glass formers
reveal small values ofD (typically D 10< )with large deviations from anArrhenius behavior, whereas ‘strong’
glass formers (D 10> ) follow anArrhenius lawmore closely. This classification scheme has proven very useful
sincemany properties of glass-formingmaterials are correlatedwith their strength (fragility). Typical fragile
glass formers are substanceswith nondirectional interatomic/intermolecular bonds, e.g. molten salts. Strong
systems, i.e. thosewhich show a strong ‘resistance’ against structural degradationwhen heated through their
supercooled regime, are found among the non-hydrogen bonded networkmelts [21]. Another convenient
measure for the strength of the fragility can be obtained by focusing on the long relaxation-time end of the
strong–fragile pattern [21, 77]. The (dimensionless) slope atTg is given by

Figure 4.Data (circles) of the normalized resistance noise PSD recalculated from the f1 a frequency exponent T( )a shown in
figure 3(a) andGaussianfits (lines) versus temperature for various frequencies ofκ-D8-Br. (The distribution of activation energiesD
(E) in theDDHmodel shown infig 3(b) are derived from the data for f= 1 Hz.)The black squares connecting themaxima of the fits
represent the temperature dependence of the relaxation time characteristic of the EEGs’ structural excitations.

7
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(d)

Figure 8. Glass-like structural EEG ordering in κ-(ET)2X. (a) normalized resistance noise PSD of
κ-D8-Br for different frequencies. Lines are fits to a Gaussian function. Black circles connect the
maxima at each frequency; (b) Arrhenius plot of the noise peak frequency for selected systems of
κ-(ET)2X (see legend). Light grey lines are fits of thermally activated (Arrhenius) behavior to the
high-frequency data, whereas dark grey lines are Vogel-Fulcher-Tammann (VFT) fits after Equation (19)
to the low-frequency data. The horizontal line equals τ = 100 s and may be used to define the
dynamic glass-transition temperature; (c) occupation probability p(E) of the eclipsed (E) ground state
conformation (see right inset) calculated from a simple two-level model (left inset) for various cooling
rates. ’Pulse rate’ refers to cooling after a heat pulse is applied resulting in cooling rates of order
1000 K/min. Reprinted with permission from [23]. Copyright (2014) by the American Physical Society;
(d) preferred conformations of the EEGs for κ-Br in relation to the nearby anion layer. Dashed lines
indicate close EEG· · ·Br contacts, while blue arrows indicate soft vibrational degrees of freedom of the
terminal Br ligands suggested to couple to the EEG rotation. In κ-Br, all EEGs are crystallographically
equivalent. (a,b,d) reproduced from [93]. Copyright IOP Publishing.

Ab initio quantum chemical calculations provide an explanation for the origin and
phenomenology of the glassy dynamics in different systems in terms of a simple two-level model
(see Figure 8c) where the relevant energy scales are determined by the coupling of the EEG to the
anions [93]. For κ-Br, the EEGs are all crystallographically equivalent and were computationally
found to prefer the E conformation by 2∆E/kB ∼ 520 K per ET molecule, which is of the same
order although somewhat larger than the value of 2∆E/kB ∼ 210 K estimated from the temperature
dependence of the relative E/S occupancy of κ-Br for fixed cooling rate [23]. The computed Ea = 2200 K,
however, lies well within the range of values found in various experiments of Ea/kB = 1900–3100 K
as determined e.g., by NMR, specific heat, thermal expansion, resistivity measurements and noise
spectroscopy [19,84,104,105]. Strikingly, more than half of the computed energy difference 2∆E results
from strong van der Waals coupling between the EEG and anion layers, which is dominated by close
Br · · · H (or D) contacts between each EEG and two terminal ligands in adjacent anionic chains
(see Figure 8d). The coupling of the terminal ligands’ thermal motion with the EEG rotation in nearby
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ET molecules provides a possible mechanism for the cooperative behavior implied by the observed
deviations from the Arrhenius law in Figure 8b, i.e., it is the collective motion of EEG and anions that
freezes out at Tg instead of being simply a property of the vibrational degrees of freedom of the EEG
within each individual, separated ET layer [93,94].

It is interesting to consider the suggestion [109,110] that the arrangement of the ET molecules and
conformational preferences in κ-(ET)2X salts with polymeric anions result from a particular pattern of
empty spaces in the anion layers, allowing the donor molecules to fit in between, thus minimizing the
van der Waals interactions. From this perspective, glassy freezing of the EEG rotation requires that
the EEG–anion interaction is relatively ineffective at distinguishing the E and S states, allowing for
similar energies of both states, and thus metastability. Indeed, in our simple model of Figure 8c, it can
be shown that the degree of frozen-in disorder is determined by the ratio of EA/∆E (at fixed τ0), with
increasing occupancy of the minor conformation below Tg with increasing ratio. We have suggested an
empirical threshold of EA/∆E ∼ 5 for the occurrence of a glass transition in (BEDT-TTF)2X. Recently,
this has led to the successful prediction of glass-like EEG freezing in the salt κ-(ET)2Hg(SCN)2Cl,
where—as opposed to κ-Cl and κ-Br—a peculiar EEG ordering occurs, in which only one of the two
crystallographically inequivalent EEG is subject to glass-like ordering [94].

3.3. Example (3): Charge-Cluster Glass

In the previous section, we have shown exemplarily for the κ-phase (ET)2X salts with polymeric
anions that noise measurements allow for a spectroscopic study of glassy structural phenomena,
where dielectric spectroscopy fails due to the high conductivity of the samples. Naturally, fluctuation
spectroscopy is not only sensitive to electronic fluctuations coupled to a structural dynamic
glass transition, but also to glassy phenomena of the electronic system itself. Here, the systems
θ-(ET)2MM′(SCN)4 with M = Tl, Rb, Cs and M′ = Co, Zn recently have attracted considerable
attention [111,112]. In these materials, the BEDT-TTF molecules form a triangular lattice and the
charge transfer leads to a quasi-two-dimensional quarter-filled hole band system (that is, one hole
per two BEDT-TTF molecules), in which the inter-site Coulomb repulsions give rise to an instability
towards charge ordering (CO). The system θ-(ET)2RbZn(SCN)4 undergoes a CO transition at 190 K,
where the charge carriers are localized periodically with a horizontal stripe pattern (see Figure 9a),
which is regarded as a ’charge-crystal’ state in contrast to the ’charge-liquid’ state above the CO
transition temperature, where the charge of +0.5 per one BEDT-TTF molecule is distributed uniformly
in space. Geometrical frustration leads to an unconventional electronic ’charge-glass’ state without
long-range order, when the system is cooled faster than a critical rate qc, which depends on the
degree of geometric frustration. As first discussed in [113], a combination of noise measurements
and X-ray diffraction reveals that the charge-liquid phase hosts two-dimensional charge clusters that
fluctuate extremely slowly and heterogeneously. On further cooling, the cluster dynamics freezes, and
a charge-cluster glass is formed.

Since slow dynamics accompanied by dynamic heterogeneities are known to be key experimental
properties for the vitrification process in supercooled conventional liquids, resistance noise
spectroscopy has been applied in order to detect the expected slow charge carrier dynamics in these
materials upon approaching the glassy freezing of the electrons [111,113–115]. Figure 9b shows the
resistance noise PSD in a representation f α × SR/R2 vs. f [113], which highlights the superposition of
two-level fluctuations on top of a 1/ f α background noise, cf. Figure 6b above. The important point
here is that the two-level switching cannot be described by a single Lorentzian contribution but rather
is modeled by a superposition of continuously distributed Lorentzians with high-frequency ( fc1 ) and
low-frequency ( fc2) cutoffs. Thereby, the authors of [113] assume a density of states (distribution of
relaxation times) D(τ) ∝ 1/τ in between the related cutoff lifetimes τ1 ≤ τ ≤ τ2 in Equation (10) with
fc1 = 1/(2πτ1) and fc2 = 1/(2πτ2). The integration in Equation (11) then yields curves of the spectral
form shown in Figure 9b, which fit the data very well. In this scheme, the extracted values for fc1 and
fc2 (see Figure 9c) reflect the fastest and slowest fluctuators, respectively, from which a centre frequency



Crystals 2018, 8, 166 22 of 37

f0 =
√

fc1 · fc2 and a linewidth fc1 / fc2 can be defined (see Figure 9d,e, respectively). The temperature
profiles of these quantities show a slowing down of the center frequency f0 by several orders of
magnitude (see Figure 9d), before, at approximately 200 K a frustration-relaxing structural transition
occurs. A strong increase of the ratio fc1 / fc2 for decreasing temperature (see Figure 9e) indicates a
more heterogeneous dynamics [113]. Thus, the key experimental properties for the vitrification process
in conventional supercooled liquids, namely slow and heterogeneous dynamics, are observed for the
freezing of electric charges on a frustrated lattice.
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Geometrically frustrated spin systems often do not exhibit
long-range magnetic ordering, resulting in either quantum-
mechanically disordered states, such as quantum spin liquids1,
or classically disordered states, such as spin ices2,3 or
spin glasses4. Geometric frustration may play a similar role
in charge ordering5,6, potentially leading to unconventional
electronic states without long-range order; however, there are
no previous experimental demonstrations of this phenomenon.
Here, we show that a charge-cluster glass evolves on cooling
in the absence of long-range charge ordering for an organic
conductor with a triangular lattice. A combination of time-
resolved transport measurements and X-ray diffraction reveals
that the charge-liquid phase has two-dimensional charge
clusters that fluctuate extremely slowly (<10–100Hz) and
heterogeneously. On further cooling, the cluster dynamics
freezes, and a charge-cluster glass is formed. Surprisingly,
these observations correspond to recent ideas regarding the
structural glass formation of supercooled liquids7–10. Glassy
behaviour has often been found in transition-metal oxides, but
only under the influence of randomly located dopants11,12. As
organic conductors are very clean systems, the present glassy
behaviour is probably conceptually different.

Wigner-type charge ordering is a phenomenon in which an
equal number of charge-rich and charge-poor sites occupy a
lattice such that rich–rich (or poor–poor) neighbouring pairs are
avoided as much as possible. However, in a geometrically frustrated
lattice, this constraint is insufficient to determine a specific charge
ordering among the various charge configurations, analogously to
spin-frustrated systems (Fig. 1a); thus, the geometric frustration
potentially undermines the tendency towards long-range charge
ordering, as was first suggested in ref. 5. As a result, exotic electronic
statesmay be exhibited at low temperatures when long-range charge
ordering is avoided.

The material investigated in this study is the organic conductor
✓-(BEDT-TTF)2RbZn(SCN)4 (denoted ✓-RbZn), where BEDT-
TTF (ET) denotes bis(ethylenedithio)tetrathiafulvalene13. The
crystal structure consists of alternating layers of conducting ET
molecules and insulating anions, and the ET molecules form
a geometrically frustrated triangular lattice (Fig. 1b), where the
ratio of two different inter-site Coulomb interactions is calculated
to be ⇠0.86 (ref. 14). The ET conduction band is hole-1/4-
filled; thus, the charge-delocalized state (the charge-liquid phase)
is subject to charge ordering instability15. However, the charge
frustration created by the triangular lattice may prevent long-
range ordering. Experimentally, a structural transition with the
modulation qo = (0 0 1/2) occurs at ⇠200K and relaxes the degree
of charge frustration; consequently, a horizontal charge order that
matches qo is stabilized16–18. This charge order is a strong first-order
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Figure 1 | Charge frustration and crystal structure of
✓-(BEDT-TTF)2RbZn(SCN)4. a, An illustration of the analogy between spin
frustration and charge frustration. b, The structure of the BEDT-TTF layer.
The lattice parameters are a⇡ 10.2 Å and c⇡ 4.6 Å at 220 K (ref. 16).
c, The temperature dependence of the resistivity during cooling for different
temperature-sweeping rates. The insets indicate the crystal structures of
the high-temperature phase (lower inset) and the low-temperature phase
(upper inset). Colours as for a. In the upper inset, the charge-ordering
pattern is also shown. To emphasize the two-fold structural modulation of
the c axis, the upper inset is depicted in an exaggerated manner. In each
panel, the unit cell is indicated by a blue rectangle.

transition accompanied by a sudden increase in resistivity (Fig. 1c).
When rapidly cooled (>5Kmin�1), the charge/structure order at
200K vanishes, giving way to a charge-liquid phase with a frustrated
triangular lattice, which is maintained at lower temperatures19,20
(Fig. 1c). As there is no resistivity anomaly at 200K during rapid
cooling (Fig. 1c), the phase exhibited above 200K is considered
a continuation of the rapidly cooled phase. The electronic states
above 200Kmay be exotic, as suggested in the literature: the optical
conductivity measurements revealed that the charge liquid cannot
be ascribed to a conventional metal that has a Drude response21.
More interestingly, previous NMR measurements, which are a
probe of local spin dynamics, implied the existence of slow charge
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Figure 2 | Resistance fluctuations in the charge-liquid phase. a, A typical resistance power spectrum density SR normalized by the resistance squared R2.
SR/R2 is found to be independent of an applied current as long as the current is low enough, indicating that the detected fluctuations reflect the nature of
the equilibrium state (see also Supplementary Fig. S3). b, Power spectra densities for various temperatures with f↵ ⇥SR/R2 representations. The red lines
are fits to the distributed Lorentzian model (Supplementary Information). c, A comparison of the SR/R2 characterizations using different schemes. The
notations fc1 and fc2 represent the high- and low-frequency cutoffs, respectively, in the distributed Lorentzian model. d, Temperature profiles of the fitting
parameters fc1 and fc2. e, f, Slowing of the centre frequency (e) and concomitant growth of the dynamic heterogeneity (f). The shaded area in f is intended
as a guide for the eyes.

dynamics of the order of kilohertz above 200K (ref. 22). These slow
dynamicsmay indicate that the charge liquid above 200K,where the
triangular lattice is held, is transforming into a classically disordered
state, that is, an electronic glass, but the relevance of this result to
known glass formers is far from clear at present. To demonstrate
possible electronic-glass-forming behaviour, several key concepts
need to be tested, for example, the temperature evolution of the
slow charge dynamics, the spatial and dynamic heterogeneity, and
the electronic-glass transition.

First, to directly detect the evolution of possible slow charge
dynamics by determining their frequency, we implemented noise
measurements, that is, resistance fluctuation spectroscopy23. The
typical resistance power spectrum density SR is shown in Fig. 2a.
The global SR can be well fitted by f �↵ with ↵ ⇠ 0.8–0.9 (weakly
temperature dependent, f denotes frequency). This fitting reflects
the prevalent 1/f noise, where the frequency exponent is not nec-
essarily 1 (ref. 24). The origin of the ubiquitous 1/f noise was not
identified for the present case and is beyond the scope of this study.
Instead, we note that there is a finite deviation from the background
1/f noise over a certain frequency range (Fig. 2a). This deviation
indicates that resistance fluctuations with a characteristic frequency
are superimposed on the featureless 1/f noise (see Supplementary
Information). For clarity, f ↵ ⇥SR versus f is plotted for select tem-
peratures in Fig. 2b, where the additional contribution appears as a
broad peak rising out of a constant background (for this material,
ourmethods are applicable only above 200K; seeMethods).

On quantifying the non-1/f contributions, we found that
the linewidth of the power spectrum density in the f ↵ ⇥ SR
representation was broader than the expected linewidth for

a single Lorentzian multiplied by f ↵ (Fig. 2c). To evaluate
the linewidth, we introduced a hypothetical superposition of
continuously distributed Lorentzians with high-frequency fc1 and
low-frequency fc2 cutoffs (see Supplementary Information). We
found that the spectrum shape is well reproduced using this
scheme (Fig. 2b,c). The extracted values for fc1 and fc2 (Fig. 2d)
reflect the fastest and slowest fluctuators, respectively, that are
relevant to the non-1/f contributions, from which we can
estimate the centre frequency f0 (defined as the geometric mean
(fc1fc2)1/2) and the linewidth (defined as the ratio fc1/fc2). The
temperature profiles of f0 and fc1/fc2 are shown in Fig. 2e,f,
respectively, and two features can be emphasized. First, f0 slows
down by several orders of magnitude as the temperature decreases;
remarkably, just above the frustration-relaxing structural transition
(approximately 200K), the lifetime of the long-lived fluctuator
is less than 10Hz (Fig. 2d). Second, the ratio fc1/fc2 noticeably
increases, that is, the dynamics become more heterogeneous, as
the temperature decreases. These results are reproducible and
are therefore considered to arise from the intrinsic nature of
✓-RbZn. We note that slow dynamics accompanied by dynamic
heterogeneities are known to be key experimental properties for the
vitrification process in supercooled normal liquids25.

Some simulation results for supercooled normal liquids ar-
gued that medium-range crystalline clusters are critical for un-
derstanding the heterogeneous slow dynamics at a microscopic
level7–10, although the importance of these crystalline clusters is
controversial26–29, and there are still no clear experimental obser-
vations of crystalline clusters. To obtain further insight into the
observed heterogeneous slow dynamics for the charge liquid, it is
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Figure 2 | Resistance fluctuations in the charge-liquid phase. a, A typical resistance power spectrum density SR normalized by the resistance squared R2.
SR/R2 is found to be independent of an applied current as long as the current is low enough, indicating that the detected fluctuations reflect the nature of
the equilibrium state (see also Supplementary Fig. S3). b, Power spectra densities for various temperatures with f↵ ⇥SR/R2 representations. The red lines
are fits to the distributed Lorentzian model (Supplementary Information). c, A comparison of the SR/R2 characterizations using different schemes. The
notations fc1 and fc2 represent the high- and low-frequency cutoffs, respectively, in the distributed Lorentzian model. d, Temperature profiles of the fitting
parameters fc1 and fc2. e, f, Slowing of the centre frequency (e) and concomitant growth of the dynamic heterogeneity (f). The shaded area in f is intended
as a guide for the eyes.

dynamics of the order of kilohertz above 200K (ref. 22). These slow
dynamicsmay indicate that the charge liquid above 200K,where the
triangular lattice is held, is transforming into a classically disordered
state, that is, an electronic glass, but the relevance of this result to
known glass formers is far from clear at present. To demonstrate
possible electronic-glass-forming behaviour, several key concepts
need to be tested, for example, the temperature evolution of the
slow charge dynamics, the spatial and dynamic heterogeneity, and
the electronic-glass transition.

First, to directly detect the evolution of possible slow charge
dynamics by determining their frequency, we implemented noise
measurements, that is, resistance fluctuation spectroscopy23. The
typical resistance power spectrum density SR is shown in Fig. 2a.
The global SR can be well fitted by f �↵ with ↵ ⇠ 0.8–0.9 (weakly
temperature dependent, f denotes frequency). This fitting reflects
the prevalent 1/f noise, where the frequency exponent is not nec-
essarily 1 (ref. 24). The origin of the ubiquitous 1/f noise was not
identified for the present case and is beyond the scope of this study.
Instead, we note that there is a finite deviation from the background
1/f noise over a certain frequency range (Fig. 2a). This deviation
indicates that resistance fluctuations with a characteristic frequency
are superimposed on the featureless 1/f noise (see Supplementary
Information). For clarity, f ↵ ⇥SR versus f is plotted for select tem-
peratures in Fig. 2b, where the additional contribution appears as a
broad peak rising out of a constant background (for this material,
ourmethods are applicable only above 200K; seeMethods).

On quantifying the non-1/f contributions, we found that
the linewidth of the power spectrum density in the f ↵ ⇥ SR
representation was broader than the expected linewidth for

a single Lorentzian multiplied by f ↵ (Fig. 2c). To evaluate
the linewidth, we introduced a hypothetical superposition of
continuously distributed Lorentzians with high-frequency fc1 and
low-frequency fc2 cutoffs (see Supplementary Information). We
found that the spectrum shape is well reproduced using this
scheme (Fig. 2b,c). The extracted values for fc1 and fc2 (Fig. 2d)
reflect the fastest and slowest fluctuators, respectively, that are
relevant to the non-1/f contributions, from which we can
estimate the centre frequency f0 (defined as the geometric mean
(fc1fc2)1/2) and the linewidth (defined as the ratio fc1/fc2). The
temperature profiles of f0 and fc1/fc2 are shown in Fig. 2e,f,
respectively, and two features can be emphasized. First, f0 slows
down by several orders of magnitude as the temperature decreases;
remarkably, just above the frustration-relaxing structural transition
(approximately 200K), the lifetime of the long-lived fluctuator
is less than 10Hz (Fig. 2d). Second, the ratio fc1/fc2 noticeably
increases, that is, the dynamics become more heterogeneous, as
the temperature decreases. These results are reproducible and
are therefore considered to arise from the intrinsic nature of
✓-RbZn. We note that slow dynamics accompanied by dynamic
heterogeneities are known to be key experimental properties for the
vitrification process in supercooled normal liquids25.

Some simulation results for supercooled normal liquids ar-
gued that medium-range crystalline clusters are critical for un-
derstanding the heterogeneous slow dynamics at a microscopic
level7–10, although the importance of these crystalline clusters is
controversial26–29, and there are still no clear experimental obser-
vations of crystalline clusters. To obtain further insight into the
observed heterogeneous slow dynamics for the charge liquid, it is
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Figure 9. Charge-cluster glass in θ-(ET)2RbZn(SCN)4. (a) temperature dependence of the
resistivity during cooling for different sweeping rates qc. Insets indicate the crystal structures
and charge distribution of the high-temperature (charge-liquid) phase (lower inset) and the slowly
cooled low-temperature (charge-ordered) phase (upper inset); (b) resistance noise PSD for various
temperatures as f α × SR/R2 vs. f with fits (red lines) to the distributed Lorentzian model (see text);
(c) temperature profiles of the fitting parameters fc1 and fc2 ; (d) slowing of the centre frequency
and (e) concomitant growth of the dynamic heterogeneity, respectively. Reprinted with permission
from [113]. Copyright (2013) Springer Nature.

This notion of an unconventional electronic state without long-range order as inferred from the
observed heterogeneous slow dynamics is corroborated by X-ray diffusive scattering revealing that
the charge-liquid phase above 200 K is transforming into a charge-cluster glass. This glass transition
of the charge clusters formed in the charge-frustrated triangular lattice is expected to occur only
if the frustration-relaxing transition at 200 K is kinetically avoided by rapid cooling and occurs at
Tg ∼ 160–170 K.

Further detailed resistance noise, time-dependent resistance and X-ray diffusive scattering
experiments have been performed on the related system θ-(ET)2CsZn(SCN)4, which does not exhibit
long-range charge order at usual laboratory time scales but always shows a charge-glass state,
i.e., the critical cooling rate is very slow due to the higher degree of geometrical frustration [114].
Again, cooling-rate dependent charge vitrification and nonequilibrium aging behavior are successfully
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demonstrated. The temperature evolution of the relaxation time is found to obey an Arrhenius law
τ ∝ exp (−∆/kBT), indicating that the glass-forming charge liquid can be classified as a ’strong’
liquid in the scheme of canonical structural-glass formers (see Section 3.2 above). The activation
energy ∆/kB ≈ 224 meV is ascribed to the energy related to the rearrangement of the charge
configurations, which may be accompanied by a distortion of the local lattice/molecules [114]. Finally,
the characteristics of the charge-glass are summarized as follows (see [116] and references therein):
(i) the valence of BEDT-TTF appears to be spatially inhomogeneous; (ii) short-range order or charge
clusters, with distinct symmetry from that of the charge-ordered state, develops as the temperature
decreases, where below the charge-glass transition temperature, the characteristic size of the charge
clusters saturates (iii) the time scale of charge fluctuations is slower than the laboratory time scale; and
(iv) aging behavior is observed in resistivity, analogous to the dielectric aging in structural glasses.

Finally, in a recent work on monoclinic θm-(ET)2TlZn(SCN)4—a material where the electron-lattice
coupling and lattice distortion are weak and which is believed to approximate a system where the
observed effects are purely electronic in nature—similar noise measurements as discussed above reveal
an Arrhenius law of the Lorentzians’ corner frequencies and confirm the emergence of slow dynamics
accompanied by increasing dynamic heterogeneity upon approaching the charge-glass transition [111].
Here, it is important to note that the charge vitrification in the present case is distinctly different
from the drastic slowing down of charge carrier dynamics and onset of non-Gaussian fluctuations
observed in noise measurements as a precursor of metal-insulator transitions (MITs) [50–53] (see the
discussion in the following Section 3.4). The electronic glassiness in MIT systems seemingly only
becomes stabilized by disorder in the presence of strong electronic correlations and may not be
observed for ’clean’ samples.

3.4. Example (4): Mott Metal-Insulator Transition

In pressure-tuned κ-(BEDT-TTF)2Cu[N(CN)2]Cl, unconventional critical exponents at the
finite-temperature second-order critical endpoint (p0, T0) of the Mott metal-insulator transition have
been reported from DC electronic transport measurements [20]: the power-law exponents of the
measured conductance upon approaching the critical point on the temperature and pressure axes
seem to be inconsistent with any known universality classes (mean-field, 3D XY, Heisenberg and
Ising). Since then, the critical properties have been a matter of controversial debate [117–120]. Recently,
in [121], a breakdown of Hooke’s law of elasticity has been observed at the critical endpoint of the
Mott transition. These nonlinear strain-stress relations are assigned to an intimate, nonperturbative
coupling of the critical electronic system to the lattice degrees of freedom. The authors point out that
their results are fully consistent with mean-field criticality, predicted for electrons in a compressible
lattice with finite shear moduli and argue that the Mott transition for all systems that are amenable
to pressure tuning shows the universal properties of an isostructural solid-solid transition [121].
In contrast to these static properties of the Mott critical endpoint, dynamical critical phenomena are
related to the existence of very long time scales known as critical slowing down of the order parameter
relaxation rate, where the length and time scales that measure the correlations of the order parameter
become infinite upon approaching a second-order phase transition. Therefore, the kinetics of the order
parameter near a critical point causes a slow dynamics of correlated regions in a macroscopic system,
and diverging resistance or conductance fluctuations are expected. However, this critical slowing
down of the order-parameter fluctuations had not been observed for the Mott transition before.

In Section 3.2, we have mentioned that the cooling-rate dependence of the glass-like EEG ordering
can be used to fine-tune systems through the critical region of the Mott transition. The effect originates
in an anisotropic change of the in-plane lattice parameters at Tg [19,86], which changes the relevant
transfer integrals such that more rapid cooling leads to slightly smaller bandwidth (and W/U ratio)
(see discussion in [21,23]). In particular, in [24], it has been shown that the molecular conformations of
the EEG are intimately connected to the electronic structure and significantly influence not only the
transfer integrals and therefore W but also the Hubbard repulsion parameter U. These results place
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κ-(BEDT-TTF)2Cu[N(CN)2]Br in eclipsed (E) and staggered (S) configurations on opposite sides of the
metal-insulator transition [24].

For our study of the dynamic criticality, we therefore have chosen a partially-deuterated system
κ-[(H8-ET)0.2(D8-ET)0.8]2Cu[N(CN)2]Br (in short: κ-H8/D8-Br), where the partial substitution of the
ET molecules with their deuterated analogues places the sample on the high-pressure (metallic) side of
the phase diagram very close to the critical pressure p0 of the MIT [21]. Figure 10a shows the sample
resistance for different cooling rates q representing different positions of the sample in the generalized
phase diagram, schematically indicated in Figure 10b [53]. Clearly, the slowly cooled (annealed)
sample is located on the metallic/superconducting side of the phase diagram, whereas increasing q
shifts the sample to the left (low pressure, small W/U) towards the insulating side, where the typical
re-entrant behavior, when crossing the first-order Mott transition line twice, is observed. We assume
that the critical point is crossed by one of the curves taken in between the slowest and fastest cooling
rate (colors from black to dark red). Blue color denotes the position of the fully-deuterated sample
shown in Figure 7 above. The superconducting transition observed at low temperatures for all cooling
rates is of inhomogeneous, percolating type due to the coexistence of metallic (superconducting) and
insulating (antiferromagnetic) phases as discussed in Section 3.1 above. We note that the fine-tuning
of the electronic bandwidth by controlling the cooling rate is reversible; i.e., upon warming above
Tg = 75–80 K, the frozen EEG glass melts and the lattice relaxes and the pristine state and position in
the phase diagram is recovered.
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Figure 10. Tuning a partially-deuterated sample κ-[(H8-ET)1−x(D8-ET)x]2Cu[N(CN)2]Br with x = 0.8
through the Mott transition. (a) resistance measurements for various cooling rates q; (b) generic phase
diagram after [21]. Open circles indicate values taken from the literature of the second-order critical
end point of the first-order Mott MIT (thick solid curve). The arrow indicates the position of the slowly
cooled, pristine sample in the generic phase diagram. The change of the sample position with q is
schematically indicated by the colored lines. For comparison, the blue color represents fully-deuterated
κ-D8-Br shown in Figure 7. Reprinted with permission from [53]. Copyright (2015) by the American
Physical Society.

The comparison of κ-D8-Br (same sample as shown in Figure 7a, blue curve) with slowly-cooled
κ-H8/D8-Br (yellow) is displayed in Figure 11a, where the normalized resistance noise PSD, SR/R2,
taken at 1 Hz is shown. Measurements have been performed in a five-point AC bridge setup
perpendicular to the conductive planes, i.e., along the crystallographic b-axis. In order to highlight
the drastic changes of the fluctuation properties originating from different positions in the phase
diagram tuned by the cooling rate q, i.e., the effects of electronic origin, the data are normalized to



Crystals 2018, 8, 166 25 of 37

the broad maximum at around 100 K, which we have shown in Section 3.2 to be of structural origin.
Strikingly, the two samples behave similarly for temperatures above the glass-like transition Tg, where
the resistance fluctuations are dominated by the EEG structural excitations. However, the κ-H8/D8-Br
sample exhibits a considerably higher noise level below Tg, which may be caused by the higher degree
of structural disorder due to the random distribution of H8 and D8 molecules, resulting in a tendency
for the charge carriers to localize and/or electronic phase separation. Most strikingly, however, is the
sharp peak in the noise at T0 ∼ 36 K, which we attribute to the near vicinity of the critical endpoint of
the Mott transition. Note that an increase of the noise accompanied by a shift of spectral weight to low
frequencies is seen also for κ-D8-Br (see the arrow in Figure 11a as well as Figure 7a,d). This sudden
slowing down of the charge carrier dynamics due to critical fluctuations, however, for this sample
remains a small effect as compared to the effect of the structural EEG fluctuations. This is not the
case for κ-H8/D8-Br, where upon increasing q, the peak in the noise initially increases (Figure 11b,
orange squares) and becomes very pronounced and sharp (note the rescaled axis) for q = 5 K/min,
red circles in Figure 11c, before it starts decreasing again for a larger cooling rate (dark red triangles).
We therefore assume the sample’s state at q = 5 K/min as being closest to the critical point [122] and
now evaluate the fluctuations in the whole accessible frequency range. The frequency exponent α(T),
shown in Figure 11d, exhibits a monotonic increase from about α = 0.8 (at T ∼ 47 K) to a very large
value of about α = 1.6 (at T ∼ 32 K) upon approaching the critical region from high temperatures.
This corresponds to a drastic shift of spectral weight to low frequencies. This behavior is highlighted
in Figure 11d, where the relative noise level aR = f × SR/R2 is shown, a dimensionless quantity
characterizing the strength of fluctuations. We interpret the incipient power-law divergence of aR at
very low (approaching mHz) frequencies in a narrow temperature interval as critical slowing down of
doublon density (two electrons sitting on the same atomic orbitals) fluctuations [118,123,124], since the
measured resistance (conductance) noise PSD is proportional to the Fourier transform of the voltage
(current) autocorrelation function (Section 2.2), which couples to the kinetics of the order parameter of
the Mott MIT [20,125]. Near a critical point, the latter is dominated by slow dynamics of correlated
regions in a macroscopic system.

Whereas the strong increase of slow fluctuations in κ-H8/D8-Br is observed at a finite-temperature
critical point, a similar behavior has been reported for metal-insulator transitions occurring only in
the zero temperature limit, namely a disorder-driven Anderson transition in P-doped Si [52] and
electron-density driven MIT in Si inversion layers (Si-MOSFET) [50,51,126]. It is interesting to consider
if there is a connection to the notion of the quantum-critical nature of the Mott instability [125].
In both cases, the onset of non-Gaussian fluctuations resulting in a frequency-dependent second
spectrum S(2)( f2, f , T) ∝ 1/ f β

2 (see Section 2.2.1) have been reported. If β = 0, the statistics of
the system is fully determined by the first spectrum SR( f , T) and the fluctuations are Gaussian.
Slow dynamics and deviations from a ’white’ second spectrum, i.e., β ∼ 1 are an indication for
correlated (interacting) fluctuators [48,49] and have been observed for the abovementioned P-doped Si
and the Si inversion layers systematically as a precursor of the MIT. A possible interpretation is a glassy
freezing of the electrons preceding their localization, and it is suggested that such correlated dynamics
may be a universal feature of MITs, irrespective of the systems’ dimensionality [52]. In the present
case of a finite-temperature critical endpoint, the deviations of the measured frequency exponent
from α(T) calculated within the DDH model (assuming independent fluctuators) shown in Figure 11d
for q = 5 K/min and a frequency-dependent second spectrum with β = 1.35 for q = 10 K/min
indicate a finite region in the phase diagram, where the fluctuations are correlated and deviate from
Gaussian behavior.
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Figure 11. Critical slowing down of charge fluctuations. (a) resistance noise PSD SR/R2(T, f = 1 Hz)
of slowly-cooled κ-H8/D8-Br (yellow triangles) in comparison to the data of κ-D8-Br (blue circles)
normalized to the value of the local maximum around 100 K. The black arrow indicates a peak in the
noise level, cf. data of the same sample shown in Figure 7a. (b,c) measurements for increasing cooling
rates q. Note the rescaling of the ordinate in (c); (d) frequency exponent α(T) for q = 5 K/min, where
the noise level shown in (c) is largest. The line represents the DDH model calculation; (e) relative
noise level aR ≡ f × SR/R2 vs. f vs. T for the same cooling rate. Reprinted with permission from [53].
Copyright (2015) by the American Physical Society.

Here, a residual structural disorder potential and/or the inherent frustration of the triangular
lattice geometry of the ET molecules forming dimers could result in a large number of metastable
states, which the strongly interacting electrons have to overcome. General models for such correlated
dynamics applied to spin glasses are often invoked also for the charge degrees of freedom [51,126]. In a
model of interacting droplets or clusters, S(2)( f2, f , T) should be a decreasing function of f for constant
f2/ f [49]. For the present system, however, we observe a scale invariance in f pointing to a hierarchical
picture, where the system wanders collectively between metastable states related by a kinetic hierarchy.
The large exponent of β = 1.35 found in our experiment for the sample cooled with q = 10 K/min
indicates that only few such states are visited during the time of measurement. From the theoretical
point of view, a Coulomb glass behavior in the vicinity of the Mott transition remains controversial.
For example, a self-generated glass transition caused by the frustrated nature of the interactions
(and not related to the presence of quenched disorder) is predicted in doped Mott insulators [127].
In [128], however, the metallic glassy phase is suggested to be suppressed for Mott localization and to
become stabilized only for increasing disorder, in apparent agreement with experimental results on Si
inversion layers with different degrees of disorder.

A systematic mapping of the region of ergodicity breaking for samples at different positions in the
phase diagram (i.e., varying distance to the critical endpoint) and with different degrees of quenched
disorder (random lattice potential) may help to answer these fundamental questions and will be an
elaborate but worthwhile future effort.

Sample Dependences

Instead of using different cooling rates, an alternative way to tune through the phase
diagram in even finer, in principle arbitrarily small steps is to apply different thermal relaxation
protocols in the vicinity of the transition temperature Tg for glass-like EEG ordering [25]. Again,
we choose a partially-deuterated compound, which is located very close to the Mott transition,
κ-[(H8-ET)0.25(D8-ET)0.75]2Cu[N(CN)2]Br with a deuteration degree of x = 0.75. Depending on the
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initial more or less rapid cooling, a certain amount of the EEGs energetically unfavored staggered (S)
conformation is frozen, which results in a reduced ratio of bandwidth to on-site Coulomb repulsion
W/U [24] and thus in a state further on the insulating side of the phase diagram than the pristine,
slowly-cooled condition. The so-prepared initial state, which is referred to as warming cycle 1, is
characterized by a resistance showing the typical re-entrance behavior (see the red curve in Figure 12a,
where the Mott transition line is crossed twice).

5 1 0 1 5

2 0

3 0

4 0

5 0

Te
mp

era
tur

e [
K]

W a r m i n g  c y c l e

- 1 0 . 5

- 1 0 . 3

- 1 0 . 1

- 9 . 9

- 9 . 7

- 9 . 5

l o g ( S R ( 1 H z ) / R 2 )  [ 1 / H z ]( a ) ( c )

5 1 0 1 5

1 0

2 0

3 0

4 0

5 0

6 0

7 0

Te
mp

era
tur

e [
K]

W a r m i n g  c y c l e

1 E 2

1 E 3

1 E 4

R  [ Ω ]

1 0 2 0 3 0 4 0

1 0 0

1 0 0 0

1 0 0 0 0
 C y c l e  0 1
 C y c l e  0 4
 C y c l e  0 7
 C y c l e  1 1

Re
sis

tan
ce

 [Ω
]

T e m p e r a t u r e  [ K ]

T M , r e e n t T M , e n t

( b )

Figure 12. Resistance and noise measurements at the Mott transition in partially-deuterated
κ-[(H8-ET)1−x(D8-ET)x]2Cu[N(CN)2]Br with x = 0.75. (a) resistance measurements of some selected
warming cycles generated by using different thermal relaxation protocols described in the text.
The black points mark the temperatures of the entrance and re-entrance half-maximum resistance jump,
indicating the crossing of the Mott transition line; (b) contour plot of the resistance vs. temperature and
warming cycle. The grey area marks the region where the DDH model shows strong deviations; the
white circle indicates the critical point; (c) contour plot of the normalized resistance noise PSD taken at
1 Hz in dependence of temperature and warming cycle (note different scales).

After the initial cool down with a rate of q = 2.5 K/min, the sample is warmed up to a temperature
close to the glass transition at about Tg ∼ 75 K. After a specific waiting time on the order of a few
minutes, which relaxes the EEG occupation to the energetically favored eclipsed orientation, and
thus the structural distortion, the sample is slowly cooled down again while measuring the resistance
yielding a new state with a larger ratio of W/U, and therefore located further on the metallic side of
the phase diagram. By repeating this relaxation protocol several times (and by adjusting the relaxation
time), the sample can be tuned—in principle in arbitrarily small steps—through the Mott critical
endpoint. Some selected resistance measurements of the generated states (warming cycles 1–17) are
shown in Figure 12a, where the higher warming cycles are characterized by a lower resistance value
and—due to the S shape of the transition line—a broader region in the metallic phase. From the
temperature values of the entrance and re-entrance half-maximum resistance jump, TM,ent and TM,reent,
respectively, marked by black points in the resistance measurements, it is possible to reproduce the
Mott transition line in dependence of the warming cycle. A contour plot of the resistance as a function
of temperature and warming cycle is shown in Figure 12b where the blue color corresponds to a
low-resistance metallic state and the red color to the high-resistance insulating state. Hence, at the
warming cycle for which the corresponding resistance curve turns into a continuous course without
clear discontinuities, the critical endpoint is expected and is visualized as a white circle at T0 ∼ 36 K in
Figures 12b,c.

In order to analyze the charge carrier dynamics at the Mott transition in comparison to the sample
with a deuteration degree of x = 0.8 discussed above, we employ fluctuation spectroscopy in a
four-terminal AC configuration, where the resistance fluctuations are again measured out-of-plane,
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i.e., along the crystallographic b-axis. For each warming cycle, the resistance noise PSD was measured
during cooling down the sample (in discrete temperatures steps ∆T = 1 K) starting at T = 50 K
sufficiently far below the glass-like transition so that the EEG configuration is frozen. The results of the
normalized resistance noise PSD taken at 1 Hz for different warming cycles are shown in Figure 12c
as a contour plot vs. temperature vs. warming cycle. Similar as for the sample x = 0.8 shown in
Figures 10 and 11, the noise level increases when approaching the Mott MIT. However, instead of a
large peak indicating diverging low-frequency fluctuations in the vicinity of the critical point, for the
present sample x = 0.75m, we observe a one-order-of-magnitude, step-like increase of the normalized
resistance noise PSD when crossing the Mott transition line, which shifts to higher temperatures for
higher warming cycles coinciding with the development of the metallic phase. Even for warming
cycles beyond the critical point (the white circle in Figure 12b,c), this behavior is observed at the
crossover from the ’bad metal’ to the Fermi liquid region. One possible explanation for the higher
noise level in the metallic phase is electronic phase separation into insulating and metallic domains
due to the competing interactions in the vicinity of the Mott transition [21,82,129]. Since electronic
inhomogeneities are accompanied by a smaller noisy volume, the formation of domains on the
micrometer to nanometer scale close to the Mott transition might cause a larger noise PSD in the
metallic region.

In addition to the absolute noise level at 1 Hz, the frequency exponent α(T) gives information
about the distribution of activation energies within the DDH model and is shown in Figure 13 for
selected warming cycles to be compared with Figure 7b for κ-D8-Br (x = 1) and Figure 11d for
κ-H8/D8-Br (x = 0.8). Whereas for higher temperatures below 50 K a weak temperature dependence
with α slightly larger than 1 is observed, for all warming cycles, a peak in α(T) is found with values of
1.2–1.4 occurs around the temperature of the Mott MIT. Although this shift of spectral weight to low
frequencies is not as pronounced and the noise does not peak as is observed for the x = 0.8 sample,
there is a consistent slowing down of the charge carrier dynamics at the transition. Strikingly, there is
also a distinct region around the Mott MIT, where the DDH model fails to describe the low-frequency
fluctuations. The black line in Figure 13 shows the values obtained from the DDH model (Equation (16)),
where a power-law function g(T) has been used in order to take an explicit temperature dependence
of the resistance fluctuations into account, with different exponents for the low and high temperature
regions indicating a change in the fluctuating properties, their number or their coupling to the resistance
and/or the electronic transport mechanism. Strikingly, outside the transition region the DDH model
agrees very well with the experimental α(T), i.e., the energy distribution of independent fluctuators
can be determined rather accurately (not shown) [130]. However, in the transition region—marked by
the gray shaded area in Figures 12 and 13—there is a strong deviation of the measured α(T) and the
DDH calculation implying that the assumption of independent fluctuating entities loses its validity in
the region close the Mott transition and non-Gaussian, possibly spatially-correlated fluctuations are
dominating. This again is similar to the x = 0.8 sample discussed above, where this phenomenon was
also observed and confirmed by measurements of the second spectrum S(2)( f2, f , T), which revealed a
frequency dependence for the curve with q = 10 K/min resulting in a state close but on the insulating
side beyond the critical point [53]. The measurements on the present x = 0.75 sample, although not
showing a divergent increase of the noise around the critical endpoint, exhibit a rather wide region of
non-Gaussian noise and possibly ergodicity breaking around the Mott MIT. Besides these similarities,
the differences demonstrate strong sample dependences of the investigated compounds, which in part
may be related to different degrees of disorder. Measurements of different samples with nominally
the same degree of deuteration are desirable. In addition, a systematic investigation of the interplay
of disorder and strong electron–electron correlations is possible. To that end, samples with different
degrees of deuteration and therefore pristine starting position in the phase diagram could be tuned
through the phase diagram by applying warming cycles. This would result in a varying degree of
intrinsic frozen EEG disorder at the critical endpoint of the Mott transition allowing for studying the
influence of a random lattice portential on the critical slowing down of the charge carrier dynamics.
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Figure 13. Temperature dependent frequency exponent α for some selected warming cycles. The black
line corresponds to the values determined with the DDH model; the grey shaded area emphasizes the
temperature region where the DDH model deviates from the experimental data.

4. Conclusions

To summarize, the fascinating electronic, magnetic and structural properties of
quasi-two-dimensional strongly-correlated molecular metals (BEDT-TTF)2X have been introduced and
the need for studying the charge carrier dynamics at low frequencies—complementary to optical and
dielectric spectroscopy—has been motivated. We have given an overview of the definitions and basic
relations of the statistical properties of physical quantities with the focus on time-resolved electronic
transport measurements. At the heart of noise spectroscopy measuring the resistance (or conductance)
noise power spectral density SR (SG) is a time-like property, namely the voltage (or current)
autocorrelation function ΨI I (VV)(τ), which is a non-random characteristic of the microscopic kinetics
of the charge fluctuations. The fluctuation spectrum and the autocorrelation function are related via
the Wiener–Khintchine theorem. The fluctuation–dissipation theorem makes an exact connection
between the autocorrelation function and the imaginary part of the frequency-dependent response
function associated with dissipation in thermal equilibrium.

The examples selected for this review demonstrate where studying low-frequency charge carrier
dynamics via the electronic noise provides information on the underlying physics that cannot be easily
(or at all) gained otherwise. In general, noise is a sensitive probe, when the electronic transport
(the current distribution in a sample) is inhomogeneous, which is the case for electronic phase
separation and at percolative transitions (1). Another important example, where slow dynamics
dominates the physics of the system, is a glassy freezing either of structural degrees of freedom
coupling to the electronic properties (2) or of the electrons themselves, either when residing on a
highly-frustrated crystal lattice (3) or due to correlated transitions of electrons over a large number
of metastable states, leading to glassy relaxation as a precursor of a metal-insulator transition
(4). Indications for such an emerging behavior, like diverging low-frequency fluctuations and
critical slowing down of the order parameter fluctuations, for the first time have been observed
at the finite-temperature critical endpoint of the Mott transition. Here, mapping out the region of
ergodicity breaking and understanding the influence of disorder on the temporal and spatial correlated
fluctuations will be an important realm of future studies.

Combining different experimental techniques from four-point and five-point AC or DC resistance
fluctuation measurements to two-terminal DC conductance noise measurements, an impressive span
of sample impedances from mΩ–GΩ can be covered. This allows for extending the applications of
noise studies to samples, also non-ET-based compounds [131,132], deep in the Mott or charge-ordered
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insulating phase, where spin-liquid behavior is observed and the intra-dimer degrees of freedom often
cause intriguing dielectric relaxation phenomena or ferroelectric ordering. First measurements of such
insulating samples, e.g., of the dimer-Mott insulators κ-(ET)2Cu2(CN)3 and β′-(ET)2ICl2, are underway.
They will focus on the origin of relaxor ferroelectricity and make a connection between the concepts of
conductance fluctuation spectroscopy and dielectric spectroscopy.
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Abbreviations

The following abbreviations are used in this manuscript:

CO charge ordering
DDH model model by Dutta, Dimon and Horn for 1/ f -type noise in metals
EEG ethylene endgroups
ET BEDT-TTF (bis-ethylenedithio-tetrathiafulvalene)
FDT fluctuation-dissipation theorem
κ-Br κ-(BEDT-TTF)2Cu[N(CN)2]Br
κ-Cl κ-(BEDT-TTF)2Cu[N(CN)2]Cl
MIT metal-insulator transition
NMR nuclear magnetic resonance
PSD power spectral density
RRN random resistor network
VFT Vogel-Fulcher-Tammann
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