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In this paper, we developed a method to extract item-level response times from log data

that are available in computer-based assessments (CBA) and paper-based assessments

(PBA) with digital pens. Based on response times that were extracted using only time

differences between responses, we used the bivariate generalized linear IRT model

framework (B-GLIRT, [1]) to investigate response times as indicators for response

processes. A parameterization that includes an interaction between the latent speed

factor and the latent ability factor in the cross-relation function was found to fit the data

best in CBA and PBA. Data were collected with a within-subject design in a national

add-on study to PISA 2012 administering two clusters of PISA 2009 reading units. After

investigating the invariance of the measurement models for ability and speed between

boys and girls, we found the expected gender effect in reading ability to coincide with a

gender effect in speed in CBA. Taking this result as indication for the validity of the time

measures extracted from time differences between responses, we analyzed the PBA data

and found the same gender effects for ability and speed. Analyzing PBA and CBA data

together we identified the ability mode effect as the latent difference between reading

measured in CBA and PBA. Similar to the gender effect the mode effect in ability was

observed together with a difference in the latent speed between modes. However, while

the relationship between speed and ability is identical for boys and girls we found hints

for mode differences in the estimated parameters of the cross-relation function used in

the B-GLIRT model.

Keywords: reading ability, computer-based assessment, mode-effects, response times, log data, paper-based

assessment

INVARIANCE OF THE RESPONSE PROCESSES BETWEEN
GENDER AND MODES IN AN ASSESSMENT OF READING

Technology-based assessments offer the possibility to collect additional log data, including response
times as the amount of time test-takers spend responding to particular questions or tasks. Primarily,
response times provide information about test-takers’ speed, which—if not considered—might
confound comparisons of test-takers’ ability [2] due to inter-individual differences in the
speed-ability compromise [3]. Response times can allow inferences about response processes
[4, 5]. Although at the individual level response times are influenced by multiple factors [6], the
comparison of characteristics at the group level, such as the between-person relationship of speed
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and ability (e.g., [7]), can provide information about the
comparability of underlying processes. Yet, response times
and the relationship between speed and ability might also be
considered as criteria for a comparison of response processes
between test administrations with different properties [8]. Such
mode effect studies often focus on the degree of measurement
invariance (e.g., [9]), typically excluding effects of between-
person characteristics, such as gender, either as differential item
functioning (DIF, e.g., [10]) or ability difference at the population
level (e.g., [11, 12]).

Research on mode effects and gender differences both
consider mainly comparisons concerning the correctness of
responses (response accuracy). Time-related criteria, such as the
number of not reached items or response times at the item
level, are rarely considered (see [13], for an exception) for the
investigation of equivalence betweenmodes or gender. Instead, as
summarized by Kong et al. [14], reading speed is often analyzed
for the comparison between modes.

Focusing on differences in the response accuracy requires that
the underlying response processes are identical. However, the
differences in reading comprehension found between computer-
based assessment (CBA) and paper-based assessment (PBA, e.g.,
[15]), and boys and girls [e.g., [16]] might also be caused by
construct-related differences such as reading strategies (e.g., [17])
between mode or gender. These differences might be associated
with different test-taking processes in the assessments, resulting
in a certain response behavior which allows investigating the
relationship between speed and ability as characteristic of the
response process.

Since PISA introduced CBA in 2015 [18], some authors have
questioned the comparability of CBA and PBA in PISA, in
particular, concerning trend estimates (e.g., [19, 20]). Although
a detailed review of the current literature regarding mode effects
is beyond the scope of this paper (see, e.g., [8]), we aim at
providing a method for investigating response time differences
between modes, which is currently missing. The potential benefit
of a method that allows investigating speediness as an additional
criterion of equivalence for mode effects is 2-fold: Allowing the
removal of potential confounding of inter-individual differences
in the speed-ability compromise concerning the comparability
across modes and developingmodels for the explanation of mode
effects beyond their simple quantification.

Comparing response processes regarding response times
between modes requires the accessibility of response time
measures at the item-level. While the availability of response
times is often mentioned as one of the benefits of CBA (e.g.,
[21]), response times are metered only at an aggregate level
in PBA (e.g., [22]). This lack of detailed time information
from PBA instruments restrains the investigation of mode
effects concerning time-related equivalence criteria and results in
limited knowledge about the comparability of response processes
between modes. The current study aims at filling this gap by
using time measures collected with so-called digital pens in
comparison to time measures extracted from log files of CBA
test administration. Hence, gender differences which are well-
known to exist concerning reading ability are investigated at
first demonstrating the usefulness of the derived time measures

for the comparison of response times of boys and girls in CBA
and PBA separately. Afterward, the time measures are used to
investigate mode effects assuming that the operationalization of
the time measures is comparable between CBA and PBA. To
summarize, we use B-GLIRTmodels, which are introduced in the
next section, to investigate speed and ability using data from a
technology-based assessment conducted as add-on study to PISA
2012 in Germany.

Modeling Response Times With the
B-GLIRT Framework
Recent psychometric models incorporate response times in
item response theory (IRT) models, either with a constant
speed assumption (hierarchical modeling, e.g., [23]; bivariate
generalized linear IRT, B-GLIRT, [1]) or without (e.g., [24]).
In this paper, the B-GLIRT approach is focused, because this
framework provides promising features: (i) it can be adapted to
various relationships between responses and response times, (ii)
it can be estimated with standard SEM software, and (iii) it can be
applied to investigate measurement invariance [1]. The B-GLIRT
model as shown in Figure 1 [1]models responses to dichotomous
items using a linear model and a link function, known to result in
the normal ogive version of the 2-parameter model

E
(

Zpi
)

= 8−1
[

E
(

Xpi

)]

= αiθp + βi (1)

with a slope parameter αi and an intercept parameter βi for
each item i. In addition to the responses Xpi, the response times
Tpi are included in the B-GLIRT model, log-transformed, as
factor model

E
(

ln Tpi

)

= λi + ϕiτp + f
(

θp; ρ
)

(2)

with σ 2
ωi as the variance of the residual variables ωi. The

intercepter parameter λi is the time intensity parameter for item i
and a slope parameter ϕi as time discrimination relates the latent
speed factor τp to the (log-) response time.

The flexible nature of the B-GLIRT model comes into play
when the cross-link function f

(

θp; ρ
)

is specified, allowing
the estimation of models that are equivalent or similar to
different psychometric models for the simultaneous estimation
of response accuracy and response times. A B-GLIRT model
for response times that corresponds to the model proposed by
Thissen [25] with an additional time discrimination parameter is

E
(

ln Tpi

)

= λi + ϕiτp − ρ1αiθp (3)

with ρ1 as the slope parameter for the regression of (log-)
response time on the latent ability variable θp [see [1], for the
derivation of the cross-link function]. We will refer to this model
as the B-GLIRT regression model.

A second model can be specified using the following form of
the cross-link function:

E
(

ln Tpi

)

= λi + ϕiτp − ϕiρ1θp (4)

The model in Equation (4) is equivalent to the model suggested
by van der Linden [23] as the hierarchical model, extended by the

Frontiers in Applied Mathematics and Statistics | www.frontiersin.org 2 February 2019 | Volume 5 | Article 2

https://www.frontiersin.org/journals/applied-mathematics-and-statistics
https://www.frontiersin.org
https://www.frontiersin.org/journals/applied-mathematics-and-statistics#articles


Kroehne et al. Invariance of Response Processes

FIGURE 1 | Schematic display of the B-GLIRT Model by Molenaar et al. [1] used to investigate measurement invariance.

slope parameter ϕi for the time discrimination. The parameter
ρ1 can be interpreted as correlation, depending on the constraint
used to identify the factor model. We will refer to this model as
the B-GLIRT hierarchical model.

A third model, which is to some extent equivalent to a
between-subject version of the model suggested by Partchev and
De Boeck [26], can be specified by adding an interaction term in
the cross-relation function as follows:

E
(

ln Tpi

)

= λi + ϕiτp + ρ1θp + ρ2τpθp. (5)

In this model, the parameter ρ1 corresponds to the linear
regression coefficient, while ρ2 is the regression coefficient for
the latent interaction term τpθp. We will refer to this model as

the B-GLIRT interaction model.

Item-Level Response Times
As we will describe in this section, time differences between
subsequent responses were used to derive comparable item-level
response times for PBA and CBA. The main idea that allows
extracting time measures from PBA and CBA is to focus on
time between responses while taking into account the order of
responses. For instance, a proxy for the item-level response time
for a question “Q2” (the second question of a hypothetical test)
is the time difference between the responses to question “Q2”
and “Q1” if both questions are answered consecutively. When
all questions in a booklet are answered in a strictly ascending
order, time measures for all questions could be derived from
the time difference between responses (besides the very first
question “Q1”).

Reconstructing the Response Sequence Using States
Omitted responses and answers in non-ascending order have to
be dealt with to obtain quantities that allow an interpretation

as item-level response times measures in real data applications.
The strategy described in this paper requires partitioning the
whole testing time into segments, which start and end with the
selection of answers in consecutive questions. The necessary
theoretical justification for the treatment of the self-selected
order of responses can be provided by a general framework
that uses log data to distinguish meaningful states of the test-
taking process [27]. In this framework, log events are processed
algorithmically by reconstructing the sequence of states using,
for instance, a finite state machine. Using this formal method
allows implementing a procedure that can be applied to extract
response times from the gathered raw log events that takes the
response sequences and omitted responses as different “states”
into account. The considered states correspond to sections of
the test-taking processes that can be interpreted with respect to
reading the text or answering a particular question.

Creating States Using Answer-Change Events Only
In the following, the theoretical framework will be applied
to create meaningful sequences, by considering only so-called
answer-change events (i.e., events that occur when the response
to a task is changed). Figure 2 presents an example for three
different state sequences for the first three questions of a test.

For the first sequence with the response pattern “R-R-R-. . . ”
(i.e., a response R is given for the first three items, and no
response is missing), the first answer-change event is used to
separate the state “Reading Unit Text & Answering Q1” from
the state “Answering Q2.” Since it is impossible to extract from
the time differences between responses, at which point a test-
taker exactly started a unit, no item-level time measure can be
extracted for the very first question in this approach. However,
when the second question is answered, the time between the first
and the second response can be counted as time component for
question Q2.
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FIGURE 2 | State sequences for the responses to the first 3 questions for 3 different missing response pattern.

The second pattern illustrates the effect of an omitted item. In
this sequence with the pattern “R-O-R-. . . ” (i.e., the second item
was omitted, O), the first answer-change event separates the states
“Reading Unit Text & Answering Q1” from the state “Omitting
Q2 and Answering Q3.” According to the nature of missing
responses, no time measure for the two states “Omitting Q2” and
“Answering Q3” can be extracted, because the two underlying
states collapse into the state “Omitting Q2 and Answering Q3”
due to the missing answer-change event for question Q2. Hence,
it depends on additional reasoning whether and how the time
measure for this collapsed state “Omitting Q2 and Answering
Q3” should be used. For sequences with more than one omitted
response (e.g., R-O-O-R, not included in Figure 1), the structure
of the problem remains identical: the time differences between
two answer-change events do not allow to identify states with a
clear meaning if states collapse due to omitted responses. As we
will show later, sequences with collapsed states resulting from the
process of omitting one or multiple (further) questions can either
be ignored (option “strict”) or counted as time components for
the first questions after the omission (option “liberal”).

The third sequence in Figure 1 illustrates the missing value
pattern “O-R-R-. . . ” (i.e., the first question is omitted). In this
situation, the observed answer-change event can be used to
identify the transition from the state “Reading Unit Text &
Omitting Q1 and Answering Q2” and the state “Answering
Q3.” Even though no item-level response time for the collapsed
state “Reading Unit Text & Omitting Q1 and Answering Q2”
is available, the time between the responses to question Q2 and

question Q3 allows extracting an item-level response time for
question Q3 with a clear interpretation. Note that all sequences
start in the state “Reading Unit Text & Answering Q1” because
the reading text was shown on the first page(s) of the CBA
instrument and the reading text was printed on the first page(s)
of the PBA booklet, respectively. The use of the finite state
machine approach for analyzing log data assumes that the
test-taking process can be described as a progression of states
that corresponds to one question at a time, starting with the
reading text and the first question for each unit. By starting
the finite state machine used to reconstruct the sequence of
states for each test-taker in the state “Reading Unit Text &
Answering Q1,” knowledge about the CBA and PBA instrument
is included in the analysis using the finite state machine approach
introduced in [27].

Defining the Interpretation of Time Measures Using

Bigrams
To generalize from the sequences shown in Figure 2 to all
possible sequences, we consider subsequences of length two (i.e.,
pairs of subsequent answers). Subsequences can be described
using the terminology of n-grams of all potential sub-sequences.
Pairs of subsequent answers create n-grams of size 2, labeled
as bigrams. The bigrams Q1-Q2 and Q2-Q3, for instance,
correspond to the sequence one as shown in Figure 2. Item-level
response times can be extracted using bigrams with the finite
state machine approach, in which the time between responses is
counted as time component for the second part of each bigram.
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That is, the time difference between the observed responses in
the bigram Q1-Q2 is used as time component counting for the
item-level response time for question Q2.

The representation of subsequences as bigrams created from
the reconstructed sequence of states points to the different
options for the handling of omitted responses and non-ascending
response orders. If no additional navigation-related log data are
incorporated (i.e., if only time differences between responses
are used that create answer-change events)1, an assumption
is required for a “liberal” treatment, namely the assumption
that the time between two responses can always be counted
for the question which was answered last. Time measures for
collapsed states can also be derived under this assumption
(e.g., the item-level response time for omitting question Q2
and answering question Q3 after question Q1, see the second
sequence in Figure 2). However, depending on the frequency
of omitted responses, time measures for collapsed states (i.e.,
bigrams resulting from omitted responses or jumps to previous
questions), that occur only rarely in an empirical application
might not be possible to include in a psychometric model due to
data sparseness. Therefore, we consider the following two options
to deal with bigrams that represent either omitted responses
(such as Q1-Q3) or non-ascending self-selected response orders
(such as Q3-Q1):

• Option 1 (Strict): Only time measures of adjacent tasks are
extracted, using missing values for response times when
questions are omitted, or answers are given in a self-selected,
non-ascending order for a particular test-taker. Item-level
response times extracted in this strict way have the clearest
interpretation but are only available for a subset of responses.
They cannot be computed for responses that are given next
to an omitted response and they are missing for questions
answered in non-ascending order.

• Option 2 (Liberal): Timemeasures for all bigrams are extracted
and interpreted regardless of the previous response. For each
bigram of two responses, the time difference between the
two responses is counted as time component for the second
response of the bigram, regardless whether the two responses
represented in the bigram are direct neighbors or any pair of
questions, answered one after the other. This option results
in item-level response times that always contain the true
response times, but also additional time for omitting one or
multiple responses. Accordingly, more noise is absorbed into
the response time measures using option 2.

Accordingly, the following interpretations of item-level response
times are possible for the exemplary sequences with omissions
in Figure 2. For the second sequence, only the bigram Q1-Q3 is
observed because Q2 is omitted. The time between the response
to the first question Q1 and the response to the third question
Q3 could be interpreted as time measure for the third response
Q3 (option “liberal”). Alternatively, the time measure could be

1In this paper we focus on possibilities that are applicable to log data gathered

in PBA and CBA, ignoring approaches that use, for instance, navigation-related

paradata or other information that indicate, how long a page with an omitted task

was visible on a computer screen.

modeled separately or excluded from the analysis, as such a time
measure is only available from persons showing this particular
pattern (omitting Q2). For the third sequence, only the bigram
Q2-Q3 can be observed in the data, because Q1 was omitted.
Accordingly, no timemeasure for Q1 can be extracted for persons
showing such a pattern. In summary, the derivation of item-
level response times can be described as follows: The test-taking
process is segmented into states based on the answer-change
events. The treatment of the time measure for a particular state
is derived from the bigram of two subsequent states. A liberal
option to extract item-level response times ignores the first state
in the bigram, a strict option creates time measures for identical
bigrams only, resulting in more missing values.

Cumulating Response Times for Multiple

Answer-Changes
In the empirical application, the within-unit navigation was
neither restricted in CBA nor PBA2. Accordingly, any bigram,
for instance, Q2-Q3, could occur multiple times if answers to
question Q2 and Q3 were selected and changed again. Hence,
the item-level response times had to be aggregated within test-
takers before using them in the psychometric model. Aggregating
response times over multiple exact identical bigrams (option 1)
is only expected for a small number of cases. In contrast, for
option 2, item-level response times from all bigrams that end
with a particular question are aggregated to derive total item-
level response times for a particular question. In both options,
the response times are cumulated.

Hypotheses
A linear cross-relation function in the B-GLIRT model seems
plausible for ability tests if higher underlying abilities are related
to faster responses (i.e., if working more fluently and faster
reflects higher ability level). Spending more time on a particular
task may also indicate a more careful work on the task, predicting
a linear relationship in the opposite direction. From the “time
on task” literature (e.g., [28]) it was derived that the linear
relationship between speed and ability should be negative for
reading items. However, it is known from previous research that
the time on task effect increases with increasing ability level [28].
Hence, it is expected that for a linear cross-relation function the
correlation is negative (H1a) and that a speed-ability interaction,
as modeled in the interaction term τpθp of the cross-relation

function f(.) in Equation (5), can be found (H1b). Regarding
the two different options to operationalize response times at the
item level, we have no specific hypothesis, i.e., we investigate the
robustness of the findings regarding both options for hypothesis
H1a and H1b.

We expected to replicate gender differences for reading ability
that were repeatedly found in previous research [e.g., [12]] in
CBA (H2a) and PBA (H2b). However, we did not expect different
response processes between boys and girls, i.e., equal parameters

2Note that the between-unit navigation was not restricted in PBA (i.e., students

were able to go back to a previous unit within the booklet), but between-unit

navigation was not possible in the CBA implementation. As discussed, for instance,

by Kroehne and Martens [8] the different possibilities to navigation between units

could contribute to the differences between modes.
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of the cross-relation function are expected for boys and girls,
again for CBA (H3a) as well as for PBA (H3b), when the model
takes ability and speed differences into account.

Analyzing PBA and CBA together, we also expected equal
parameters of the cross-relation function for both modes (H4),
after taking inter-individual differences in the accuracy mode
effect into account which were found in previous research
[Kroehne et al. (submitted)].

To provide empirical evidence regarding the validity of the
extracted item-level response times (a) and the response times
collected using digital pens (b), we disentangled the analyses of
gender and mode effects. After selecting the parameterization
fitting best for the cross-relation function we first analyzed data
for CBA concerning gender effects. Subsequently, we repeated
the analyses of gender effects using PBA data aiming at similar
patterns and, in particular, equal parameters of the cross-relation
function. Based on these analyses we proceeded by analyzing
CBA and PBA simultaneously concerning mode effects.

METHOD

Instruments
Items measuring reading comprehension investigated in this
study were taken from the PISA 2009 reading assessment [18].
Two intact clusters with non-overlapping items had been selected
and computerized with the CBA-ItemBuilder [29]. The two
clusters comprised five polytomously scored items with multiple
score categories and 32 dichotomously scored items (eight units
in total). Polytomously scored items were dichotomized in this
study by merging full credits and partial credits. Kroehne et al.
(submitted) presents a detailed description of various properties
of the test administration that constituted the assessment in both
modes. Specifically, PBA was conducted with digital pens [for
technical details see [13]] allowing to record time stamps and
digital traces of strokes that provide the basis for the comparison
of response processes as indicated by response times.

Sample
In this study, 856 students (aged from 15.33 to 16.33,M = 15.82,
SD= 0.29) were assessed (48.67% female). The subset of students
was sampled randomly from the sample of German PISA 2012
main study schools and none of the sampled schools were
excluded due to technical problems. The sample contained 33.9%
students from the academic track, 15.89%were immigrants in the
first or second generation, and 8.86% reported that German is not
their language at home.

Design
An experimental design with random assignment of test-takers
to modes was implemented. A between-subject design was
supplemented by an additional within-subject component
to investigate construct-related changes and cross-mode
correlations. For that purpose, a subset of 440 test-takers
answered reading items in CBA and PBA (i.e., one cluster in
each mode). Those students had to change the administration
mode (i.e., switching between modes in the middle of the testing
session was implemented). The sequence of modes (CBA-PBA
and PBA-CBA) was balanced between the 440 test-takers to

avoid confounding of mode and position effects. None of
the test-takers answered both clusters in the identical mode.
Consequently, the 416 test-takers in the between-subject part
of the design which were administered only one cluster in one
mode had missing values by design for all units of the other
cluster. In both modes the reading assessment was administered
self-paced with a time limit at the cluster level and only the mode
was randomly assigned, while the speed for reading texts and
answering tasks was self-selected.

Data Analysis
As described above, item-level response times were extracted
from the CBA log data and the digital traces of strokes gathered
with digital pens using time differences between responses only
and further prepared using the strict and the liberal option
as described above. Specifically, we operationalized the time
of an answer-change event comparable between both modes
as the point in time when the last response-related action to
a particular question was observed (mouse click for complex
and simple multiple-choice items or typing for text response
in the CBA mode; last XY-coordinate event of a stroke in
the PBA mode). Focusing on the last response-related action
results in time measures that absorb the answering time itself
(i.e., the time that was required to write, type, or select
an answer).

The log-transformed response times were used in latent
variable models for the speed factor, after trimming item-level
time measures by recoding response times that were larger than
300 s3 as missing values. Time measures for the response to the
first question in each cluster were not included in the mode due
to data sparseness (i.e., the models were built using up to 30
responses and up to 28 response times for each test-taker).

B-GLIRT models were estimated in Mplus 7.4 [30] using
dichotomous indicators of the item responses for the ability
factor. Multi-group structural equation models with latent
interaction termwere estimated using theMLR estimator and the
Knownclass-option of Mplus. Example inputs for the different
models are provided in the digital supplement.

Absolute model fit measures were not available for this
estimation of the B-GLIRT models. Therefore, the analyses were
based on the assumption that the ability part fit the particular
IRT model in each mode (see Kroehne et al. (submitted), for a
detailed investigation of mode effects in the responses, ignoring
response times). For the B-GLIRT models, which also contain
a speed part, the information criteria AIC and BIC were used
for relative model comparisons. As discussed by Vrieze [31], the
choice between AIC and BIC depends on the researchers’ notion
of the true model and the assumption whether the true model
is one of the candidate models. Hence, the selection of AIC or
BIC also reflects the result of weighing efficiency (i.e., finding the
model that minimizes themean squared error of prediction; AIC)
against consistency (i.e., finding asymptotically the true model, if
it is one of the candidate models; BIC).

In the first step of the analysis we aim at finding the
best fitting parametrization of the cross-relation function.

3The value of 300 s was selected as a threshold to remove outliers without any

further theoretical justification.
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For this comparison we do not necessarily expect that
the true model is part of the candidate models, so we
prefer the AIC. The set of investigated parameterizations
of the cross-relation function is chosen as the models
that fit into the framework of the B-GLIRT models and
that were used in previous research to investigate the
relationship of speed and ability. However, we formulate
a particular hypothesis specifically for one of the possible
parameterizations (H1a).

In the second step, we investigate measurement invariance
of the response and speed parts of the B-GLIRT model with
the best fitting parameterization of the cross-link function
selected in the first step, regarding gender groups. In order
to find the degree of measurement invariance, we compare
model fit criteria between different restrictive models starting
with an unconstraint multi-group model as a baseline model.
Technically we followMillsap and Yun-Tein [32] using a stepwise
procedure to find the best fitting model by constraining (1)
slope parameters, (2) intercept parameters, and (3) residual
variances across groups. Doing so we include constraints on
measurement parameters and relaxed constraints about the
equality of latent variables variances and means. For this
comparisonwe prefer AIC for the same reasons as in the first step,
but we also report BIC to allow an independent evaluation of the
model comparisons.

Mplus code to fit the described models can be found in the
digital Appendix.

RESULTS

Descriptive summaries of the variability of response time and
correctness of responses across items are provided in Figure 3

and Figure 4. The (log-) response time (upper part) for the 28
responses and the proportion correct (lower part) for the 30 items
are plotted in Figure 3 for males and females and in Figure 4

for PBA and CBA. The descriptive plots in Figure 3 suggest
systematic gender differences, especially for response times. For
a multitude of items, systematic differences in the response
times can also be supposed for the mode comparison presented
in Figure 4.

Table 1 contains the information criteria for selecting the
best-fitting parameterization for the cross-relation function of
the B-GLIRT models. Consistent for both modes (PBA vs.
CBA) and both options of aggregating item-level response
times (strict vs. liberal), the cross-link function of the B-
GLIRT interaction model that corresponds to Partchev et al.
[26], including an interaction between ability and speed
parameter, was the best fitting model according to the AIC
(and BIC) criterion.

Table 1 also presents the estimated parameters (with standard
errors in parenthesis) for all considered parameterizations of
the cross-relation function. For a linear relationship between
speed and ability (i.e., the parameter of the B-GLIRT hierarchical
model), we found the expected negative relationship (confirming
hypothesis H1a). Note that the negative relationship is found to
be slightly stronger for CBA (e.g., −0.614 for the strict option

for PBA compared to −0.766 for PBA). However, as the B-
GLIRT interaction model provides the better model fit for PBA
and CBA regarding AIC (and BIC, confirming H1b), all further
analyses will be based on the parameterization of the cross-
relation function for the B-GLIRT interaction model as shown in
Equation (5).

The observed patterns of regression coefficients are identical
for the two investigated options to aggregate response time
measures to item-level time measures (strict vs. liberal).
Accordingly, all subsequent models are based on the more liberal
option 2 as slightly smaller standard errors are observed for
this option with fewer missing time measures. It should be
acknowledged that the estimated regression coefficients are small
overall with only minor differences between modes (PBA vs.
CBA): 0.074 (0.023) vs. 0.190 (0.021) for ρ1 and −0.133 (0.020)
vs.−0.192 (0.020) for ρ2.

The results of the second analysis step, the investigation of
measurement invariance of parameters estimated in the B-GLIRT
interaction model for gender and mode, are reported in the next
two subsections.

Gender
Table 2 presents the information criteria for the investigation
of measurement invariance between gender groups for data
gathered in the CBAmode using the B-GLIRT interaction model.
Model comparisons with respect to the information criteria
are conducted relative to a baseline model with 293 estimated
parameters which were allowed to vary freely between groups
(Model C1). The model comparisons are grouped into three
sets of models: ability (successively constraining discrimination
and difficulty parameters; Model C2-C7), speed (successively
constraining time intensity and time discrimination parameters;
Model C8-C16) and ability and speed (successively constraining
all parameters; Model C17-C25). The AIC (and BIC) can be
compared across the different model specifications and the
model with the lowest information criterion will be selected and
interpreted in this step of the analysis.

Constraining loadings for the response model αi improved
the model fit (Model C2). Relaxing the equality constraint of the
latent variances for the ability factor θp (Model C3) decreased the
fit slightly, indicating that there are no gender differences with
respect to the ability variance. This pattern was also observed for
the restriction of the intercept parameters βi in Model C4, which
fits slightly better than the model with relaxed equality constraint
on the latent variance (Model C5). The model fitting best for the
response part in terms of AIC (and BIC) is Model C6, in which,
in addition to Model C3, group differences in the latent mean of
the ability factor θp are estimated (but different from Model C7
equal ability variances are specified).

Table 2 also informs about possible differences that can be
estimated using a particular set of constraints. Using Model
C6, the best fitting model in the set of models constraining
parameters of the ability part (Model C2-C7), we estimated the
expected ability differences to be 0.426 (0.092) between boys and
girls (confirming H2a).

Model C8 to Model C16 add parameter constraints of the
speed part of the B-GLIRT interaction model, starting with
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FIGURE 3 | Gender differences with respect to the log-response time and the proportion correct responses.

FIGURE 4 | Mode differences with respect to the log-response time and the proportion correct responses.

constraining the slope parameters ϕi, which resulted in a better
model fit compared to the baseline Model C1. Similar to the
ability part, we observed that allowing for group differences with
respect to the variance of the latent speed factor τp consistently
decreases model fit. AIC and BIC disagree with respect to the
invariance of the intercept parameter λi for CBA. Constraining
λi across groups resulted in an increased AIC (Model C8 vs. C10
and Model C9 vs. C11), while the BIC decreased. However, the

best fitting model according to the AIC criterion in this set of
models with constrained parameters of the speed part is model
C12 (vs. Model C15 using BIC).

Corresponding to the observed ability differences, speed
differences in CBA between boys and girls of 0.471/0.454
(0.134/0.130) were estimated using Model C12 and Model
C15, respectively. However, interpreting these speed differences
requires accepting invariance of time intensity parameters
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TABLE 1 | Information criteria for the model comparison (different parameterizations of the cross-relation).

Mode Time option B-GLIRT cross-link function Npar AIC BIC Cross parameter(s)

ρ1 ρ2

PBA Strict Regression 145 20982.961 21632.344 −0.122 (0.016)

PBA Strict Hierarchical 145 20938.633 21588.017 −0.614 (0.048)

PBA Strict Interaction 146 20911.934 21565.796 0.092 (0.026) −0.131 (0.030)

PBA Liberal Regression 145 24144.109 24793.493 −0.105 (0.017)

PBA Liberal Hierarchical 145 24102.078 24751.462 −0.534 (0.058)

PBA Liberal Interaction 146 24042.836 24696.698 0.074 (0.023) −0.133 (0.020)

CBA Strict Regression 145 25485.367 26134.082 −0.197 (0.025)

CBA Strict Hierarchical 145 25396.492 26045.207 −0.766 (0.030)

CBA Strict Interaction 146 25319.898 25973.086 0.206 (0.022) −0.204 (0.021)

CBA Liberal Regression 145 26513.802 27162.516 −0.188 (0.025)

CBA Liberal Hierarchical 145 26447.617 27096.332 −0.741 (0.033)

CBA Liberal Interaction 146 26378.315 27031.503 0.190 (0.021) −0.192 (0.020)

For the AIC and BIC, best values are in bold. Identical patterns were observed for both time options (strict vs. liberal) and for all time thresholds (300, 500, 1500 s), not printed. Standard

errors for cross parameters are in parenthesis. The column Npar contains the number of estimated parameters.

TABLE 2 | Measurement invariance of the B-GLIRT model with linear interaction term in the cross-relation function with respect to gender for data from computer-based

assessment.

Model Part Constrained Estimated differences Npar AIC BIC χ2
1ρ

C1 Baseline - - 293 26244.851 27543.231 7.252

C2 Ability αi 263 26207.033 27372.473 7.879

C3 αi σ2
θ

264 26208.507 27378.379 7.332

C4 αi , βi 233 26197.810 27230.310 8.344

C5 αi , βi σ2
θ

234 26199.670 27236.602 8.113

C6 αi , βi µθ 234 26178.163 27215.094 8.130

C7 αi , βi σ2
θ
, µθ 235 26179.916 27221.279 7.791

C8 Speed ϕi 265 26231.190 27405.493 18.347

C9 ϕi σ2
τ 266 26232.850 27411.585 16.365

C10 ϕi , λi 237 26246.339 27296.565 3.357

C11 ϕi , λi σ2
τ 238 26248.039 27302.696 2.297

C12 ϕi , λi µτ 238 26228.993 27283.650 2.002

C13 ϕi , λi σ2
τ , µτ 239 26230.999 27290.088 1.143

C14 ϕi , λi , σ2
ωi

209 26258.705 27184.853 3.900

C15 ϕi , λi , σ2
ωi

µτ 210 26242.394 27172.973 2.439

C16 ϕi , λi , σ2
ωi

σ2
τ , µτ 211 26244.365 27179.376 1.154

C17 Ability & Speed αi , ϕi 235 26192.054 27233.416 19.606

C18 αi , ϕi σ2
θ
, σ2

τ 237 26195.487 27245.712 17.006

C19 αi , ϕi , βi µθ 206 26155.924 27068.778 15.533

C20 αi , ϕi , βi , λi 177 26179.820 26964.166 3.449

C21 αi , ϕi , βi , λi µθ , µτ 179 26144.712 26937.921 1.188

C22 αi , ϕi , βi , λi σ2
τ , µτ 179 26182.876 26976.084 2.738

C23 αi , ϕi , βi , λi σ2
θ
, σ2

τ , µθ , µτ 181 26147.798 26949.869 0.972

C24 αi , ϕi , βi , λi , σ2
ωi

µθ , µτ 151 26158.674 26827.805 1.384

C25 αi , ϕi , βi , λi , σ2
ωi

σ2
θ
, σ2

τ , µθ , µτ 153 26162.001 26839.994 0.998

Column χ2
1ρ contains the value of the test statistic for the hypothesis that the estimated parameters of the cross-relation function are equal between groups (df = 2). For the AIC and

BIC best values are in bold, and italic values indicate best values within parts of the model. The column Npar contains the number of estimated parameters.

between groups, which is not supported based on the AIC
criterion for the speed part of the B-GLIRT interaction model.
Taking BIC as the criterion for simultaneously investigating

speed and ability provides weak reasoning for assuming
measurement invariance concerning the time intensity
parameters λi (Model C20 or Models C15/C24). Moreover,
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the BIC also shows improved model fit for constraining the
residual variances σ 2

ωi across groups (Model C24).
The last column of Table 2 shows the value of the χ2

statistic provided as Wald-test by Mplus, specified to test the
hypothesis that the parameters ρ1 and ρ2 of the cross-relation
function of the B-GLIRT interaction model are equal between
groups (χ2

1ρ , with df = 2). The estimated parameters ρ1
and ρ2 involved in this Wald-test (see Table 3, upper part)
from Model C12 and Model C15 did not differ statistically
significant between boys and girls, as soon as time intensity
parameters were assumed to be invariant. Note that the impact
of the time discrimination parameter λi is a post-hoc explanation
motivated by the observation that the smallest χ2

1ρ value of
models with unconstrained time discrimination parameters (C2-
C9; C17-C19) is 7.879, while the largest value of all models with
constrained discrimination parameters (C10-C16; C20-C25) is
3.900. However, invariance is not supported by the AIC criterion,
which was preferred by theoretical considerations. Accordingly,
we only partially confirmed hypothesis H3a.

We now describe the results for investigating measurement
invariance of the B-GLIRT interaction model between gender
groups for data gathered in the PBA mode.

Table 4 replicates the measurement invariance investigation
for the data gathered in the paper-based test administration.
Concerning the abilitymodel, AIC and BIC favor themodels with
constrained slope and intercept parameters. The latent variance
of the ability factor in the female group is estimated 0.758
(0.126) in Model P7 (the model with the lowest AIC value), but
BIC slightly favors Model P6 which assumes equal latent ability
variances between groups. However, we found full measurement
invariance for the ability model in the PBA administration
according to the AIC when the variance and the mean of the
latent ability variable are freely estimated in the female group.

Concerning the speed part of the B-GLIRT interaction
model for the PBA data we observed a small improvement
in model fit when constraining the slope parameters ϕi across
groups (see Model P8 vs. Model P1 in Table 4) and a small
additional improvement for constraining the time discrimination

TABLE 3 | Estimated parameters of the cross-relation function for the B-GLIRT

interaction model.

Mode Model Group ρ1 ρ2

CBA C12 Male 0.234 (0.028) −0.189 (0.024)

Female 0.208 (0.033) −0.183 (0.034)

C15 Male 0.242 (0.028) −0.200 (0.027)

Female 0.190 (0.030) −0.158 (0.025)

C21 Male 0.226 (0.026) −0.187 (0.023)

Female 0.200 (0.029) −0.180 (0.028)

PBA P12 Male 0.118 (0.030) −0.157 (0.034)

Female 0.063 (0.031) −0.078 (0.044)

P15 Male 0.117 (0.031) −0.158 (0.034)

Female 0.070 (0.035) −0.083 (0.042)

P21 Male 0.108 (0.030) −0.142 (0.034)

Female 0.073 (0.028) −0.102 (0.051)

parameters λi (see Model P10 vs. Model P8). The best fitting
model of the speed component for PBA in terms of AIC was
achieved by acknowledging latent mean differences in the speed
factor between gender groups, estimated as 0.426 (0.133) for
PBA using Model P12. Constraining the residual variances σ 2

ωi
across groups increased the AIC (i.e., measurement invariance
with respect to the residual variances of the speed factor could
not be achieved using the AIC as the criterion). Similar to the
CBA data, taking BIC as the criterion would allow establishing
measurement invariance with respect to the residuals (see Model
P22 in Table 4)4.

Combining ability and speed for the PBA data resulted in
the best fitting model regarding AIC when αi, ϕi, βi, and λi are
constrained across groups (Model P21/Model P23 in Table 4).
However, measurement invariance with respect to the residual
variances σ 2

ωi was neither achieved using AIC nor BIC. Speed and
ability differences estimated using Model P21 were 0.316 (0.099)
and 0.405 (0.161) demonstrating that girls have a higher ability
(confirming H2b) while taking more time to respond in PBA.
However, as the last column in Table 4 reveals, the estimated
parameters of the cross-relation function ρ1 and ρ2 did not differ
statistically significantly between boys and girls (see Table 3,
lower part, for the estimated values of ρ1 and ρ2), confirming
H3b. Moreover, Table 3 contains the descriptive result that the
coefficients ρ1 for the linear main effect of θp and ρ2 for the
interaction τpθp are smaller for PBA compared to CBA, estimated

in separate B-GLIRT interaction models for both modes.

Mode
In the following, we report the results for investigating
measurement invariance regarding mode. For these analyses
we examined the data for boys and girls together, without
grouping by gender. In order to test the equality of the cross-
relation parameters of the B-GLIRT interaction model between
modes, we considered a combined model for CBA and PBA
simultaneously (see Figure 5 for a schematic path diagram). Due
to the within-subject component of the experimental design, a
single group structural equation model with indicators for PBA
and CBA items can be specified.

Measurement invariance as investigated for the comparison
of groups regarding the person-level variable “gender” is not
strictly necessary when modeling mode effects since the mode
effect can be identified making use of the randomized assignment
of test-taker to CBA vs. PBA. To model the mode effect as a
latent difference variable, we re-parameterized the model as a
method effect model (e.g., [33]) within the B-GLIRT framework
(see Figure 6)5. Doing so, we assumed measurement invariance
concerning the ability part of the model by constraining αi and βi

across modes. This allows identifying a latent difference variable
θMode as the difference between θp;PBA and θp;CBA (included with
equal loadings for each item administered in CBA mode, see

4Measurement invariance with respect to the residual variances σ 2
ωi of the speed

model is not required for a valid interpretation of gender differences.
5The symmetrical reformulation of the speed model was avoided taking into

account that, although first evidence was provided regarding the comparability of

timemeasures, the time indicators Ti;PBA andTi;CBA were created using completely

different log data.
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TABLE 4 | Measurement invariance of the B-GLIRT model with linear interaction term in the cross-relation function with respect to gender for data from paper-based

assessment.

Model Part Constrained Estimated Differences Npar AIC BIC χ2
1ρ

P1 Baseline - - 293 24040.658 25340.450 2.896

P2 Ability αi 263 24026.589 25193.297 3.036

P3 αi σ2
θ

264 24027.350 25198.494 2.948

P4 αi , βi 233 24024.846 25058.469 3.013

P5 αi , βi σ2
θ

234 24023.531 25061.590 2.853

P6 αi , βi µθ 234 24014.357 25052.416 2.957

P7 αi , βi σ2
θ
, µθ 235 24013.158 25055.653 2.870

P8 Speed ϕi 265 24038.974 25214.554 7.613

P9 ϕi σ2
τ 266 24039.335 25219.351 6.160

P10 ϕi , λi 237 24021.565 25072.933 1.989

P11 ϕi , λi σ2
τ 238 24022.290 25078.094 1.483

P12 ϕi , λi µτ 238 24008.566 25064.369 2.181

P13 ϕi , λi σ2
τ , µτ 239 24008.621 25068.861 1.162

P14 ϕi , λi , σ2
ωi

209 24032.007 24959.162 2.112

P15 ϕi , λi , σ2
ωi

µτ 210 24019.856 24951.448 1.998

P16 ϕi , λi , σ2
ωi

σ2
τ , µτ 211 24016.573 24952.601 0.764

P17 Ability & Speed αi , ϕi 235 24023.956 25066.452 7.915

P18 αi , ϕi σ2
θ
, σ2

τ 237 24024.405 25075.773 5.554

P19 αi , ϕi , βi µθ 206 24005.692 24919.539 6.913

P20 αi , ϕi , βi , λi 177 23995.572 24780.771 2.228

P21 αi , ϕi , βi , λi µθ , µτ 179 23974.340 24768.411 1.336

P22 αi , ϕi , βi , λi σ2
τ , µτ 179 23996.141 23996.141 1.169

P23 αi , ϕi , βi , λi σ2
θ
, σ2

τ , µθ , µτ 181 23974.766 24777.709 0.681

P24 αi , ϕi , βi , λi , σ2
ωi

µθ , µτ 151 23985.216 24655.075 0.990

P25 αi , ϕi , βi , λi , σ2
ωi

σ2
θ
, σ2

τ , µθ , µτ 153 23983.940 24662.671 0.346

Column χ2
1ρ contains the value of the test statistic for the hypothesis that the estimated parameters of the cross-relation function are equal between groups (df = 2). For the AIC and

BIC, best values are in bold, and italic values indicate best values within parts of the model. The column Npar contains the number of estimated parameters.

Figure 6) and estimating the latent correlation between θp and
θMode. The ability difference between modes is obtained as the
mean of this latent difference variable θMode.

Starting with an unconstrained baseline model (Model M1)

for the combined estimation of B-GLIRT interaction models
for CBA and PBA data, Table 5 contains information criteria
for the sequence of constrained models that allow to evaluate
measurement invariance. As the comparison AIC reveals (see

the ability part in Table 5) a model with equal item difficulty
parameters and equal item discrimination parameters (Model
M3) fits the data almost equally well-compared to mode-

specific item difficulties (Model M2) or mode-specific item
parameters (Model M1).

The lower part of Table 5 contains results from the combined

estimation of B-GLIRT interaction models with constrained
parameters of the measurement models for the latent speed
factors (τp;PBA and τp;CBA) and the latent ability factors (θp;PBA
and θp;CBA), which are re-parameterized as the latent ability

factor (θp) and the latent difference variable (θmode). To ensure
the necessary comparability concerning the measurement model

of the speed factor for comparing ρ1 and ρ2 between CBA and

PBA, we estimated a sequence of models with different equality
constraints for ϕi and λi between modes (Model M4 to Model

M8 in Table 5). While constraining ϕi (Model M4) led to an
improved model fit in terms of AIC (and BIC), the fit declined,
when time intensity parameters λi were constrained (Model
M6 vs. Model M4), as indicated by an increased value of the
AIC (and the BIC).

As Figure 7 shows, time intensity parameters estimated using
Model M4 under the specification of zero and equal latent means
for the speed factors τp,CBA and τp,PBA are slightly higher for PBA
for most items (only 6 out of 28 time intensity parameters are
smaller for PBA). Similar to the model specification used for
the mode effect in the ability part of the B-GLIRT interaction
model we simplified the mode effect for the time factor by
constraining the differences in the time intensity parameter to
a single parameter. Using an explicit identification based on an

equality constraint of λi between modes, the parameter µ
(PBA)
τ

(i.e., the mean of the latent speed factor τp,PBA) was estimated in
Model M6 as 0.561 (0.097), p < 0.05. A similar effect of 0.508
(0.089), p < 0.05, was estimated under the best fitting model

in terms of BIC (Model M7). The mean µ
(PBA)
τ of the speed

factor τp,PBA corresponds to themode effect with respect to speed,
because the mean of the latent speed factor was constrained to
zero for the CBA speed factor τp,CBA. Allowing the mean of the
latent speed factor to vary between modes worsened the model
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FIGURE 5 | B-GLIRT model for responses and response times gathered in a within-subject design with planned missing values in paper-based and computer-based

assessment.

fit in terms of AIC (and BIC), but strongly affected the estimated
parameters in the cross-relation function. This is illustrated in the
last column of Table 5. The χ2 statistics, provided as a Wald-test
by Mplus for tests of the hypothesis that the parameters ρ1 and
ρ2 of the cross-relation function differ between modes (χ2

1ρ), are
highly sensitive to this part of the model (mis-) specification.

Finally, Table 6 shows the estimated parameters of the cross-
relation function and the estimated mode effect parameters
concerning speed and ability. In both models M6 and M8 the
combined Wald-test for the constraint that the parameters ρ1
and ρ2 differ between CBA and PBA resulted in a χ2-value
that indicates with df = 2 statistical significance. Inspecting
the estimated values revealed that the difference is mainly due
to the different interaction effect ρ2 between modes, rejecting
H4. Moreover, we found that the latent speed factor τp,PBA has
a variance different from 1 and a mean different from 0 (i.e.,
we found speed differences between modes). Test-takers tend
to work slower in PBA and the speed factor has a smaller
variance in PBA (i.e., test-takers are more similar with respect
to speed in PBA compared to CBA). This completes the picture
that is described with an ability mode effect: the latent mode
effect variable θmode with an estimated mean µθ ,mode different

from 0 indicates an overall shift in the estimated ability (lower
ability estimated from CBA). Inter-individual differences in the
mode effect regarding the ability are modeled as latent difference
variable. This latent difference variable is negatively correlated
with reading ability, indicating a higher ability mode effect for
test-takers with low reading abilities. Finally, we consistently
found a moderate correlation between the latent speed factors
for PBA and CBA across the different models. This moderate
correlation indicates that responding in a particular speed to
PBA administered reading units is only moderately related to
the speed chosen to respond to CBA administered units in the
self-paced assessment.

DISCUSSION

In this study, we applied psychometric modeling of response
times gathered from CBA and PBA with digital pens for two
selected clusters of PISA 2009 print reading assessment. For that
purpose, we developed a method to derive comparable response
times at item-level from log data that can be obtained from CBA
and PBA (using digital pens). Subsequently, we used the time
measures as indicators for the response speed in latent variable
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FIGURE 6 | Re-parameterized B-GLIRT model with a latent difference variable for inter-individual differences in the mode-effect and correlated, mode-specific speed

factor.

TABLE 5 | Measurement invariance of the B-GLIRT model with linear interaction term in the cross-relation function between computer-based and paper-based

assessment.

Model Part Constrained Estimated differences Npar AIC BIC χ2
1ρ

M1 Baseline - - 295 50207.795 51619.876 22.798

M2 Ability αi σ2
θmode

265 50197.487 51465.967 26.496

M3 αi , βi µθmode, σ2
θmode

236 50198.058 51327.723 25.940

M4 Ability & Speed αi , βi , ϕi µθmode, σ2
θmode

208 50196.661 51192.299 43.474

M5 αi , βi , ϕi , λi µθmode, σ2
θmode

180 50385.100 51246.709 12.886

M6 αi , βi , ϕi , λi µθmode, σ2
θmode

, µ
(PBA)
τ , σ

2 (PBA)
τ 182 50320.474 51191.656 7.966

M7 αi , βi , ϕi , λi , σ2
ωi

µθmode, σ2
θmode

153 50500.148 51232.516 12.171

M8 αi , βi , ϕi , λi , σ2
ωi

µθmode, σ2
θmode

, µ
(PBA)
τ , σ

2 (PBA)
τ 155 50432.544 51174.485 7.294

Column χ2
1ρ contains the value of the test statistic for the hypothesis that the estimated parameters of the cross-relation function are equal between modes (df = 2). For the AIC and

BIC, best values are in bold. The column Npar contains the number of estimated parameters.

models and investigated differences in relationship of speed and
ability across gender and mode. The analyses were grounded in
the underlying idea that differences in the relationship between
speed and ability could provide hints for actual differences in the
true response process.

We found an overall negative correlation between speed
and ability. The best relative fit was observed for a B-GLIRT
interaction model, meaning a B-GLIRT model with a cross-
relation function that included an interaction term between speed
and ability in the regression of the (log-) response time on speed
and ability. The regression coefficient for this interaction was
estimated negatively for CBA and PBA. Using this specification
of the cross-relation function in a multi-group analysis we found

measurement invariance of the B-GLIRT interaction model
between boys and girls concerning the slope and the intercept
parameters of the speed and the ability part of the measurement
model, but not concerning residual variances of the speed part
of the measurement model. In line with previous research, we
found ability differences between boys and girls. We also found
that the gender differences in the reading ability coincide with
speed differences between boys and girls for both modes (girls
responded slower while tending to obtain higher scores than
boys). Due to the nature of the study (only the mode was
randomly assigned while the speed was self-selected) we can only
assess that gender differences exist concerning speed and ability
for PBA as well as for CBA. Using the available data, the specified
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FIGURE 7 | Estimated time intensity parameters for model M4 for the comparison of paper-based and computer-based assessment.

TABLE 6 | Estimates of selected model parameters of the combined B-GLIRT interaction model for CBA and PBA data (see Figure 6).

Model CBA PBA Mode effect (Speed) Mode effect (Ability) Correlations

ρ1 ρ2 ρ1 ρ2 µτ ;PBA σ2
τ ;PBA µθ;mode σ2

θ;mode Cor
(

τCBA, τPBA
)

Cor(θmode, θ )

M4 0.152(0.017) −0.167(0.016) 0.036(0.017) −0.146(0.027) – – −0.105(0.047) 0.143(0.051) 0.422(0.066) −0.253(0.139) n.s.

M6 0.166(0.026) −0.172 (0.022) 0.172 (0.032) −0.237 (0.025) 0.503(0.089) 0.586 (0.080) −0.106 (0.047) 0.238 (0.069) 0.407(0.071) −0.358 (0.120)

M8 0.157 (0.019) −0.163 (0.016) 0.157 (0.038) −0.215 (0.041) 0.484 (0.080) 0.622 (0.115) −0.113 (0.047) 0.165 (0.055) 0.399(0.070) −0.262 (0.117)

Estimated mean of the mode effect variable µθ;mode is unstandardized. Mean (µτ ;PBA) and variance (σ 2
τ ;CBA

) of the mode effect (speed) are parameterized relative to the mean and

variance of the latent speed variable, that was fixed to mean zero (µτ ;CBA = 0) and variance (σ 2
τ ;CBA

= 1). All estimated parameters not marked with “n.s.” are statistically significant

different from zero (p < 0.05).

Wald-tests for the comparison of the parameters in the cross-
relation function between boys and girls showed no statistically
significant difference in these parameters. Hence, our results give
no reason to assume different response processes (as captured by
the cross-relation function of the B-GLIRT model) for boys and
girls so far.

Analyzing data for CBA and PBA together allowed
investigating mode effects with respect to speed (in addition
to the typical investigated comparability of ability estimates or
item parameters). Resting on the invariance assumptions of time
discrimination parameters estimated from PBA and CBA data,
which was only supported by BIC, we found mean differences in
speed in addition to mean differences in ability. Test-takers tend
to answer items in PBA slower and more correctly in comparison
to CBA. Moreover, we found hints that the relationship between

speed and ability, modeled using the cross-relation function of
the B-GLIRT model with an interaction term, differs between
modes. However, the estimated regression coefficients for the
interaction term are of small magnitude.

Our results reason further investigations of mode and gender
differences in the response process and, in particular, a focus on
the role of the self-selected speed component when changing the
administration mode and when investigating gender differences
in reading ability. However, as already investigated with this
dataset Kroehne et al. (submitted) the mode effects found in the
abilitymodel give no reason to reject the hypothesis that CBA and
PBA are construct-equivalent. Specifically, the latent correlation
of PBA and CBA was not found to differ statistically significantly
from the expected correlation of two test parts measuring the
identical construct within one mode (for instance, PBA).
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Limitations and Further Research
Up to the authors’ knowledge, the current study is the
first investigation of mode effects for self-paced assessments
conducted under large-scale assessment conditions that includes
a comparison of PISA reading assessments concerning response
times. As the method to derive comparable item-level time
measures for PBA and CBA was not previously available, the
current study has some major limitations. For instance, the
time measure for the first question of each cluster could not
be derived in PBA, because no timestamp was available that
indicated the start of the assessment. Future use of digital pens as
an assessment device to collect log data from PBA might modify
the assessment instrument by requesting the test-taker to draw a
cross right before starting to read the reading text for the first unit
in a booklet.

The conducted comparison of different parameterizations of
the cross-link function within the framework of B-GLIRTmodels
and the investigation of measurement invariance in parameters
of the best fitting model is limited as both are based on the
assumptions that the items fit the ability part and that the
unconstrained combinedmodel shows acceptable absolutemodel
fit. An additional limitation regarding the applied modeling is
that we restricted the complexity by investigating gender effects
and mode effects separately in this study. Current literature (e.g.,
[34]) give reasons to assume an interplay between the mode and
gender effect. Further research might focus on a multi-group
model by gender with both modes. Due to the small sample
size, estimation problems and the required estimation time, this
has not been investigated yet. Moreover, as the latent interaction
model is demanding on a computational level and the sample
size is rather small, a replication of the finding that a cross-
relation function including the interaction between speed and
ability using different data would be beneficial.

Regarding the interpretation of the study results, a technical
limitation is that we have not computed any measures of effect
size and practical significance. Moreover, the relationship of
the speed differences with other covariates such as an ICT-
related measure of basic computer skills is subject to additional
investigations. Also, since we did not control for the answering
time as the time to give the response (writing vs. typing), the
observed response time differences between modes might be
caused by the mechanical process of “answering.”

Conceptually, the role of speed as a potential mediating
variable of mode effects is open for further research, for instance,
by analyzing mode and gender differences within subgroups of
test-takers with comparable (self-selected) speed. In the current
form, the study is limited to the descriptive finding that ability
differences coexist together with speed differences.

The validity of the reported results regarding the response
time models rest on the operationalization of item-level response

times applied in this paper. The chosen approach was mainly
driven by the desire to create time measures that give insights
into the comparison of the response process between modes.
However, only limited validity evidence exists regarding the
interpretation of the time measures derived from paper-
based assessments using digital pens. More detailed analyses
are needed, for instance, comparing item-level response time
measures derived using different operationalization using all
available log data for CBA.
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