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ABSTRACT

The detailed understanding of micro–and nanoscale structures, in particular their
magnetization dynamics dominates contemporary solid–state physics studies. Most
investigations already identified an abundance of phenomena in one–and two–dimen-
sional nanostructures. The following thesis focuses on the magnetic fingerprint of
three–dimensional CoFe nano–magnets, specifically the temporal development of
their hysteresis loop. These nano–magnets were grown in a tetrahedral pattern
on top of a highly susceptible home–build GaAs/AlGaAs micro–Hall sensor using
focused electron beam induced deposition (FEBID).

During the measurements, utmost efforts were employed to exemplify current best
research practices. The data life cycle of the present thesis is based upon open–
source data science tools and packages. Data acquisition and analysis required
self–written automated algorithms to handle the extensive quantity of data. Exist-
ing instrumental–controlling software was improved, and new Python packages were
devised to analyze and visualize the gathered data. The open–source Python data
analysis framework (ana) was developed to facilitate computational reproducibility.
This framework transparently analyses and visualizes the gathered data automati-
cally using Continuous Analysis tools based on GitLab and Continuous Integration.
This automatization uses bespoke scripts combined with virtualization tools like
Docker to facilitate reproducible and device–independent results.

The hysteresis loops reveal distinct differences in subsequently measured loops with
identical initial experimental parameters, originating from the nano–magnet’s mag-
netic noise. This noise amplifies in regions where switching processes occur. In such
noise–prone regions, the time–dependent scrutinization reveals presumably ther-
mally induced metastable magnetization states. The frequency–dependent power
spectral density uncovers a characteristic 1/f 2 behavior at noise–prone regions with
metastable magnetization states.
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CHAPTER 1

INTRODUCTION

»As students of Physics we observe phenomena under varied
circumstances, and endeavour to deduce the laws of their rela-
tions. Every natural phenomenon is, to our minds, the result
of an infinitely complex system of conditions. What we set our-
selves to do is to unravel these conditions, and by viewing the
phenomenon in a way which is in itself partial and imperfect,
to piece out its features one by one, beginning with that which
strikes us first, and thus gradually learning how to look at the
whole phenomenon so as to obtain a continually greater de-
gree of clearness and distinctness. In this process, the feature
which presents itself most forcibly to the untrained inquirer
may not be that which is considered most fundamental by the
experienced man of science; for the success of any physical in-
vestigation depends on the judicious selection of what is to be
observed as of primary importance, combined with a voluntary
abstraction of the mind from those features which, however at-
tractive they appear, we are not yet sufficiently advanced in
science to investigate with profit.« [1]

James Clerk Maxwell (1870)

Throughout the past century, there has been a rapid development in science and
industry. Many communities struggle to keep up with these rapid technical devel-
opments since the emergence of computers. The computer has grown a powerful
working tool and influenced human society on many levels. As predicted by Feyn-
man [2] and Moore [3], computing power has improved exponentially for over half a
century. Irrespective of the approaching end of Moore’s law, information technology
embraces the possibilities to grow in various other disciplines [4, 5].
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1.1 Computational Research

Condensed–matter physics and material science have contributed during the lastElectronics
and material

science
decades to this advanced growth with quantum materials [6, 7] that allow novel
spintronics devices [8–11], utilizing the electron’s spin for semiconductor compo-
nents with tailored properties. This allows the combination of logic operations and
data storage for novel in–memory [12–14] and brain–inspired (neuromorphic) [15, 16]
hardware designs. Many recent advancements in information technology are based
on such discoveries. The resolution of detectors has significantly improved primar-
ily by component miniaturization down to the micro–and nanoscale [17]. At these
scales, quantum phenomena emerge, such as the wave–particle duality or the un-
certainty principle. Investigating these and related phenomena led to considerable
progress in nanomagnetic material research [18], notably two–dimensional materials
[19] and three–dimensional nano–magnetism [20]. These nanomagnetic materials
contribute to the detailed understanding of the magnetization dynamics [21] of fun-
damental magnetic structures, like domain walls, vortices, skyrmions, and magnetic
monopoles [22–25]. Material specific properties are often too complex to find ana-
lytical or even numerical solutions for problems, like identifying the phase diagram
[26]. Instead, such properties can be detected through a comprehensive investiga-
tion of novel materials and structures in various environments. The investigation
of such novel materials and structures requires the development of high–resolution
experiments and simulations. Both endeavours rely highly on efficient computers
and algorithms.

I developed a novel method to measure magnetic fluctuations and analyze themThis Study
using a self–written object–oriented Python programming framework ana. A pro-
gramming framework is an implemented collection of algorithms to provide a stable
code for consistency and allows users to focus on areas of expertise. Object–oriented
frameworks can build on class hierarchies, inheritance, and encapsulation to increase
extension and re–use opportunities [27, 28]. ana is such a framework inspired by
CERN’s ROOT data analysis framework [29]. ana is necessary to handle the data
of over 500 recorded magnetic measurements and allows easy access to various mea-
surement details, analyses, and visualizations. ana is designed as free and open
software for best re–use and reproduction of results. This goal can be accomplished
with state–of–the–art data science tools and methodologies.

1.1 Computational Research

Data science is a relatively new and interdisciplinary scientific discipline [30, 31] andData–driven
research is currently promoted by publishers [32–34]. One goal is to improve scientific research

using computational skills with a focus on reproducibility and reusability. Many
computational disciplines facilitate open science and open data1 [35–37] to increase

1See also »open« definition in Nomenclature.
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1.1 Computational Research

productivity and collaboration [38]. Data–driven research focuses on every stage of
the data life cycle [30, 39], including acquiring, maintaining, processing, analyzing,
and communicating the data. Because of the importance of high–quality software
and data in modern research and, in the self–reliance of support, computational best
practices are an evolving field and deserve a short review [40–44].

Box 1 | Best Practices for Reproducible and Reusable Research

Principles Include data, algorithms, or other central or integral information in
the publication. If this is not possible, it should be made freely accessible
through other means [42].

Workflow Tracking and documenting the workflow is vital to enable reproducibil-
ity and re–use by others [42].

Data All data should be findable, accessible, interoperable, and reusable (FAIR)
[45–47]. The original data should be kept intact, version–controlled, enriched
with metadata, and shared with a permanent identifier [41, 48–50].

Code and Methods Source code must be available and accessible using version
control [44, 51–54]. All results should include input values and other param-
eters with code and scripts [42].

Guidelines All researchers should follow their associated data and code sharing
guidelines [55–59].

Licensing Data and code should always be made available for re–use through
open licensing [42, 60–63].

Test and Automate Suitable test functions can automatically test the code using
continuous integration services [64, 65].

Credit All contributions to a project should be acknowledged, and data and soft-
ware should be cited [66, 67]. Code can and should be re–used and adapted
under an Open Source Initiative (OSI) approved license [42, 60, 62, 63, 68].

Data is the source of every scientific discovery, and its quality determines the power Data in
scienceand success of an investigation. As stated by Maxwell above, researchers focus on

finding striking evidence in gathered data. In this process, a mindful selection of
data is necessary to convince the scientific community successfully. However, an
equal spotlight should be directed to the findability, accessibility, interoperability,
and reusability (FAIR) guiding principles for scientific data management [45–47, 69].
These principles realize good research practices [55–57, 59]. Many universities [70–
72] and networks [36, 38, 48–50, 73–76] have already adapted the FAIR principles
into their scientific routine, and assessing methodologies have been developed [77–
79]. Data transparency holds excellent prospects in science [80–82] and positively
impacts publications’ success [83]. A recent publication [84] shows a statistically
significant amount of phosphine gas on venus (implicating possible extraterrestrial
life), which could not be reproduced [85, 86]. This additionally highlights the im-
portance of data availability and reproducibility in modern research. A selection
of guides [31, 41, 87, 88] and examples [40, 76, 89–91] emphasize the importance
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1.1 Computational Research 1.1.1 Open Source Tools

of data availability. The fact that even the slow grinding mills of politics nowa-
days publicizes an intensified interest in FAIR principles [48–50, 92–99] ultimately
highlights their prominence.

A debate has gained interest throughout the last years concerning a reproducibilityReproducible
research crisis [100–105]. While mainly concerned with medical and social sciences [106,

107] or statistical misinterpretations [108–113], all computational sciences [114] are
affected. The problem’s primary source is missing documentation and unmaintained
code, which leads to difficulties when hard–or software gets out of date [64, 115,
116]. Computational sciences made various contributions to tackle this problem
introducing workflows [38, 117] and guides [39, 42, 43, 72, 118–120] for best practices.
Interested readers are referred to additional literature [121–128] and Box 1.

1.1.1 Open Source Tools

Python is an object–oriented interpreter based programming language and an idealData science
with Python tool for scientists [129–132]. It combines high–level flexibility and readability with

low–level capabilities, like linking to third–party libraries in C, C++, or Fortran
[133, 134]. The open–source community has contributed many Python modules
to ease access to these low–level high–efficiency libraries [135–141]. The Python
documentation generator Sphinx [142] can combine docstrings from Python pack-
ages with other reStructuredText or markdown files and convert them into a user–
readable format. This tool documents the data and code workflow for distribution
as a web page or printed document. In large software projects, it is common for the
lines of documentation to exceed the code lines. A complete list of the used tools is
available in Appendix B.

GitLab [143] provides a single open–source tool to version control files with vastContinuous
Analysis adaptability for collaboration. It is similar to the popular GitHub [144] and builds

on the popular decentralized version control software git [145–147]. Comparable
to GitHub Actions, GitLab is equipped with Continuous Integration / Continuous
Development (CI/CD) [148] tools for the entire »DevOps« life cycle, which can be
perfectly integrated with Python [149]. Container technologies like Docker [51, 150]
allow creating virtual environments with defined software versions that perform in
a repeatable universal way. Uniting Docker containers with CI/CD allows the auto-
matic re–execution in a well–defined environment [151, 152]. »Continuous Analysis«
describes a workflow that applies this combination to rerun a computational sum-
mary automatically after data or code has been updated [117, 153].

Lastly, trying to publish the data and source code naturally raises questions regard-Legal
framework ing licensing [60]. From the legal perspective, every creative work is protected by

the German »Urheberrecht,« which includes special treatment to source code [154].

4



1.2 Nanomagnetism

Raw measurement data do not apply to this law; however, an original selection and
arrangement of the data can be licensed as a collection. Such collections and more
creative works other than programming code can be comfortably shared publicly.
For such a purpose, the nonprofit organization »Creative Commons« provides var-
ious licenses and tools that quickly grant copyright permissions for such creative
works [155]. On the other hand, software and source code can be shared and pro-
tected amidst multiple terms of conditions and limitations [62, 63]. The literature
argues that a copyleft (share–alike) concept shall be inappropriate for the scientific
context [60]. Nevertheless, I decided for personal software projects to publish small
scripts using the MIT license [156] and preserve larger projects by exercising the
obligations of the GNU General Public License (GPL) [157, 158]. The GNU GPL
protects the rights of software users by

a) giving them the irrevocable rights of usage, modification, and redistribution
of the software; and

b) requiring developers on redistribution to provide the full source code and doc-
umentation of changes and functionality;

while legally supporting software developers through patent and warranty clauses.
The included obligations preserve openness and assist collaboration. Appendix B
highlights some permissive and share–alike licenses. Such legal actions are neces-
sary to grant interested readers the rights to scrutinize an investigations’ findings.
The findings of the following study are available via the supplemental informa-
tion (see Appendix A) and concern the magnetic responses’ scrutinization of three–
dimensional nano–tetrapods.

1.2 Nanomagnetism

Geometric restraints can group nanomagnetic systems into different dimensions. Low–
dimensional
nano-
structures

Single domain nanoparticles (zero–dimensional) [159] are promising candidates for
biomedicine [160] and spin–transfer devices [161, 162]. Magnetic nanowires (one–
dimensional) can be applied for racetrack–memory [163, 164] and logic devices [165].
Gaining interest emerged for the topologically interesting thin films (two–dimensio-
nal) with observations of complex magnetization states [19, 166, 167]. These new
phenomena are investigated using multi thin film layers, heterostructures, and mag-
netic tunnel junctions [168, 169].

Particular two–dimensional lattices, like a squared or kagome lattice, triggered mag- Spin–Ice
systemsnetic frustration effects [170], the geometrically enforced prevention of order, which

results in residual entropy at vanishing temperature. Similar behavior is observed
in water ice [171], which led to the new class’s name: spin–ice systems [172].
Customized fabrication further expanded the number of scrutinize–able systems
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1.2 Nanomagnetism

[173, 174]. Advancements towards three–dimensional nanostructures [175] open the
opportunity to investigate several interesting geometries, including the pyrochlore
lattice, a diamond–like lattice. For example, such lattices allow the examination of
magnetic monopoles [176–178].

In the center of this research are such artificial three–dimensional nano–magnets.Fabrication
techniques There are numerous methods available to grow such structures [175, 179]. This

study concentrates on magnetic nano–tetrapods grown by means of focused electron
beam induced deposition (FEBID) [180–183] in the group of Prof. Michael Huth
(Goethe University Frankfurt) [184–187]. This technique facilitates various geome-
tries, materials, and tailored characteristics [168, 188–191], making artificial spin
ice structures [192, 193] and other functional electronic components like Hall sen-
sors [194, 195] possible. Diverse techniques involve photon– or ion–based deposition
methods [194–197]. The first–generation of the investigated nano–tetrapods created
by FEBID is well documented in the literature [198, 199]. Early studies of this
first–generation found a strong magnetic coupling between different magnetic nano–
tetrapods [192, 200–202]. Such strongly correlated systems exhibit phase transitions,
which can be explored through numerous methods [203].

Resolving small magnetic moments with a high resolution is a difficult task. MostMagnetic
measure-

ments
techniques involve the sensitive detection of magnetic stray–fields, reflecting the
total magnetization of nearby structures. Superconducting quantum interference
devices (SQUIDs) [204] and Hall devices [205–207] are susceptible tools for such
measurements. SQUIDs are more sensitive than Hall sensors [208] but can not be
employed in similar flexible temperature ranges. Hall sensors can be fabricated of
different materials for several purposes [194, 195, 209]. This study concentrates on
stray–field studies using a GaAs/AlGaAs micro–Hall magnetometer [210–212] (see
Chapter 3). Such devices form a two–dimensional electron gas (2DEG) with high
mobilities of electrons at low temperatures [213, Ch. 10.2.]. This makes them ideal
candidates for the sensitive detection of magnetic stray–fields at low temperatures
[214, 215].

Despite being often seen as an unwanted relict, noise can contain valuable infor-Noise
mation about a system [216–218]. It is usually investigated employing fluctuation
spectroscopy, transforming the signal into the frequency domain using a Fourier
transformation [219]. Electronic noise comprises various sources, like magnetic do-
mains and spin fluctuations, charge carriers crossing an energy barrier, or other
material effects [220]. All electronic resistors at finite temperatures exhibit ther-
mal noise, which was first observed and described by Johnson [221] and Nyquist
[222]; and can be utilized as a thermometer [223, 224]. Together with the currentRandom

telegraph
signal:

Time

dependent shot noise (after W. Schottky) [225] and quantum shot noise [226], this
represents the class of »white« noise, which is frequency–independent up to a spe-
cific cutoff frequency. On the other side, a random telegraph signal (see margin)
leads to a Lorentzian spectrum (S ∼ 1/f 2) with a characteristic corner frequency
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1.2 Nanomagnetism

(Generation–Recombination–Noise). Theoretically, this is described by two–level
fluctuation processes with different time–constants [227]. In nature, a universal 1/f
noise behavior is observed, often described as a superposition of these processes,
dominating at low frequencies [228–230]. All noise contributions mentioned above
cumulate in laboratory conditions and deserve a closer inspection.

Studies over the past decades have provided crucial information about noise in semi- Sensor noise
conducting devices [231–233]. Previous research has established that noise in semi-
conducting Hall sensors and SQUIDs scales with the external field [234–236]. In
Hall sensors, the noise can additionally be used to determine the sensitivity [237].
In micron–and sub–micron–sized GaAs/AlGaAs Hall devices, the aforementioned
1/f noise dominates at low frequencies [211, 212, 238–240].

Magnetic noise reveals more information about magnetization dynamics [241–244]. Magnetic flux
noiseIn particular, theoretical calculations indicate that magnetic monopole noise is de-

tectable in artificial spin ice systems [245, 246]. There are relatively few historical
studies in the area of magnetic flux noise (MFN ). Most previous studies focused
on detecting MFN in SQUIDs [236, 247, 248] or other superconductors [249–251].
Further investigations on magnetic Barkhausen noise revealed a characteristic 1/f 2

behavior that this study aims to reproduce and scrutinize [252–256].

This study offers insight into such fluctuation measurements of the measured Hall Thesis
contentsignal. Further scrutinization of the time–signal at static states inside the hys-

teresis reveals spontaneous switching processes, indicating metastable magnetization
states (see Chapter 4). This is the main incentive of combining the two established
preceding measurement techniques, micro–Hall magnetometry and fluctuation spec-
troscopy, to scrutinize the magnetic flux noise of three–dimensional nano–tetrapods.
The following thesis focuses on the challenges to perform each step of the research
process lege artis [55, Guideline 7], explaining the continuous quality assurance
mechanisms taken in maintaining, handling, and documenting scientific data. Fig-
ure 1.1 highlights the primary topics of each part. Chapter 2 outlines the design of
EVE and ana as main software tools, following by the continuous analysis workflow
to integrate these tools into the daily routine (left). The experimental measure-
ment details (right) are explained in Chapter 3. Chapter 4 presents the analyzed
results, which are subsequently discussed in Chapter 5. Closing suggestions for fu-
ture endeavours are provided in Chapter 5.1. Chapter 6 summarizes key points and
conclusions.
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1.2 Nanomagnetism

Data
Science

GitLab

spectrum-

analyzer

EVE

Collabora-
tion

CI/CD

ana

Data

Continuous
Analysis

Workflow

FAIR

Ch. 2.2.2.

Ch. 2.2.1.

Ch. 2.3.1.

Ch. 2.2.
Appendix A

Ch. 2.3.

Ch. 2.1.

Physics

Magnetism

3D Nano-
Magnets

FEBID
Artificial
Spin Ice

Mono-
poles

Frus-
tration

micro-
Hall

Magneto-
metry

Noise

meta-
stable
states

Magnetic
Flux
Noise

Fluc-
tuation
Spec-

troscopy

Cumulate∑

T/R/I

Flux

Sensor

1/fα

Ch. 3.2.2.
Ch. 4.1.

Ch. 3.2.3.
Ch. 4.2.1

Ch. 4.2.2.

Ch. 3.1.
Ch. 3.1.

Ch. 4.2.

Figure 1.1.: Mindmap structure of this thesis. The following thesis utilizes the
data science toolbox (left) to investigate the noisy magnetic character-
istics of three–dimensional nano–tetrapods (right). Balls are highlight-
ing programmed software tools (left) and experimental methods (right).
Black annotation boxes below major topics refer to the corresponding
sections in this thesis. The study’s primary focus is emphasized in black
font.
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CHAPTER 2

CONTINUOUS ANALYSIS

Brief Summary

• I updated and improved the essential software to measure, control, and
acquire data (EVE).

• A novel Python data analysis framework (ana) calculates and visualizes
measurements.

• GitLab introduces a server–based distributed version control and docu-
mentation platform.

• Docker allows virtualization and well–defined software versions.
• Continuous Analysis combines Docker with GitLab Continuous Integra-

tion (CI) for automated analysis and better reproducibility.

Data are vital facts for every scientific discovery and need special attention. Data
are becoming more decisive nowadays with cheap storage and novel cloud computing
capabilities that rely on big data, collecting and combining data on a colossal scale.
The following chapter concentrates on the challenges of the data life cycle. First, the
data acquisition introduces EVE (short for Efficient Virtual Environment), the pri-
mary measurement program used to control the instruments. I enhanced, updated,
and documented EVE intensively during this thesis. The enhancements enable un-
used functions in existing instruments and increase stability and debug–ability. The
data, programming code, and corresponding documentation are stored on a self–
maintained GitLab server. Data analysis is based on the self–programmed Python
data analysis framework (ana) and automated for repeatability utilizing Continuous
Integration (CI) and Docker.

2.1 Data Acquisition

Data acquisition (DAQ) is the sampling of a signal, typically digitalizing it for
post–processing. Here, this task is performed by the group–internal measurement
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2.1 Data Acquisition 2.1.1 Established Tools

program EVE. It communicates with the instruments to command and read the
present state. It reads each selected instrument’s currently observed value in pre–
defined time intervals and saves it into a comma–separated–value (csv) file.

2.1.1 Established Tools

EVE was programmed in collaboration by this working group’s students over the lastEVE
years and continuously extended [257–261]. The graphical user interface (GUI) of
EVE is based on the popular PyQt project and supports adding multiple instruments
to a measurement process. Each instrument provides its own GUI, which is created
when it is added to the instrument list. An instrument can be added multiple times
to command various devices of the same type.

Figure 2.1 displays a schematic view of EVE’s internal design. The yellow arrows in-Flowchart
dicate function calls by another part of the program, while the green arrows indicate
data transfers, e.g., writing data into a variable or file. The upper half shows the
main program, which consists of multiple classes and threads. The main program
connects all buttons and visual inputs with the corresponding classes and creates
an instance for each initialized class. Some classes inherit threading capabilities
from PyQt5’s QThread. Threading allows Python to break out of the sequential
execution and jump between different threads. With today’s multi–processing capa-
bilities, this threading approach can be improved with Python’s similar core–library
multiprocessing. These threading and multi–processing capabilities allow the in-
tegration of various instruments.

While EVE can handle multiple different instruments, most user modifications areInstruments
limited to an individual instrument. The lower half of the flowchart shows a single
instrument class with the required functions and procedures. This system of sepa-
rate modulated instruments allows users to easily modify and add new instruments
without understanding all programming backgrounds of EVE. Each instrument class
serves a tailored GUI that is embedded into the instruments tab of EVE. If avail-
able, most instruments also provide an Auto GUI (right) that allows automated
measurement routines. A routine consists of two matrices (right–top) that represent
a list of scheduled commands. Such a routine can be easily programmed with EVE
and saved as a text file for re–use. Unfortunately, EVE 3.0 alpha was unable to read
previously saved routines. This problem could be solved over time, but not all used
routines have been saved with the measurements.

2.1.2 Enhancements

EVE was initially programmed in Python 2 using PyQt4 and other packages fromUpdates

10



2.1.2 Enhancements 2.1 Data Acquisition

Figure 2.1.: Functional flowchart diagram of EVE’s fundamental objects.
The main program (top) consists of multiple different threads. Each
instrument class (bottom) is initialized as a single thread.
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2.1 Data Acquisition 2.1.2 Enhancements

the outdated Python(x,y) project1. This project has been discontinued and is not
updated anymore. Therefore, to update EVE with new features and include re-
cent packages, the code needed to be upgraded. This is especially challenging when
facing renamed classes and functions in the Python packages PyQt5, pyvisa, and
matplotlib. PyQt5 additionally changed some inheritances and moved functionali-
ties between main modules. To fully document the code changes made, I installed
a local GitLab server providing version control for EVE since version 2.6.3. GitLab
[143] implements git [145] and makes details findable through a user–friendly web
interface. I also ensure an easy installation of EVE through Anaconda. Together
with Anaconda, GitLab provides easy access to all EVE versions with the needed
software requirements. Anaconda maintains various separated environments with
a package manager. The package manager determines all dependencies when in-
stalling new software. This ensures the stability of the interplay between different
packages. Anaconda’s environments allow a more straightforward setup for EVE.

Further EVE enhancements developed throughout this study include functional up-Functional
updates dates. The Python core–library logging improves the debugging process by saving

relevant debug messages into a log file. This improves the debugging process and
increases developing time. Optionally added command line arguments2 influence
the number of log messages. Multiple new instruments were added, including HF2LI
(high–frequency lock–in amplifier, Zurich Instruments), MFIA (impedance analyzer,
Zurich Instruments), and LS336 (temperature controller, Lake Shore). Additionally,
data acquisition functionalities of other instruments were improved.

Data Acquisition (DAQ) Instruments

First data acquisition experiments were performed with a PCI–6281 (National In-NI PCI–6281
struments, NI) data acquisition card. It is directly connected to the Peripheral
Component Interconnect (PCI) bus connection on the computer and provides an
application programming interface (API) through the included NI–DAQmx driver.
In previous experiments, other group members have programmed this instrument
in EVE to measure the raw time–signal and calculate the power spectral density
(PSD) [257–259, 262]. The PSD is calculated through these digital algorithms that
split, filter, normalize, Fourier transform, and scale the signal. I extracted these cal-
culation algorithms from EVE into a new Python module called spectrumanalyzer
to make it available for re–use. Additionally, the plotting library slowed down the
PSD calculation. I solved this issue with a faster plotting algorithm (pyqtgraph).
A second instrument in usage is also capable of recording raw time–signals.

The lock–in SR830 (Stanford Research Systems) has an internal data buffer storage.SR830DAQ

1Python(x,y) is a deprecated collection of scientific tools for data analysis and data visualization.
See https://python-xy.github.io/ for further information.

2For example: python EVE.py -d activates the debug mode and logs every debug message.
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Figure 2.2.: SR830DAQ Time–stream visualization. The arbitrary points in
time t0 to t5 are used to visualize the communication paths between the
computer and lock–in amplifier SR830 through the GPIB connection.

This permits measuring the data at a sampling rate of 62.5 mHz ≤ fS ≤ 512 Hz. I
programmed the corresponding DAQ functionality for the EVE instrument SR830 to
access and utilize this data buffer via the GPIB connection. This new SR830DAQ
function provides three different acquisition modes, FAST, SINGLE, and LOOP.
Figure 4.8 shows a time–stream visualization. On the right side is an arbitrary time–
axis to illustrate the passing time. Triggered by the start button, at the time t0,
the computer sends a command to the lock–in, which starts the DAQ measurement.
The lock–in then waits a short time before storing the incoming signal in the buffer
at time t1. The data limit is defined by the GPIB protocol, which allows storing
up to 16 384 (214) values in the buffer. When using the FAST mode, the lock–in
automatically sends a large datastream (blue) to the computer at all times t2 between
t1 and t3. SR830DAQ FAST mode reads these values simultaneously and stores them
in a local pandas.DataFrame until stopped. When using SINGLE mode (teal), the
lock–in waits a pre–defined time after t1 and reads out all values in one batch. The
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third mode, LOOP, repeats multiple SINGLE modes until stopped. At some time
t3, when the GPIB buffer can not save more data, the lock–in is unable to store
more data and consequentially stops the measurement. The orange area indicates
the stored data. If some mode wants to read the buffered values at time t4 after
the measurement stopped, it receives a timeout error (red) and stops automatically.
The only way to get the measurement starting again is to send a reset and start
signal at a time t5, which deletes the buffer to restart the measurement at t1. The
algorithm does this in the LOOP mode after each SINGLE measurement and the
FAST mode after gathering 15 000 points. Tests have shown that the LOOP mode
loses data points during the long data batch’s readout and reset (see description in
EVE wiki available via supplemental information in Appendix A).

Data Documentation

All methods mentioned above gather and store the data on a local machine. TheseWorkflow
context data are neither linked nor do they provide any context yet. The experimenter

can contextualize these data, ideally providing version–control and metadata. All
performed measurements shown in this thesis are documented with parameters,
notes, and plots in a OneNote notebook. For more accessible context, the measured
data has been version–controlled and augmented with metadata. Each filename
consists of the measurement number together with basic parameter settings. These
pieces of information are accessible through regular expressions (Regex). A Python
script extracts the information and saves it into a csv file. This step is relevant for
findability and reusability.

An evolving effort for better documentation has led towards an open–source drivenSupplemental
information and markdown based workflow that can convert documentation and metadata into

various presentable formats. Additional supplemental information on the data and
code has been made available via a web–page. This web–page provides more context
for better interoperability. Unfortunately, OneNote does not support an open data
format or easy export of the content, and it converts every mathematical formula
into a picture. The notebooks have been made accessible by converting them into
ReStructured Text (rst) files using Pandoc [263], a universal document converter.
The source code and acquired data are documented as well as possible, spending a
reasonable amount of time (see Appendix A).

2.2 Data Analysis

This open data approach is consequentially succeeded by the usage of free software
for data analysis. The benefit of free software is the independent verifiability of
results by reviewers. Therefore, the whole data processing environment is based
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solely on free algorithms, and all self–written Python source codes are released as
free software.

2.2.1 Spectrumanalyzer

As mentioned above, the spectrumanalyzer Python module has been extracted First
spectrumfrom the EVE instrument NIPCI6281. The SpectrumAnalyzer class contains all

algorithms needed to calculate and save a PSD from a time–signal by means of a
fast Fourier transform (FFT). This time–signal V (t) is provided as a single list of
values to create a SpectrumAnalyzer object. Together with additional required pa-
rameters, like the sampling rate fs or the number of first spectra N , this time–signal
is then processed by the generator cut_timesignal. This generator, as the name
suggests, splits the time–signal into equidistant shorter signals V(n)(t), where n =
1, 2, . . . , N . Each of these short signals is filtered using the scipy.signal.butter
filter. If requested, the algorithm can downsample the signal, keeping every kth

point (k ∈ N) [257]. Because the SR830DAQ function measures with low sam-
pling rates (compared to the NI PCI–6281), this downsampling is a drawback and
had been bypassed. The remaining signal then disposes of the mean value, leaving
only fluctuations behind. These fluctuations are multiplied by a Hanning window
(numpy.hanning), Fourier transformed with numpy.fft.fft, and squared. A factor
of 2 · (3/8 · ℓ · fs)−1, where ℓ represents the signal’s length, counters the Hanning
window’s effect on the calculated FFT amplitude [264, pp. 30–35]. Finally, the
generator yields the calculated PSD S

(n)
V (f) for each signal part via an iterator.

This iterator can be used in a for loop to access each intermediate PSD and the
resulting final PSD SV (f) =

1
N

∑N
n=1 S

(n)
V (f). This resulting final PSD is called the

first spectrum.

The above described first spectrum does not always contain all information about Second
spectrumthe intrinsic noise. In such cases, higher–order power spectra are needed. Here,

the second spectrum is calculated [265] through the temporal development of the
time–resolved first spectrum S

(n)
V (f) (see Fig. 4.10 bottom left plot). The integral

of the first spectrum P(n)(fa, fb) =
∫ fb
fa

S
(n)
V (f)df defines the power inside a pre–

defined frequency octave Ok = [fa, fb). The second spectrum S
(2)
Ok

(f) is then derived
through the application of the FFT on P(n)(fa, fb). This second spectrum essentially
gives rise to the PSD’s fluctuations inside a given octave Ok. The newly developed
ana package uses these described algorithms from the spectrumanalyzer module
to analyze the data.

2.2.2 Data Analysis Framework (ana)

ana is an object–oriented Python framework to analyze measurements. ana has Functional
specifications

15



2.2 Data Analysis 2.2.2 Data Analysis Framework (ana)

created all figures in Chapter 4. Figure 2.3 shows ana’s classes and their relation-
ship to each other. Inherited classes, which share most variables and functions, are
connected by solid arrows. In contrast, dashed arrows indicate the instancing of
a class into an object, enabling execution of class-internal functions. ana grants
access to single measurements via the SingleM and inherited classes. These single
measurements are customized to a specific instrument and data structure. Addi-
tionally, they incorporate algorithms to read, analyze, and visualize measurements.
The high–level API (top) takes advantage of creating multiple single measurement
objects. This approach allows the combination of various measurements in a single
plot. Figure 2.4 shows this dividing approach to access the high–level visualization
API through Jupyterlab, while computing analysis is based on robust open–source
algorithms inside the low–level backend. More detailed technical specifications are
available in the supplemental information.

The HLoop class handles lock–in measurements during a sweeping magnetic field.HLoop
It requires EVE’s output file for a specific ordered combination of instruments.
This output file contains all information about the measured temperature, magnetic
field, and voltages at discrete times during the measurement. HLoop distinguishes
between parallel and gradiometry measurements (see Section 3.2.2). The magnetic
stray–field calculation assumes a constant current of I = 2.5µA and electron density
ne, calculated from the Hall voltage VH at an external magnetic field of Bext = 1Tne =

I·Bext

e·VH
≈

1.369 ·1011 1
cm2

e: electron
charge

applied perpendicular to the Hall sensor’s surface (θ = 0◦, see Fig. 3.2). When
the external field is applied in an angle θ = 90◦, parallel to the Hall sensor’s sur-
face, three different Hall crosses are measured simultaneously. In these parallel
measurements, an empty cross signal is subtracted from the two other measured
crosses. This approach eliminates the linear and non–linear Hall background from
the sensor [266]. In contrast, gradiometry measurements contain a small linear back-
ground that is determined with linear regression using scipy.stats.linregress on
the negative saturated region. The remaining non–linear background can be elim-
inated through the difference between two different sweeps in the same field. The
discrete down–sweep signal Bdown(Hext) and up–sweep signal Bup(Hext) are inter-
polated with scipy.interpolate.interp1d. The difference plot subtracts these
curves ∆Bz(Hext) = ⟨Bdown(Hext)⟩ − ⟨Bup(Hext)⟩. In this process, information loss
is unavoidable.

Measurements from the signal–analyzer (SR785) are usually two–dimensional (seeFluctuations
Section 3.2.3), providing the frequency f and PSD SV (f) ∼ f−α. The analysis
in the SA class is reduced to a logarithmic linear regression log y = α log x + x0

for a given frequency range. In this linear regression, x and y denote f and SV ,
respectively. The regression range is restricted by default to 20mHz < f < 700mHz
to avoid fitting unrelated artefacts. This regression outputs the PSD’s slope α and
amplitude x0 = SV (f = 1Hz). RAW measurements contain the whole time–signal
V (t), processed through the spectrumanalyzer module described above.
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Figure 2.3.: UML Class–Diagram of ana. This diagram displays the internal
relationship between ana’s classes using the unified modeling language
(UML). Solid arrows indicate a direct inheritance of classes, and dashed
arrows show where objects are instanced. ana provides a high–level
interface to classes that can handle multiple single measurements (shown
in the middle) at once. All measurements classes provide additional
access to a low–level python backend, which is used by the high–level
interface.

A special role in the analysis is the combination of various single measurements. The MFN
MFN class was created to handle the measurements presented in Section 4.2.2, specif-
ically time–signals during an interrupted field sweep. This class manages multiple
RAW measurements and analyses automated SR830DAQ routines. These routines cre-
ate several single measurement files with varying parameters. Essential parameters,
like position inside the hysteresis, are encoded into each filename. MFN’s constructor
function that initializes each instantiation scans all filenames with regular expres-
sions for such parameters and stores them into an MFN.info dictionary. Afterward,
each time–signal is processed by the ana.RAW class, calculating the first spectrum
and time–resolved PSDs. Several plotting functions grant visualization of diverse
perspectives to the data. A significant plotting function is the MFN.plot_info()
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Analysis Framework

ana

High-level
Visualization

Handle Multiple
Measurements

Handle MFN

Jupyterlab
Interactive Widgets
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Analysis
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Signal Analyzer
(SR785)

SA

Robust Open
Source Algorithms

Data Acquisition
SR830DAQ / NIPCI

RAW

Figure 2.4.: Hierarchical functional specifications of ana. This tree shows
the external interaction possibilities with ana. The low–level python
backend (right) is based on robust open–source algorithms that link to
state–of–the–art C++ libraries. The high–level visualization API allows
the interactive exploration of data using widgets.

function that is used to create the analysis overview in Section 4.2.2.

2.2.3 Jupyter Notebooks

ana provides the necessary algorithms to analyze and plot the data. These algo-
rithms are then utilized and combined inside Jupyter notebooks. Jupyter serves a
powerful integrated development environment (IDE) to write and execute Python
code inside a web–browser. Jupyter notebooks are a quick and easy way to navigate
data and create plots [267, 268]. The underlying Python kernel facilitates iterative
data exploration, enabling to focus on application logic rather than implementation
details [129].
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2.3 Computational Workflow

The code described above can read, analyze, and visualize the data. Test cases Testing
can additionally improve the stability and reproducibility of critical code segments
[269]. I extended ana and the spectrumanalyzer with test cases that ensure the
code stability. The test cases for ana also create and save all plots shown in this
thesis. The code has been tested on 64bit (x64) Windows and Linux, as well as on
arm architectures, like the Raspberry Pi 3 and the new Apple Silicon chip. These
tests can also be performed automatically by GitLab CI/CD [270]. Figure 2.5a
shows this CI workflow as a flowchart diagram. First, a Docker container needs to
be created using a Dockerfile. This container is then uploaded to a registry server,
where it is available for other users. The GitLab CI configuration needs to include
this Docker container together with instructions. When this configuration file is in
place, GitLab CI automatically runs the defined scripts on every push of changed
source code or data and creates a pre–defined output.

2.3.1 Continuous Analysis

The past decades have seen an enormous change in the software development land- Version
controlscape. Nowadays, it is a well–established philosophy to take advantage of a version

management system to track differences and history of changes and support more ex-
tensive collaboration. The currently used infrastructure (see the top of Figure 2.5b),
where every computer accesses a public folder in the local network, has already
proven efficient and successful over the years. Nevertheless, recent developments of
novel free software facilitate improving this infrastructure and increasing produc-
tivity and collaboration. GitLab provides secure version control of all projects and
automatically analyses the data with Continuous Analysis. Multiple tutorials are
currently created online [271–273] and published in journals [151, 152, 274–277] to
teach scientists programming skills, as well as source–code maintenance and testing
with git and CI tools.

Listing 2.1 shows an annotated excerpt of the used GitLab CI configuration. A Git- GitLab CI
Lab runner, executed as a permanent service on the analysis PC, downloads the git
repository from the server and executes scripts as configured. Specific variables, like
GIT_SUBMODULE_STRATEGY, influence the behavior of the runner. Stages consist of
one or more jobs that run in a given order. Line 10 defines the used Docker image
for a virtual environment. This Docker image contains all requirements needed to
run the code. Line 12 names the current job and all following indented lines! If
some packages or requirements are still missing, a before_script section executes
commands to install them. This installs the local packages spectrumanalyzer, ana,
and EVE. Afterward, the script section runs all tests in the given TEST_DIR. This
variable is changed in lines 36 and 41 to execute the tests from a different test direc-
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(a) CI Workflow

(b) Continuous Analysis Infrastructure

Figure 2.5.: Continuous Analysis. a) Schematic view of the Continuous Inte-
gration workflow and created outputs. b) Depiction of changes in the
infrastructure. Currently, all files are saved and accessed through local
network folders. Continuous Analysis centralizes data and requirements
on the GitLab and Docker registry servers, making data, code, and de-
pendencies easily accessible. Code execution and data analysis can be
performed on any computer using the corresponding Docker image. In-
spired by Beaulieu–Jones and Greene [153].
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tory TEST_DIR. The output files of the scripts can be uploaded to the GitLab server
as artifacts. The artifacts section starting in line 26 configures file–patterns that
point to files that are uploaded after the execution. Optional security scans in lines
43ff. use pre–configured GitLab CI security templates. These can extract additional
information about used dependencies and license compliances. The computational
environment is defined by the used Docker image in line 10. This image can be
created with a self–written Dockerfile.

Listing 2.2 shows an excerpt of the Dockerfile used to create the Docker image. It Dockerfile
is based on a pre–configured Python 3.8 image. Lines 3ff. download and install the
required software to create the documentation and LATEX plots. Lines 13ff. define
needed Python packages for the Python package manager pip. At the end of the file,
an optional entrypoint.sh shell script is copied to the image to start Jupyterlab.
Jupyterlab provides a webserver to program Jupyter notebooks easily. This server is
not needed when combining the image with GitLab CI. Therefore, the ENTRYPOINT
in line 32 has been disabled in the utilized image jupyterlab:ana. Typically, each
processor architecture (x64 or arm) needs a specially designed Docker image. The
Docker image presented here is optimized for x64 processors. In order to create
a similar Docker image for arm processors, the pandoc installation would need a
specialized arm version in line 11.

This Docker image creates custom Docker containers to automate code testing with
GitLab CI. On every updated change of the git repository, GitLab CI automatically
runs pre–defined tests and provides various details after execution.
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variables:
GIT_SUBMODULE_STRATEGY: recursive

stages:
5 - doc

- spectrumanalyzer
- ana
- test

10 image: registry.gitlab.com/ganymede/jupyterlab:ana

ana:prepair:
stage: ana
variables:

15 TEST_DIR: tests/ana/prepair
before_script:

- cd spectrumanalyzer && python -m pip install -e . && cd ..
- cd ana && python -m pip install -e . && cd ..
- cd EVE && python -m pip install -e . && cd ..

20 - python -m pip install coverage
- cd ana
- mkdir output

script:
- coverage run -m unittest discover -s $TEST_DIR

25 - coverage report -m
artifacts:

paths:
- output

only:
30 - master

- develop

ana:fit:
extends: ana:prepair

35 variables:
TEST_DIR: tests/ana/fit

ana:visualize:
extends: ana:prepair

40 variables:
TEST_DIR: tests/ana/visualize

sast:
stage: test

45 include:
- template: Security/SAST.gitlab -ci.yml
- template: Security/Dependency -Scanning.gitlab -ci.yml
- template: Security/License -Scanning.gitlab -ci.yml

Listing 2.1: ana’s GitLab CI Configuration (gitlab-ci.yml excerpt)

Docker
image

install packages

run tests

upload created files

repeat with
different test dir

security scans
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FROM python :3.8

RUN curl -sL https :// deb.nodesource.com/setup_12.x | bash - && \
apt -get upgrade -y && \

5 apt -get install -y nodejs \
texlive texlive -science \
texlive -latex -extra texlive -xetex \
dvipng man -db cm -super graphviz && \

rm -rf /var/lib/apt/lists /*
10

RUN wget https :// github.com/jgm/pandoc/releases/download /2.10.1/
pandoc -2.10.1 -1 - amd64.deb && dpkg -i pandoc -2.10.1 -1 - amd64.deb
&& rm -f pandoc -2.10.1 -1 - amd64.deb

RUN python -m pip install --upgrade pip && \
python -m pip install --use -feature =2020- resolver --upgrade \

15 jupyterlab \
sphinx \
numpy \
scipy \
matplotlib \

20 pandas \
seaborn &&\

jupyter labextension install \
@jupyter -widgets/jupyterlab -manager \
@jupyterlab/toc

25

COPY bin/entrypoint.sh /usr/local/bin/
COPY config/ /root/. jupyter/

EXPOSE 8888
30 VOLUME /notebooks

WORKDIR /notebooks
ENTRYPOINT [" entrypoint.sh"]

Listing 2.2: Dockerfile Jupyterlab (excerpt).
Available at https://gitlab.com/ganymede/jupyterlab.

re-use preconfigured Python image

install software

install Python
packages

copy files

install startup script
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CHAPTER 3

MAGNETIC CHARACTERIZATION TECHNIQUES

Brief Summary

• 3D nano–tetrapods are deposited directly on top of the sensor’s active area
using focused electron beam induced deposition (FEBID).

• Micro–Hall magnetometry provides a versatile tool for magnetic stray–
field and fluctuation measurements.

• Fluctuation spectroscopy extracts information hidden within noise.
• A novel method measures magnetic flux noise (MFN) by combining

micro–Hall magnetometry and fluctuation spectroscopy.

A Hall sensor is a highly sensitive magnetometer to extract magnetic stray–fields.
In the present study, I utilize a custom made Hall sensor for low temperature
and microscale measurements. This sensor measures the magnetic signal of three–
dimensional nano–tetrapods and explores the magnetic characteristics for dynamic
conditions. An automated measurement approach allows high–resolution access to a
signal. This high–resolution access facilitates the analysis and decomposition of elec-
tric and magnetic noise. By analyzing the electric and magnetic noise, I investigate
the magnetic characteristics of newly developed nano–tetrapods.

3.1 3D Nano–Tetrapods

The examined structures are deposited on top of the Hall sensor’s top gate in col- Geometry
laboration with the group of Prof. Michael Huth (Goethe University Frankfurt)
using FEBID. The structures are designed as ferromagnetic CoFe tetrapods, a sin-
gle lattice element from the diamond structure discussed in the introduction. The
magnetic moments in such systems can be frustrated [178, 278]. The tetrapods are
placed as 2× 2 arrays in the center of one of the hall bar’s active areas. Figure 3.1
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Figure 3.1.: Hall Sensor with 3D Nano–Tetrapods. Scanning electron micro-
scopy (SEM) image of the micro–Hall sensor with nano–tetrapods de-
posited on top. The tetrapods are arranged in 2× 2 arrays 2µm apart
centered in the Hall sensor’s active area. This area is highlighted in blue
(Crosses) and red (Plusses). The insets reveal the three–dimensional
projection to clarify the arms’ relative directions (Images by Fabrizio
Porrati).

depicts the used micro–Hall sensor after the deposition of the nano–tetrapods. Be-
cause of the tetrapod’s characteristic shape from this perspective, the blue (left)
and red (right) colored structures are named Crosses and Plusses, respectively. All
eight single element tetrapods are identical, differing only in the relative orientation
of the external field. The Plusses and Crosses are rotated by 45◦, which leads to
complex inter–element interactions. The structure’s size was chosen for its relatively
small and simple geometry. The array consists of four structures per cross. This
counters expected difficulties in obtaining a large enough magnetic stray–field from
the structures.

3.2 Experiment

3.2.1 Hall Sensor

A schematic view of the sensor is shown in Figure 3.2. The teal–colored, two–Sensor
dimensional electron gas (2DEG) is located about 70 nm below the golden top gate.
Multiple differently doped AlxGa1−xAs layers are above and below the 2DEG (not
displayed in the figure). Such micro–Hall sensors are created with an enormous
investment of workforce and specialized instruments [279]. The employed sensor

26



3.2.1 Hall Sensor 3.2 Experiment
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Figure 3.2.: Geometric sketch of the used Hall sensor. The gold top gate and
conducting two–dimensional electron gas (2DEG) are painted in yellow
and teal, respectively. The 2DEG is approximately 70 nm below the
top gate and accessible through the numbered connection points. The
sensors’s active area highlighted red is positioned in the 2DEG and has
a size of 3 × 3µm2. The nano–tetrapods are deposited on top of the
top gate centered in the middle of the active area. The Hall sensor
is rotate–able around the y–axis, thus enabling the application of an
external magnetic field H⃗ext at varying angles θ.

was fabricated by Merlin Pohlit [266] and characterized by Mohanad Al Mamoori
[202].

The sensor’s top gate serves as a substrate for the nanostructures and allows manip- Top gate
groundingulation of the electron density of the 2DEG. This manipulation reduces avoidable

noise sources during the measurement [212]. The Hall sensor’s signal–to–noise ratio
(SNR ∼

√
N/γH) depends on the material–specific Hooge–parameter γH , and the

number of electrons N = A · ne inside the active area, which depend on the area of
the Hall crosses A and the electron density ne. The top gate and an unused Hall
bar connection are connected to the ground in order to avoid potential fluctuations.
This grounding is done by the current and voltage source Yokogawa 7651 (see Fig.
3.3b, purple, top right corner).
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(a) Cryostat and IVC (b) Instruments

Figure 3.3.: Photographs of the experimental setup. (a) Cryostat (right) with
the opened inner vacuum chamber (IVC, left). Insets are showing a
zoomed–in view of the rotate–able sample holder (bottom) and Hall
sensor. (b) Used instruments for magnetic fluctuation measurements
(magnetic power supply and temperature controller not shown). The
IVC connection box (yellow) is connected to the 2DEG through the
sample holder.
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Figure 3.4.: Gradiometry Setup. A schematic representation of the experimental
setup is drawn as an electric circuit diagram. The external magnetic
field H⃗ext is applied at an angle θ in the x–z–plane. The gradiometry
box (green) splits the voltage into two currents I1 and I2. These are
sent in opposite directions to cancel the effect of the external field in–
situ. The resistors R1 and R2 balance the currents while the capacitors
C1 and C2 eliminate possible phase differences. The Hall voltage VH

is measured perpendicular to the currents, here along the x–axis. The
top gate and one vacant Hall cross are grounded in order to suppress
potential fluctuations.

3.2.2 Micro–Hall Magnetometry

All experiments were performed inside a helium–4 bath cryostat by Janis Research. Cryostat
Figure 3.3a shows a photograph of the cryostat (right). The cryostat is equipped
with a superconducting magnet and an inner vacuum chamber (IVC, left). Inside
this IVC, the cryostat provides wiring to a heater and a sample holder underneath
the top–most sensor (inset bottom). The sample holder can be rotated around
one axis at an angle θ of circa −120◦ ≲ θ ≲ 120◦. A small amount of helium
exchange gas couples the sample holder thermally to the surrounding He bath. The
heater manipulates the temperature during the measurements and is commonly
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operated by a proportional–integral–derivative (PID) temperature controller. The
present study uses the temperature controller LS340 (Lake Shore) and the magnet’s
intelligent power supply IPS120 (Stanford Research Systems) to control the heater
and superconducting magnet, respectively.

An external magnetic field H⃗ext, driven through the cryostat’s superconducting mag-Hall effect
net, changes the magnetization of a placed sample. The magnetized sample creates a
local magnetic stray–field, which superposes the external field. This local magnetic
stray–field usually allows the observation of a hysteresis loop — the ferromagnetic
fingerprint [280]. Hysteresis loops usually depend on the temporal history of the
external magnetic field. The resulting Hall voltage VH = (ne · e)−1⟨Bz⟩ (e: elemen-
tary charge) is proportional to the averaged magnetic stray–field perpendicular to
the sensor’s surface ⟨Bz⟩ (here: z–direction). The influence of the external field
on the resulting signal depends on the applied angle ⟨Bz⟩ = |µ0H⃗ext| cos θ. In prac-
tice, this allows for a precise rotation of the sensor. After determination of the
maximum signal Vmax = VH(θ = 0◦) for a stationary field, the desired signal can be
calculated for any new angle VH(θnew) = Vmax·cos(θnew). During the rotation, capac-
itive and thermal effects can influence the result and add an error of approximately
∆θ ≈ ± 2− 5◦.

Figure 3.3b displays a photograph of the instrument rack highlighting the usedExperiment
instruments. The IVC connection box (yellow) provides wiring to access the sensor
inside the cryostat. The default measurement setup for all angles θ ̸= ±90◦ is
shown in Figure 3.4. The lock–in amplifier SR830 (blue, Stanford Research Systems)
generates an oscillating voltage Vout and measures the signal. The gradiometry box
(green) splits the oscillating voltage into two separate signals. Here, transformers
T1 and T2 split the signal before the conductors C1 and C2 and resistors R1 and
R2 are modulating the phase and adjust the resulting current Ix = Vout/Rx (where
x ∈ {1, 2}), respectively. This process results in two currents I1 and I2, that flow into
opposite directions, for example connecting I1 (13+—1−) and I2 (6+—8−) to measure
the Plusses with the gradiometry technique (see Fig. 3.2). The second current I2,
which flows through an empty cross, creates an opposite Hall voltage annulling this
superposed signal. The resulting Hall voltage VH , measured at 7+—14−, is reduced
by a factor of up to 103. The gradiometry technique allows the cancellation of
the external magnetic field signal in–situ. This in–situ cancellation was derived
from the gravity gradiometry technique [281]. The gradiometry technique improves
the sensitivity significantly and provides a powerful tool when facing large external
signals.

As mentioned above, the gradiometry technique is well suited to remove the back-Background
ground for angles θ ̸= ±90◦. After the in–situ subtraction of the external magnetic
field, a linear and non–linear background remains. A linear regression at negative
saturation determines the linear part. Determining the non–linear part is more

30



3.2.3 Magnetic Fluctuations 3.2 Experiment

challenging and transgresses the scope of this study. When the external field is
applied parallel to the sensor’s surface (θ = ±90◦), the external field superposes no
significant Hall voltage. These angles allow sending a single current along with the
long bar 7+—14− and measuring all three Hall signals simultaneously (in parallel).
In contrast to the gradiometry technique, this is called the parallel technique. The
small background signal is then obtained from the empty cross. All fitted curves pre-
sented in the results are retrieved by subtracting the above–described background.
Additionally, a difference plot also eliminates the non–linear background. How-
ever, eliminating this non–linear background causes information loss. The difference
plot represents the width of the magnetic hysteresis loop at a given field by sub-
tracting them ∆Bz(Hext) = ⟨Bdown(Hext)⟩ − ⟨Bup(Hext)⟩, where ⟨Bdown(Hext)⟩ and
⟨Bup(Hext)⟩ are the calculated measured stray–fields during the down–and up–sweep
of the magnetic field, respectively. The area under the ∆Bz curve is equal to the
area of the hysteresis loop. In practice, with varying discrete measurement values
for Hext, it is necessary to interpolate before performing the subtraction. These
background fitting methods are programmed into ana.Hloop (see Section 2.2.2).

3.2.3 Magnetic Fluctuations

The above–described background subtraction methods are changing the signal only Electric noise
marginally and, therefore, preserve vital information. This information is extracted
through the resulting hysteresis loops and difference plots. The aforementioned high
temporal resolution enables the analysis to additionally measure electric noise. This
noise is amplified before it is processed by the lock–in, using a pre–amplifier, like
the SR560 (Stanford Research Systems, see Fig. 3.3b, top left corner, teal). After
both the pre–amplifier and lock–in amplify and filter the signal, it is relayed for
post–processing.

Two post–processing techniques are compared. First, the signal is relayed to the SR785 and
SR830DAQsignal–analyzer SR785 (Stanford Research Systems, see Fig. 3.3b, bottom, orange).

This instrument automatically applies the fast Fourier transformation (FFT) multi-
ple times, averages it, and outputs the power spectral density (PSD) in the frequency
domain. As a result of this process, the original time–signal is not accessible any-
more. This absent signal is usually not burdensome when the emanating process
is stationary, in place, and ergodic in time. In such a case, the signal follows the
normal distribution, and the PSD represents the signal’s entire noise. In contrast,
the previous statement does not apply to dynamic processes, where a signal changes
the mean value over time and loses its ergodicity. In aforesaid dynamic processes,
higher–order power spectra (second spectrum) are necessary to determine the signifi-
cant noise characteristics. Those noise characteristics use the temporal development
of the time–resolved PSD (see Section 2.2.1). This information is accessible through
the original time–signal measured by the lock–in’s internal buffer. The correspond-
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ing EVE instrument function SR830DAQ (see Section 2.2.2, Page 12) is capable of
performing automated routines, such as writing a list of commands that programs
multiple instruments at once.

The combination of electric noise and magnetic characterization measurements opensMagnetic
noise exciting windows of opportunities. To seize these opportunities, I examined the mag-

netic noise under various conditions. The Hall bar’s and structures’ static noise is
obtained by selecting and preparing stationary positions inside the hysteresis loop.
The opportunity to measure long time–signals automated through EVE’s routines
allows the preparation of many equidistant positions inside the hysteresis. This
approach generates an immense amount of data that is needed for the investiga-
tion of low–frequency dynamics. Additionally, various conditions during a changing
external magnetic field are explored.
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CHAPTER 4

RESULTS

This chapter investigates the nano–tetrapods’ magnetic properties by exploring the
response to an external magnetic field. The investigation explores symmetries and
questions reproducibility to answer where and how magnetic noise emerges. First,
the nano–tetrapods’ ferromagnetic fingerprint is observed through hysteresis loops.
The structures’ comparison extends throughout selected angles θ of the external
magnetic field Hext. As expected, repetitions with identical initial conditions ques-
tion reproducibility by yielding different fingerprints. To solve this puzzle, the mea-
surements’ noise is analyzed in the frequency space with the signal–analyzer. This
analysis hints towards regions of interest in the hysteresis. Additionally, the data
acquisition functionality of the SR830 allows an additional analysis of the tem-
poral signal in these regions of interest. This additional analysis unveils noise in
metastable states inside the hysteresis. Finally, the signal–analyzer’s measurements
are reproduced using the novel SR830DAQ functionality.

All displayed plots were created using ana’s test cases available via the supplemental
information (see Appendix A). Interested readers are welcome to examine the source
code and data. For this purpose, every caption includes the function name used to
create the corresponding plot. Some legends and titles also include the measurement
number, granting individual data exploration and employment of personal analysis
techniques.

4.1 Magnetic Hysteresis Loops

Plusses (left) and Crosses (right) have a characteristic, angle–sensitive hysteresis
loops (see Fig. 4.1 and 4.2). Plusses and Crosses display individual hysteresis loops
at almost all angles. The average magnetic stray–field through the active area of the
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Figure 4.1.: Hysteresis Loops (θ = ±45◦). Magnetic hysteresis curves measured
as magnetic stray–field ⟨Bz⟩ during up–and down–sweep of the external
field Hext at T = 30K. The measured stray–field ⟨Bz⟩ is shown as a
difference from the negative saturation. After setting the angle θ to +45◦

(upper half) or −45◦ (lower half), the Plusses (left) and Crosses (right)
are measured subsequently using the gradiometry technique. Created
by test_plot_compare_hyst().

Hall sensor ⟨Bz⟩ is recorded during an up–and down–sweep of the external magnet.
Therefore, the shown values for the magnetic stray–field ⟨Bz⟩ should be interpreted
as relative values.

The Plusses and Crosses consist of multiple rotational and mirror symmetries (see
Figure 3.1). Presumed inter–element dipolar coupling between single tetrapods may
increment due to these symmetries. This dipolar coupling is expected to be stronger
between the Plusses’ tetrapods, as their arms link horizontally instead of diagonally,
decreasing the interaction distance. Such magnetically coupled nanostructures may
exhibit a complex switching behavior resulting in individually shaped hysteresis
loops depending on various parameters.
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Figure 4.2.: Hysteresis Loops (θ = ±90◦). Magnetic hysteresis curves for an
external field applied parallel to the sensor’s surface. Measured Plusses
and Crosses simultaneously with the parallel technique. Created by
test_plot_compare_hyst_par().

4.1.1 Angular Comparison

The hysteresis loops display a sensitive behavior concerning the external field’s an-
gular interaction on the nano–tetrapods’ shape (Plusses or Crosses). First, at an
angle of θ = ±45◦ (see Fig. 4.1), the external field acts nearly parallel to the x–z–
plane of at least two arms (compared with Figure 3.2). The gradiometry technique
applied here allows susceptible measurements, despite a large signal originating from
the external field. These sensitivities offer several exciting insights.

All four hysteresis loops appear like smooth magnetization curves in most regions,
except after passing the remanence on the path towards saturation. Within the first
50mT after the externally forced magnetic polarisation’s reversal, many spikes and
steps occur in all hysteresis loops. The spikes develop very soon near the remanence.
Later, between 50 to 100mT, many separate small steps appear, indicating single
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Figure 4.3.: Repeated Hysteresis (Plusses). Four subsequent repetitions of
magnetic field sweeps in parallel configuration (90◦) with identi-
cal initial experimental parameters. Up–and down–sweeps are high-
lighted in light and dark colors, respectively. Insets display a
zoomed–in view of color–coded regions. The difference plot shows
a significant variation between the measurements. Created by
test_plot_compare_multi_hyst_plusses().

switching processes. The spikes develop a stronger behavior at more extreme angles
θ = ±90◦ (see Fig. 4.2).

However, for pair–wise particular angles, the loops are quite similar, for example, at
±45◦ or ±90◦. Notably, the particular angles of ±90◦ open the window of opportu-
nity to scrutinize the signal of the nano–tetrapods on top of the sensor. Generally,
these susceptible signals are hidden beneath a superposed large background signal of
the external field, as explained previously (see Section 3.2.2, Page 30). Nevertheless,
by measuring the particular angles of ±90◦, one can filter out the superposed signal
without the gradiometry technique.
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Figure 4.4.: Repeated Hysteresis (Crosses). Same repetitions as in Figure 4.3.
Created by test_plot_compare_multi_hyst_crosses().

The Plusses’ and Crosses’ hysteresis loops develop unique characteristics at these
particular angles of θ = ±90◦ without distinctly altering the general description
above. A closer inspection of Figure 4.2 shows a remarkable similarity between plus
and minus 90◦. The contrasting curvatures indicate remnants of the background
signal.

Micromagnetic simulations performed by Prof. Michael Huth (Goethe University
Frankfurt) and macro–spin simulations executed by Prof. Christian Schröder (Biele-
feld University of Applied Sciences) revealed details about the magnetization distri-
bution at several states inside the hysteresis loop. The micromagnetic simulations
suggest nucleation and propagation of vortex domain wall–like structures near the
remanence [202]. These simulations further indicate that the hysteresis loop’s shape
is mainly influenced by the nano–tetrapods’ anisotropy towards the external field
(Plusses or Crosses). Those inter–element dipolar interactions mentioned earlier
may affect the shape of the hysteresis loop in a subordinate role. Final simulations
and discussions are still in progress.
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To briefly summarize, the hysteresis loops are sensitive to the nano–tetrapods’ orien-
tation (Plusses or Crosses) and the external magnetic field’s applied angle θ, except
for pair–wise particular angles. Near the remanence, simulations suggest vortex–like
magnetization states, represented by spikes in the hysteresis loop. Still, a relevant
question remains. Are these results reproducible?

4.1.2 Repeated Hysteresis Loops

Figures 4.3 and 4.4 show subsequently measured hysteresis loops of the Plusses and
Crosses, respectively. Zoomed–in color–coded insets expose a more detailed view
of selected highlighted areas. These insets reveal a remarkable similarity between
the measurements in regions without observable switching processes. As a side–
note, Figure 4.4 contains some peaks with a seemingly approaching infinite gradient.
These artefacts result from software bugs in EVE during the measurement, causing
missing characters in the saved values. This problem only occurred once and could
be solved. The data, however, were left untouched for integrity reasons and did not
influence any results.

The general features of hysteresis are robustly reproducible (see Fig. 4.3 and 4.4).
Nevertheless, a few details are not reproducible: the spikes that occur after passing
the remanence on the path towards saturation (see Fig. 4.3b-c and Fig. 4.4a). When
the external field drives domain walls through the nanostructures with characteristic
pinning potentials, complex spin interactions occur. For such a quantum–mechanical
process, the uncertainty principle may impose particular reproducibility restrictions.
These restrictions only allow a stochastic description of the process.

The investigated nano–tetrapods’ hysteresis loops are not uniquely reproducible.
The magnetization curves of subsequently repeated hysteresis loops follow several
nearly equivalent paths in the phase space that differ between cycles. This spread
δVH = VH − ⟨VH⟩ from the long–term mean ⟨VH⟩ can be observed through a sta-
tistical ensemble of accumulated measurements. In the saturated (outer) areas of
Figure 4.3 and 4.4, the repeated curves start and end in slightly different states.
This behavior may result from thermal instabilities or capacitive effects in the exper-
imental setup during the measurements, preventing the exact repetition of identical
states. Nevertheless, the small ensemble of the four measurements shown here al-
ready identifies positions with considerable fluctuations. These fluctuations depend
on the amplitude and the temporal gradient (up–or down–sweep) of the external
magnetic field Hext. This is the primary motivation to investigate these fluctuations
for desirable, beneficial insights into dynamic processes.
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4.2 Magnetic Flux Noise (MFN)

The noise (still defined as the spread δVH from the mean) comprises several electric
and magnetic components. The noise contributions originating from the detected
magnetic flux are called magnetic flux noise (MFN). Unsurprisingly, there are more
efficient ways to measure MFN than the one outlined before.

4.2.1 Signal–Analyzer (SR785)

While noise is typically examined under static conditions, our approach aims to
investigate magnetization dynamics. The noise of such dynamic processes is more
straightforward to measure by examining the magnetic response to an altering exter-
nal field. Such an approach has been used by Bertotti to study magnetic Barkhausen
noise [253–256]. His investigations exposed a 1/f 2 behavior of the PSD [280, Ch.
9.3].

A state–of–the–art noise measuring technique is using a signal–analyzer. The signal–
analyzer measures an electric signal and outputs the averaged Fourier transforma-
tion. The FFT over the entire sensor signal during a field sweep indicates the MFN’s
power–spectral density (PSD) in my experiment. The PSD is obtained during a field
sweep and averaged over multiple bins. In this process, the signal’s specific values
are insignificant, as the fluctuations are filtered out.

Figure 4.5 shows the MFN’s PSD for different field sweeps. For sweeps at large
fields (blue and green lines), only frequency–independent thermal background noise
is observable. However, when sweeping inside the hysteresis, the nanostructures’
magnetic signal exclusively exhibits a SV ∼ 1/f 2 behavior. In contrast, the PSD
of an empty Hall bar (light red) does not share this characteristic behavior. This
is a remarkable observation, suggesting that the observed MFN indeed originates in
the magnetization dynamics of the CoFe nano–tetrapods. The MFN spectra display
no significant change considering the range of the sweep, as long as the field sweep
covers the inside of the hysteresis.

Except for Figure 4.5b, all shown measurements up to here were measured at a
temperature of 30K. Figure 4.6 shows the thermal influence on the MFN’s PSD. In
this measurement, the nano–tetrapods are negatively saturated before measuring the
signal during the up–sweep between −25mT and +25mT. There is no significant
difference in the noise in Figure 4.6. Therefore, all following measurements have
been conducted at T = 15K.

Nevertheless, the signal–analyzer can only provide highly aggregated results. It can
output neither any time series nor allows it access to intermediate results. By now,
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Figure 4.5.: Noise PSD during field sweep. Signal–analyzer (SR785) measure-
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Figure 4.6.: Comparison of different temperatures (Plusses). Multiple noise
spectra of the Plusses’ magnetic signal during the up–sweep between
−25mT and +25mT. Measurements were taken at various tempera-
tures between 5K and 30K (see legend). Insets display resulting am-
plitude SV (f = 1Hz) and slope α from a linear regression between
20mHz < f < 700mHz. Created by test_sa_temp().

we identified the position inside the hysteresis loop where magnetic noise occurs.
In a noise–prone region of this two–dimensional phase space, the MFN’s temporal
development is scrutinized next.

4.2.2 Lock–In Data Acquisition (SR830DAQ)

In this experiment, the measurement is paused mid–way through the field sweep
while the sensor keeps measuring to explore the MFN’s temporal development. The
stray–field’s temporal fluctuations at static fields may be a more accurate indicator
of the MFN, as they contain more extractable information than the one used in the
previous section. This approach was inspired by Diao et al. [282].

The number of interruptions and measurements’ durations defines how detailed the
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Figure 4.7.: Time–signal’s KDE at various field positions inside the hys-
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Figure 4.8.: Time–signals at selected field positions inside the hysteresis
(Plusses). Measured Hall voltage over time for 2048 s after stopping
at specific field during down–/up–sweep, respectively. Solid lines show
the time–signal in front (bottom axis) with a normalized histogram and
it’s outlining KDE in the background (top axis). The time–signals are
color–coded to fit the colors of Figure 4.7. Created by test_time().
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Figure 4.9.: Time–signals at selected field positions inside the hysteresis
(Plusses, m446). Measured Hall voltage over time after interrupt-
ing a down–sweep. Solid lines show the time–signal in front (bottom
axis) with a normalized histogram and it’s outlining KDE in the back-
ground (top axis). The time–signals are color–coded to fit the colors of
Figure 4.10. Created by test_time2().

magnetic fluctuations inside the hysteresis loop are captured. Therefore, for the
measurements in this section, the angle of the external magnetic field θ has been set
to 45◦. At this angle, the hysteresis loop is small enough to measure the inside using
40 interruptions between ±100mT without changing the lock–in’s sensitivity.

Time–signals

Figure 4.7 shows the kernel density estimation (KDE) of the detected signals at spe-
cific external field values noted aside. The KDE serves the time–signal’s distribution
∆VH around the mean and is normalized to represent a probability distribution.
Shown here is only the noise–prone region right after passing the remanence. As a
reminder, the spikes only occur in this noise–prone region of the hysteresis loops (as
shown in Fig. 4.1 to 4.4).

There are a few fields where the signal has a single mean value and normal distribu-
tion. This is the expected behavior, which can also be observed in other hysteresis
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loop regions and empty Hall signals. Nevertheless, it is more common in the selected
region that multiple mean values exist. This is the first evidence for a non–ergodic
signal.

Figure 4.8a shows the raw measured signal at respectively highlighted positions in
Figure 4.7. These time–signals reveal several distinguishable steps that indicate
spin switching processes. This result is pivotal to explain the spread δVH of the
four experiments’ mean in Figure 4.3 as it represents temporal instabilities at static
fields — metastable magnetization states inside the hysteresis loop. Such sponta-
neous switching processes are known to appear in thermally activated systems [283].
Evidence for such thermally activated switching processes in similar CoFe nanostruc-
tures has been found by Mohanad Al Mamoori [202]. Consequential, it is reasonable
to suggest that the spontaneous switching processes are thermally activated. In de-
tail, thermal activation processes are statistically describe–able. Therefore, a bigger
statistical ensemble of measurements could uncover further interesting statistical
properties.

Analysis overview

The chosen method of measuring the time–signal yields large amounts of data. An
analysis overview over each measurement gives the most informative details at a
glance (see Fig. 4.10 and 4.11). The first plot (I.) displays the signal’s PSD in the
unaltered axis design from the last section. The second plot (II.) shows the PSD
as a contour plot with the different external field positions on the x–axis and the
frequency on the y–axis. As in the previous visualization, frequency and PSD axes
are displayed logarithmically.

In the third plot (III.) of each analysis overview, a linear regression applied at
frequencies below 2mHz determines the PSD’s slope α. This slope is significantly
elevated in Figure 4.10 at the highlighted field positions of Figure 4.8a. Two extra
signals inside the noise–prone region disclose slopes larger than 1.5. are at external
fields −5mT and 10mT. Closer inspection of the time–signal at those fields (see
Fig. 4.9) reveals a single confined step with a magnitude of multiple mV. Other
time–signals at larger fields do not exhibit such steps.

Comparable to the slope, the integral (IV.) expresses the power of the noise. This
integral shows a relationship like SV (B) ∼ B2. This result reproduces expecta-
tions from previous findings [211, 284] and indicates the Hall device’s background
noise. The presented time–signals from Figure 4.8a and 4.9 (down–sweep) feature
an elevated noise power well above the background noise (see Fig. 4.10). Unfortu-
nately, this could not be reproduced with the noise powers or slopes in Figure 4.11
(up–sweep).
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Figure 4.10.: Analysis overview: Down–sweep (m446). Multiple plots show ex-
tracted information from the analysis of MFN measurements during an
interrupted field sweep. See text for details. Created by test_info().

The fifth inset plot (V.) shows the time–resolved PSD at a single position in-
side the hysteresis. This time–resolved PSD is automatically created through the
spectrumanalyzer’s algorithms (see Section 2.2.1). Similar to the PSD’s contour
plot (II.), the y–axis displays the frequency, and the z–axis displays the PSD S

(n)
V (f),

but the x–axis represents the temporal dimension. The time–resolved PSD in Fig-
ure 4.10 shows several identifiable spikes (dark blue) at times t < 400 s, which, com-
pared with Figure 4.8a (right, blue time–signal), determine temporal areas with con-
siderable magnetization jumps. Furthermore, around t ≈ 750 s, a separate, smaller
spike pinpoints the last significant switching process discoverable in Figure 4.8a.

The last inset plot (VI.) displays the captured signal as an error bar over the external
field position. The error bar’s size is twice the variance of the signal (∆VH = 2σ).
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Figure 4.11.: Analysis overview: Up–sweep (m447). Multiple plots show ex-
tracted information from the analysis of MFN measurements during an
interrupted field sweep. See text for details. Created by test_info().

4.2.3 Method Comparison

The results of both methods (SR785 and SR830DAQ) are compared in equivalent
situations to ensure the comparability of both measurement techniques. The exper-
iments in this section follow the same approach as related measurements with the
signal–analyzer SR785 (presented in Section 4.2.1).

All measurements in this section investigate the Hall signal’s PSD during the up–
sweep between −25mT and +25mT after negative magnetic saturation. The exter-
nal field is applied at an angle of θ = 90◦, and the parallel measurement configuration
is employed.
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The experiments were performed with small variations: The signal–analyzer (SR785)
produces better results with a pre–amplifier. This pre–amplifier magnifies the de-
tected signal by a factor of 20 but also augments its noise. However, the SR830DAQ
measures the noisy signal directly without an intermediate pre–amplifier. The
signal–analyzer also measured with a different time–constant setting in the lock–in
to acquire more extensive frequency ranges. A time–constant of τ = 3ms (SR785)
averages faster, leaving more noise residues in the signal. The SR830DAQ obtained
the values at a time–constant of τ = 100ms, as a sampling rate of 8Hz has proven to
produce the best results. These variations may lead to a scale difference of multiple
magnitudes in the PSD.

Sweeprates

First, both methods compare various sweeprates, the velocity of the external mag-
netization’s change. Figure 4.12a shows the resulting PSD output of the signal–
analyzer (SR785). Except for the slowest sweeprate, all other sweeprates unveil a
noteworthy similarity. Figure 4.12b shows the analysis of the SR830DAQ method.
Both methods exhibit a clear SV ∼ 1/f 2 behavior for all sweeping measurements,
independent of the sweeprate.

A closer inspection of the insets, specifically the calculated amplitude SVH
(f = 1Hz),

exposes a correlation between the sweeprate and the PSD’s amplitude beneath
d/dt(µ0Hext) ≤ 1mT/min. This correlation is hardly detectable and only be-
comes visible without the calculated fit, when focusing on sweeprates d/dtµ0Hext ≤
0.25mT/min. It is reasonable to conclude that a lower sweeprate is accompanied by
a clear decrease in the noise power, at least for very low sweeprates. However, con-
sidering the inset’s scale, for sweeprates d/dt(µ0Hext) ≥ 0.5mT/min this statement
should be considered uncertain.

Unfortunately, a software bug prevented posterior repetition of such measurements
at low sweeprates to determine the this behavior’s tenability. In the attempt to
repeat these low sweeprates’ measurements, the EVE instrument module for the
magnetic power supply IPS120 could not start the sweep of the magnet. Conse-
quentially, the black line displays a single measurement without any field change (at
µ0Hext = −25mT with preceding negative saturation), as opposed to the other’s
1/f 2 behavior.

Current amplitudes

Figure 4.13a shows the same ±25mT sweep–range for various driving current ampli-
tudes. It is expected that a current dependence would scale the noise like SV ∼ I2.
This expectation could not be verified with the signal–analyzer (SR785). Instead,

48



4.2.3 Method Comparison 4.2 Magnetic Flux Noise (MFN)

(a) SR785

10−2 10−1 100

f [Hz]

10−6

10−5

10−4

10−3

10−2

S
V
H

[V
2
/H

z]

1/f 2

Sweeprates (SR785)

m382: 5 mT
min

m354: 2 mT
min

m351: 1 mT
min

m355: 0.5 mT
min

m353: 0.25 mT
min

m352: 0.1 mT
min

0 2 4

Sweeprate d
dtµ0Hext

[
mT
min

]

10−6

S
V
H

(f
=

1
H

z)

(b) SR830DAQ

10−2 10−1 100

Frequency [Hz]

10−15

10−14

10−13

S
V
H

[V
2
/H

z]

1/f 2

Sweeprates (SR830DAQ, m507)

0.0e+00 T/min

1.0e-03 T/min

1.5e-03 T/min

2.0e-03 T/min

1.00 1.25 1.50 1.75 2.00

Sweeprate d
dtµ0Hext[mT/min]

1.3× 10−15

1.4× 10−15

1.5× 10−15

1.6× 10−15

1.7× 10−15

1.8× 10−15

S
V
H

(f
=

1
H

z)

1.00 1.25 1.50 1.75 2.00

Sweeprate d
dtµ0Hext[mT/min]

1.8

2.0

α

Figure 4.12.: Comparison of different sweeprates. Repeated measurements of
similar conditions to compare both measurement techniques. See text
for details. Created by test_compare_sweeprates().
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Figure 4.13.: Comparison of different current amplitudes. Repeated measure-
ments of similar conditions to compare both measurement techniques.
See text for details. Created by test_compare_current().
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the PSD’s amplitudes are remarkably insensitive to changes in the applied current.
Although the inset’s result of the fitted PSD amplitude exposes a detectable corre-
lation between the current and PSD, this correlation is doubtful when considering
the PSD’s scale and omitted error bars.

Posterior repetition of the experiment with the SR830DAQ (see Fig 4.13) yields the
expected behavior. The fitted amplitude SV (f = 1Hz) displays a clear SV ∼ I2

relationship, which also becomes evident in the PSD.

Interestingly, the slope α also displays a correlation with the current I, noticeable
with both methods. This correlation between α and I is remarkable because it has
not been discovered in the literature yet and is worth further investigation.

To summarize, the measured hysteresis loops of the nano–tetrapods are sensitive to
the relative orientation of the tetrapods towards the external field. Subsequent repe-
tition of identical experimental parameters yields several nearly equivalent hysteresis
loops with identifiable noise–prone regions. In such noise–prone regions, the mag-
netic stray–field at static states exhibits spontaneous switching processes observable
via distinguishable steps in the time–signal. The analysis framework ana provides
an analysis overview that grants insight into the most significant statistical details
of multiple measurements at once. This analysis overview helps to quickly identify
individual time–signals with spontaneous switching processes. These switching pro-
cesses are deduced to indicate metastable magnetization states inside the hysteresis,
which may originate from thermally activation. The frequency–dependent analy-
sis of the MFN scrutinizes the signal’s PSD with a signal–analyzer during a field
sweep and displays a clear SV ∼ 1/f 2 behavior, which only occurs when sweeping
over noise–prone regions. Noteworthy, this behavior is insensitive to changes of the
temperature or external field’s sweeprate. A comparison between both methods in
similar conditions displays a good reproduction of this 1/f 2 behavior with the new
SR830DAQ method.
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CHAPTER 5

DISCUSSION

The initial objective of this study was to identify and characterize magnetic fluc-
tuations. As a test system, we chose three-dimensional ferromagnetic CoFe nano–
tetrapods. These nano–tetrapods were grown via FEBID on top of a home-built
micro-Hall sensor, a collaboration project with Prof. Michael Huth (Goethe Uni-
versity Frankfurt). In order to discover the nano–tetrapods’ specific properties, the
magnetic response to an altering external field is scrutinized. Two statistical analysis
methods, precisely a signal–analyzer SR785 and a novel data acquisition technique
(SR830DAQ), determine the signal’s PSD to observe frequency–dependent noise.

The SR830DAQ technique utilizes previously unused functionalities of the lock–in
amplifier SR830 to dissect the lock–in’s time–signal directly. The presented re-
sults serve as a »proof of principle« demonstration of this developed measurement
technique. It allows high–resolution measurements of the Hall signal’s temporal
development. This temporal investigation reveals metastable magnetization states
in noise–prone regions, which are directly observable in the acquired time–signal.
Additionally, repetition of similar measurement conditions corroborates findings of
1/f 2 noise when sweeping the field over noise–prone regions near the remanence.
Follow–up experiments will validate the equivalence of both methods on structures
with well–known behavior.

The Hall signal’s PSD can indicate noise characteristics presumably emanating
from these metastable magnetization states. The introduced Python data analysis
framework ana provides an analysis overview for such interrupted MFN measure-
ments, which can help identify such metastable magnetization states. This analysis
overview revealed an elevated slope and power in the noise of time–signals that
contain observable steps. Sizeable steps can be additionally identified in the time–
resolved PSD. In other artificial spin–ice systems, thermally induced magnetization
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switching processes have been observed [283]. This investigation includes a statisti-
cal »survival time« analysis. Such an analysis could further scrutinize the metastable
magnetization states’ statistical characteristics and corroborate the deduction that
such metastable magnetization states originate from thermal activation processes.

Furthermore, the Hall signal averaged over a field sweep inside a noise–prone re-
gion always yields a characteristic 1/f 2 spectrum, possibly indicating domain wall
motions [280, Ch. 9.3]. These characteristic spectra are remarkably insensitive to
changes in the temperature or external field’s sweeprate. Unlike Bertotti [280, Fig.
9.14], the noise presented in this study appears exclusively in very low frequencies
and does not exhibit a sweeprate dependence.

The correlation between the PSD and current amplitude could only be observed
with the SR830DAQ method. Measurements with the signal–analyzer (SR785) of a
pre–amplified signal could not reveal such a correlation. These contrasting results
deserve further investigation. Because of the metastable magnetization states in the
observed region, the PSD of such measurements is also more meaningful for larger
statistical ensembles than those presented. Such larger ensembles would further
allow the determination of accurate error bars for the applied linear regressions.
However, ana does not yet analyze the error of calculated fits. The insets’ scales
of presented PSD’s regression results suggest that the error explains single outlier.
The presented fitting results and their errors highly depend on the range where the
fit is applied. Except where noted otherwise, the default fitting–range is between
20mHz < f < 700mHz. These values have proven useful to avoid the inclusion of
artefacts.

The angle of the external magnetic field θ is determined through the Hall signal’s
proportion to the maximum signal at θ = 0◦. Because of thermal instabilities
and their influence on the Hall effect, this proportion can not be determined with
exact confidence. Therefore, every change of the angle θ results in an error of
approximately ∆θ ≈ ±2 − 5◦. Subsequent measurements are always performed at
identical angles, but exact posterior reproduction of specific measurements at precise
angles is only possible to a limited extend.

The magnetic stray–field’s calculation from the Hall voltage assumes an ideal squared
active area of the Hall cross and a constant applied current of I = 2.5µA. Diffraction
effects in the fabrication process result in rounded edges (see Fig. 3.1). The calcu-
lated magnetic stray–field should take a Hall response function FH(x, y) into account
to consider ballistic and diffusive transport regimes [285, 286]. However, the data
analysis in this thesis assumes the response function to be a constant FH(x, y) = 1,
as the estimation demands extensive calculations and exceeds this thesis’s scope.
This negligence results in a relative error, which is presumed to be approximately
30%. The effect of the applied current on the stray–field’s calculation is discussed
next.
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The applied current varies only slightly when applying the gradiometry technique.
In this configuration, the limiting resistors R1 and R2 manipulate both applied cur-
rents I1 and I2, respectively. These limiting resistors were usually adjusted between
1MΩ ≥ R1/2 > 1.05MΩ in order to balance the gradiometry technique for individ-
ual angles. An applied voltage of Vin = 2.5V results in an effectively applied current
of I1/2 ≈ 2.5µA − δI1/2 where the difference δI1/2 to the assumed applied current
has an upper boundary of

δI1/2 ≤
2.5V

1MΩ
− 2.5V

1.05MΩ
≈ 0.12µA.

The propagation of this neglected current difference δI1/2 into the calculated stray–
field is marginal.

The present study was designed to comply with current best practices for repro-
ducible and reusable research, summarized in the introduction. All acquired data,
documentation, and algorithms are available via the supplemental information (see
Appendix A). The supplemental information was initially composed to support the
experimentalist’s future–self during the experiment. After finishing the experiments,
a reasonable amount of time is invested in adapting the supplemental information
to a presentable web–page for reviewers and succeeding scientists. External contri-
butions receive credit, even without legal obligation (see Appendix B). Except for
EVE’s and spectrumanalyzer’s source–code, every created code, figure, and text
is licensed (see Appendix B) to optimize re–use potential. ana includes automated
test cases using GitLab CI.

The measurements are solely analyzed with ana, making reproduction and re–use
easier. ana was initially created to analyze and visualize the data acquired in the
course of this study. The algorithms used to read and process the data are cus-
tomized for exercised filename and file–structure conventions. The source–code still
contains several equivalent passages that could be extracted into separate functions.
Generalization of single customized passages could establish a comprehensive anal-
ysis framework.

The introduction of a GitLab server improved software development, source–code
control, and documentation management. The GitLab server expedites code mainte-
nance and intensifies collaboration if accepted by users. User acceptance is a critical
success criterion, as the benefits mentioned above only arise when users welcome
the new environment. Therefore, user acceptance determines GitLab’s success and
impact on future research.

In recent years, software products depend more than ever on open–source com-
ponents. All open–source projects contain vulnerabilities that need years to be
found, fixed, and updated [287]. Proprietary software with closed–source concepts
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also contains vulnerabilities that are not communicated and, therefore, could radi-
cally exacerbate software security even further. To fast–track the finding process of
such vulnerabilities, GitLab has launched a bug bounty program [288], motivating
the community to delve into security tests searching for critical bugs. Such a bug
bounty program awards the finder of security issues with monetary appreciation,
facilitating faster security patches.

It is well known that all Docker containers inherit these above–mentioned secu-
rity flaws [289]. This problem is universal and unavoidable, regularly revealing
severe exposures [290]. State–of–the–art solutions to this issue include the setup
of monthly updates, monitoring systems [291], and security scorecards [292]. The
decision to provide supplemental information online consequentially spotlights a
risk–assessment of the employed server. The risk of individual vulnerabilities is com-
monly assessed by estimating its severity and occurrence probability [293]. For the
employed server, minimized risks are presumed. In detail, high–entropy password
protection of critical systems and presumed scarcity of interest diminish potential
risks. This and other possible improvements are highlighted next.

5.1 Outlook

As security flaws and crashed systems are always an issue, preparation for data loss
is imperative. The configured GitLab server includes a built–in backup functionality.
This backup is configured for automated weekly backups. This automated backup is
only stored on a local hard drive. For future endeavours, it is highly recommended
to automatically store at least one recent backup offline and off–site.

The commitment for clean code and precise tests can be advertised with a »CII Best
Practice Badge« [294]. Such a badge has critical requirements on code quality, test
coverage, and other project internal obligations. All those at first glance seemingly
negative liabilities can amplify collaboration efficiency and proliferate popularity —
effectively boosting the audience.

To help fulfill the above–contoured obligations, the open–source community pro-
vides excellent tools for improved automated testing [295] and code analysis [274].
Recently, GitLab published free CI security templates with optional premium fea-
tures. These premium features are continually integrated into the free version [296].
The templates include license and vulnerability scanners1. Listing 2.1 shows how to
apply the templates, and Figure 5.1 shows the output of a premium vulnerability
scan on the Jupyterlab Docker image.

1Result from license scanner for the jupyterlab Docker image is openly available: https://
gitlab.com/ganymede/jupyterlab/-/licenses
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Figure 5.1.: GitLab Vulnerability Report. GitLab premium features allow to
scan for vulnerabilities in Dockerfiles.

Python provides various packages and APIs to improve visualizations for enhanced
data representation [297]. Some examples demonstrate how data can be differently
presented nowadays [298–300]. Several open–source tools can connect a background
Python kernel, interacting with the user while displaying the visualization [301].
Utilizing such tools allows the presentation of an interactive visualization on a web–
page. Additionally, open–source tools can help scientists exploit further communi-
cation tools to expand narrative possibilities and advance collaboration [302].

If the GitLab server can be effectively deployed and benefits a growing number
of students, collaboration could expand even further through adaptation into a
university–wide GitLab server with premium functionality for all students. Git-
Lab provides special educational licenses for such purposes [303] used by various
universities [304–311].

A large amount of static data is not supposed to be version controlled using git.
Unfortunately, in the restricted time–frame, no other tool seemed suitable. For
future endeavours, I would recommend a data version control system [312].

In condensed–matter physics, also the sample fabrication improves from advanced
data science. Novel machine learning approaches can optimize fabrication techniques
of electromagnetic nanostructures and nanoelectronic devices [313–316].

The presented data acquisition method enables new possibilities to further scrutinize
the time–signal. In detail, there are numerous classical analysis tools that already
provide programming interfaces for effortless usage [317, 318]. Additionally, novel
time–series analysis methods utilize modern machine learning techniques and sta-
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tistical models [319–324]. Machine learning algorithms could apply linear regression
models y(x⃗, w⃗) = w0 + w1ϕ1(x1) + · · · + wNϕN(xN) with various basis functions
ϕ to learn the ideal weights w⃗ for a given time–signal [325]. Such basis functions
could consist of multiple trigonometric functions to mimic a Fourier transformation.
Additionally, extra basis functions, like the sigmoid function ϕn(x) = (1 + e−x)−1,
could help identify steps in the time–signal.
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CHAPTER 6

SUMMARY AND CONCLUSION

The present study aims to find and characterize fluctuations in the magnetic fin-
gerprint of three–dimensional nano–tetrapods. These tetrapods were deposited by
means of focused electron beam induced deposition (FEBID) on top of a micro–Hall
magnetometer. The micro–Hall measurements scrutinized the magnetic fingerprint
by measuring the nanostructures’ stray–field during an external field sweep and
obtaining the hysteresis loop. Repetitions of identical experiments yield several,
nearly equivalent hysteresis loops that differ in noise–prone regions near the rema-
nence. These noise–prone regions are further investigated using statistical methods
to determine the noise’s power spectral density (PSD).

During the process of data acquisition and analysis, utmost efforts were employed
to comply with current best research practices. In general, the data processing
steps involve customized, self–written computer algorithms that are freely available
and fundamentally documented. Based on experiences, the workflow’s documenta-
tion process evolved from proprietary OneNote notebooks towards an open–source
driven Continuous Analysis infrastructure, allowing automated data analysis and
interoperable documentation. In detail, a self–maintained GitLab server provides
the infrastructure to manage git repositories that version–control data, code, and
documentation. In addition, Continuous Integration tools automate tasks and in-
crease productivity. These aforementioned data processing and workflow steps have
been fundamentally documented, converted into a presentable format, and made
online available via the supplemental information.

The noise investigations utilized two separate methods to dissect the Hall signal
of the nano–tetrapods during an external field sweep. Firstly, a signal–analyzer
examines the signal’s PSD SV (f) in the frequency domain. This examination dis-
closes a 1/f 2 correlation of the PSD only when measuring the stray–field during
an external magnetic field sweep inside a noise–prone region. This correlation is
noteably invariant to changes in the temperature or sweeprate. A novel data ac-
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quisition technique (SR830DAQ) further scrutinizes this fluctuating nature of the
nano–tetrapods’ magnetic response. This SR830DAQ technique corroborates pre-
ceding findings on 1/f 2 correlations. Additionally, sensitive fluctuations, although
not detectable in a pre–amplified signal with the signal–analyzer, measured by the
SR830DAQ technique, reveal a SV ∼ I2 current dependence of the PSD and con-
firming expectations. Closer inspection of the persisting time–signal of interrupted
field sweeps inside the hysteresis loop’s noise–prone regions exposes metastable mag-
netization states with spontaneous switching processes. The author deduces that
this spontaneous switching originates from thermal activation processes.

Key Points

• Best practices were pursued by fundamentally documenting and publishing
both, data workflow and analysis methods. A self–written Python data
analysis framework (ana) was created for a transparent evaluation and
Continuous Analysis methods were employed to automate time–invasive
tasks.

• The magnetic fingerprint of FEBID deposited three–dimensional nano–
tetrapods revealed fluctuations with a characteristic 1/f 2 behavior. These
characteristics were further investigated by means of data acquisition meth-
ods. The time–signal at magnetization states with assumed complex,
vortex–like magnetization discloses metastable states with spontaneous
switching processes. These switching processes are concluded to arise from
thermally activation.
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APPENDIX A

SUPPLEMENTAL INFORMATION

A.1 Data, Code and Documentation

lab-book/

ana.git

EVE.git

spectrumanalyzer.git

docs/

notebooks/

source/

onenote/

Figure A.1.: Project folder organi-
zation.

Supplemental information about data and
code are available in the Lab–Book. The
Lab–Book’s structure is shown in Fig-
ure A.2. Source code and data docu-
mentation is mainly written by exper-
imenters and coders to be helpful for
their future–self and later adapted for re-
viewers, spending a reasonable amount of
time.

Figure A.1 shows the file structure of
the Lab–Book’s repository. Documen-
tation and analysis scripts are in sub-
folders docs/ and docs/notebooks/, re-
spectively. The original OneNote Note-
book exports are available inside the
source/onenote/ folder. Test cases to
recreate the plots from Chapter 4 can be
found in ana’s test folder1.

1ana.git/tests/ana/visualize/test_master_plots.py
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A.1 Data, Code and Documentation

Note
Data, code, and documentation is available for reviewers. The supplemental infor-
mation is provided through a self–maintained server on the internet, and available
for the review period:

https://master.ody5.de

Figure A.2.: Structure of supplemental information in the Lab Book.
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APPENDIX B

LEGAL NOTICES

Figure B.1 depicts an overview of common open–source licenses. All documentation
regarding the data, including created graphs, pictures, diagrams, and context, can be
licensed using Creative Commons licenses [155]. Source code for computer programs
and scripts should take advantage of the number of open–source licenses [62] to
protect the work from unwanted infringements or other legal problems.

Figure B.1.: Open Source Licenses. A selection of popular open source licenses
ordered from most permissive (left) to restricted (right).

The programmed software builds on open–source modules. The usage of these mod-
ules requires compliance with the agreed license. One such requirement involves
for derived works to include the copyright owner and license of the software. Fig-
ure B.2 shows the software dependencies of EVE and the spectrumanalyzer and the
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Legal notices

Figure B.2.: Python dependencies of EVE and spectrumanalyzer and re-
sulting license compliances.

corresponding licenses. Table B.1 and B.2 shows the tools that are involved in the
creation of this thesis.
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B.1 License and Copyright notices

Name Version Copyright License
Python 3.8 Python Software Foundation PSF Python 3.9.0
EVE ebdb829 AGM (B. Hartmann et al.)
spectrumanalyzer 3e30865 AGM (A. Amayan et al.)
ana 7923164 Jonathan Pieper GNU GPLv3 [326]
matplotlib 3.3.3 Paul Barrett [327] matplotlib
seaborn 0.11.1 Michael L. Waskom BSD (3–Clause) [328]
numpy 1.19.5 Stefan van der Walt [138] BSD (3–Clause) [328]
SciPy 1.6.0 Pauli Virtanen [137] BSD (3–Clause) [328]
Pandas 1.2.0 NumFOCUS BSD (3–Clause) [328]
h5py 3.1.0 The HDF Group Apache 2.0 [329]
pyqtgraph 0.12.2 Luke Campagnola MIT [156]
PyVisa 1.11.3 PyVISA Authors MIT [156]
NI-Visa 20.0 National Instruments NI EULA
NI-DAQmx 20.0 National Instruments NI EULA
nidaqmx 0.5.7 National Instruments MIT [156]
PyQT5 5.15.2 Riverbank Computing GNU GPLv3 [326]

Table B.1.: Software and licenses connected to research study.

B.1 License and Copyright notices

Thesis Content and LATEXCode

This thesis is published under the terms of the Creative Commons Attribution 4.0
International (CC BY 4.0) license [332]. Permission to the LATEX source code
is granted under condition of the MIT license [333]. The structure.tex file is
adapted from »The Legrand Orange Book«1 by Mathias Legrand2 with modifications
by Vel3 and published under the Creative Commons Attribution-NonCommercial-
ShareAlike 3.0 Unported (CC BY-NC-SA 3.0) license [334].

Python Data Analysis Framework (Ana) and Jupyter Notebooks

Copyright © 2020/2021 Jonathan Pieper

»This program is free software: you can redistribute it and/or modify it under the
terms of the GNU General Public License as published by the Free Software
Foundation, either version 3 of the License, or (at your option) any later version.

1https://www.latextemplates.com/template/the-legrand-orange-book
2legrand.mathias@gmail.com
3vel@latextemplates.com
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B.1 License and Copyright notices

Name Version Copyright License
Ubuntu 18.04 Cannonical Ltd. GNU GPLv3 [326]
GitLab 13.x.x GitLab B.V. MIT [156]
Gitlab–Runner 13.x.x GitLab B.V. MIT [156]
Docker Desktop 20.10.8 Docker Apache 2.0 [329]
Jupyterlab Image 763e2154 Jonathan Pieper MIT [156]
Jupyter Core 4.7.0 Project Jupyter BSD (3–Clause) [328]
Jupyter Lab 3.0.5 Project Jupyter BSD (3–Clause) [328]
Anaconda Anaconda Inc. [330] BSD (3–Clause) [328]
Pandoc 2.10.1 [263] BSD (3–Clause) [328]
Sphinx 3.4.3 [142] BSD (3–Clause) [328]
IPython 7.19.0 Fernando Pérez [140] BSD (3–Clause) [328]
coverage 5.3.1 Ned Batchelder Apache 2.0 [329]
SciencePlots ac8d772 John Garrett [331] MIT [156]

Table B.2.: Additional software and licensed used in continuous analysis.

This program is distributed in the hope that it will be useful, but WITHOUT ANY
WARRANTY; without even the implied warranty of MERCHANTABILITY or FIT-
NESS FOR A PARTICULAR PURPOSE. See the GNU General Public License for
more details.

You should have received a copy of the GNU General Public License along with this
program. If not, see https://www.gnu.org/licenses/.« [326]

Lab–Book

The Lab–Book as a compendium of all its containing code, data, documentation,
and examples is a database by definition of the German »Urheberrecht« [154, §87a].
Everyone is welcome to redistribute it and/or modify it under the terms of the
Creative Commons Attribution 4.0 International (CC BY 4.0 [332]) license.
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APPENDIX C

OPEN–SOURCE LICENSES

The following open–source licenses are part of the most popular and permissive
licenses available.

C.1 MIT License

Permission is hereby granted, free of charge, to any person obtaining a copy of
this software and associated documentation files (the "Software"), to deal in the
Software without restriction, including without limitation the rights to use, copy,
modify, merge, publish, distribute, sublicense, and/or sell copies of the Software,
and to permit persons to whom the Software is furnished to do so, subject to the
following conditions:

The above copyright notice and this permission notice shall be included in all copies
or substantial portions of the Software.

THE SOFTWARE IS PROVIDED "AS IS", WITHOUT WARRANTY OF ANY
KIND, EXPRESS OR IMPLIED, INCLUDING BUT NOT LIMITED TO THE
WARRANTIES OF MERCHANTABILITY, FITNESS FOR A PARTICULAR PUR-
POSE AND NONINFRINGEMENT. IN NO EVENT SHALL THE AUTHORS
OR COPYRIGHT HOLDERS BE LIABLE FOR ANY CLAIM, DAMAGES OR
OTHER LIABILITY, WHETHER IN AN ACTION OF CONTRACT, TORT OR
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C.3 GNU GENERAL PUBLIC LICENSE

OTHERWISE, ARISING FROM, OUT OF OR IN CONNECTION WITH THE
SOFTWARE OR THE USE OR OTHER DEALINGS IN THE SOFTWARE.

C.2 BSD (3–Clause) License

Redistribution and use in source and binary forms, with or without modification,
are permitted provided that the following conditions are met:

1. Redistributions of source code must retain the above copyright notice, this list
of conditions and the following disclaimer.

2. Redistributions in binary form must reproduce the above copyright notice, this
list of conditions and the following disclaimer in the documentation and/or
other materials provided with the distribution.

3. Neither the name of the copyright holder nor the names of its contributors may
be used to endorse or promote products derived from this software without
specific prior written permission.

THIS SOFTWARE IS PROVIDED BY THE COPYRIGHT HOLDERS AND CON-
TRIBUTORS "AS IS" AND ANY EXPRESS OR IMPLIED WARRANTIES, IN-
CLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF MER-
CHANTABILITY AND FITNESS FOR A PARTICULAR PURPOSE ARE DIS-
CLAIMED. IN NO EVENT SHALL THE COPYRIGHT HOLDER OR CON-
TRIBUTORS BE LIABLE FOR ANY DIRECT, INDIRECT, INCIDENTAL, SPE-
CIAL, EXEMPLARY, OR CONSEQUENTIAL DAMAGES (INCLUDING, BUT
NOT LIMITED TO, PROCUREMENT OF SUBSTITUTE GOODS OR SER-
VICES; LOSS OF USE, DATA, OR PROFITS; OR BUSINESS INTERRUPTION)
HOWEVER CAUSED AND ON ANY THEORY OF LIABILITY, WHETHER IN
CONTRACT, STRICT LIABILITY, OR TORT (INCLUDING NEGLIGENCE OR
OTHERWISE) ARISING IN ANY WAY OUT OF THE USE OF THIS SOFT-
WARE, EVEN IF ADVISED OF THE POSSIBILITY OF SUCH DAMAGE.

C.3 GNU GENERAL PUBLIC LICENSE

Version 3, 29 June 2007

Copyright © 2007 Free Software Foundation, Inc. https://fsf.org/

Everyone is permitted to copy and distribute verbatim copies of this license docu-
ment, but changing it is not allowed.
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C.3.1 Preamble

The GNU General Public License is a free, copyleft license for software and other
kinds of works.

The licenses for most software and other practical works are designed to take away
your freedom to share and change the works. By contrast, the GNU General Public
License is intended to guarantee your freedom to share and change all versions of
a program–to make sure it remains free software for all its users. We, the Free
Software Foundation, use the GNU General Public License for most of our software;
it applies also to any other work released this way by its authors. You can apply it
to your programs, too.

When we speak of free software, we are referring to freedom, not price. Our General
Public Licenses are designed to make sure that you have the freedom to distribute
copies of free software (and charge for them if you wish), that you receive source
code or can get it if you want it, that you can change the software or use pieces of
it in new free programs, and that you know you can do these things.

To protect your rights, we need to prevent others from denying you these rights or
asking you to surrender the rights. Therefore, you have certain responsibilities if
you distribute copies of the software, or if you modify it: responsibilities to respect
the freedom of others.

For example, if you distribute copies of such a program, whether gratis or for a fee,
you must pass on to the recipients the same freedoms that you received. You must
make sure that they, too, receive or can get the source code. And you must show
them these terms so they know their rights.

Developers that use the GNU GPL protect your rights with two steps: (1) assert
copyright on the software, and (2) offer you this License giving you legal permission
to copy, distribute and/or modify it.

For the developers’ and authors’ protection, the GPL clearly explains that there
is no warranty for this free software. For both users’ and authors’ sake, the GPL
requires that modified versions be marked as changed, so that their problems will
not be attributed erroneously to authors of previous versions.

Some devices are designed to deny users access to install or run modified versions
of the software inside them, although the manufacturer can do so. This is fun-
damentally incompatible with the aim of protecting users’ freedom to change the
software. The systematic pattern of such abuse occurs in the area of products for
individuals to use, which is precisely where it is most unacceptable. Therefore, we
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have designed this version of the GPL to prohibit the practice for those products.
If such problems arise substantially in other domains, we stand ready to extend this
provision to those domains in future versions of the GPL, as needed to protect the
freedom of users.

Finally, every program is threatened constantly by software patents. States should
not allow patents to restrict development and use of software on general-purpose
computers, but in those that do, we wish to avoid the special danger that patents
applied to a free program could make it effectively proprietary. To prevent this, the
GPL assures that patents cannot be used to render the program non-free.

The precise terms and conditions for copying, distribution and modification follow.

C.3.2 TERMS AND CONDITIONS

0. Definitions.

“This License” refers to version 3 of the GNU General Public License.

“Copyright” also means copyright-like laws that apply to other kinds of works, such
as semiconductor masks.

“The Program” refers to any copyrightable work licensed under this License. Each
licensee is addressed as “you”. “Licensees” and “recipients” may be individuals or
organizations.

To “modify” a work means to copy from or adapt all or part of the work in a
fashion requiring copyright permission, other than the making of an exact copy.
The resulting work is called a “modified version” of the earlier work or a work “based
on” the earlier work.

A “covered work” means either the unmodified Program or a work based on the
Program.

To “propagate” a work means to do anything with it that, without permission, would
make you directly or secondarily liable for infringement under applicable copyright
law, except executing it on a computer or modifying a private copy. Propagation
includes copying, distribution (with or without modification), making available to
the public, and in some countries other activities as well.

To “convey” a work means any kind of propagation that enables other parties to
make or receive copies. Mere interaction with a user through a computer network,
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with no transfer of a copy, is not conveying.

An interactive user interface displays “Appropriate Legal Notices” to the extent
that it includes a convenient and prominently visible feature that (1) displays an
appropriate copyright notice, and (2) tells the user that there is no warranty for the
work (except to the extent that warranties are provided), that licensees may convey
the work under this License, and how to view a copy of this License. If the interface
presents a list of user commands or options, such as a menu, a prominent item in
the list meets this criterion.

1. Source Code.

The “source code” for a work means the preferred form of the work for making
modifications to it. “Object code” means any non-source form of a work.

A “Standard Interface” means an interface that either is an official standard defined
by a recognized standards body, or, in the case of interfaces specified for a particular
programming language, one that is widely used among developers working in that
language.

The “System Libraries” of an executable work include anything, other than the work
as a whole, that (a) is included in the normal form of packaging a Major Component,
but which is not part of that Major Component, and (b) serves only to enable use
of the work with that Major Component, or to implement a Standard Interface for
which an implementation is available to the public in source code form. A “Major
Component”, in this context, means a major essential component (kernel, window
system, and so on) of the specific operating system (if any) on which the executable
work runs, or a compiler used to produce the work, or an object code interpreter
used to run it.

The “Corresponding Source” for a work in object code form means all the source
code needed to generate, install, and (for an executable work) run the object code
and to modify the work, including scripts to control those activities. However, it
does not include the work’s System Libraries, or general-purpose tools or generally
available free programs which are used unmodified in performing those activities
but which are not part of the work. For example, Corresponding Source includes
interface definition files associated with source files for the work, and the source code
for shared libraries and dynamically linked subprograms that the work is specifically
designed to require, such as by intimate data communication or control flow between
those subprograms and other parts of the work.

The Corresponding Source need not include anything that users can regenerate
automatically from other parts of the Corresponding Source.
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The Corresponding Source for a work in source code form is that same work.

2. Basic Permissions.

All rights granted under this License are granted for the term of copyright on the
Program, and are irrevocable provided the stated conditions are met. This License
explicitly affirms your unlimited permission to run the unmodified Program. The
output from running a covered work is covered by this License only if the output,
given its content, constitutes a covered work. This License acknowledges your rights
of fair use or other equivalent, as provided by copyright law.

You may make, run and propagate covered works that you do not convey, without
conditions so long as your license otherwise remains in force. You may convey
covered works to others for the sole purpose of having them make modifications
exclusively for you, or provide you with facilities for running those works, provided
that you comply with the terms of this License in conveying all material for which
you do not control copyright. Those thus making or running the covered works
for you must do so exclusively on your behalf, under your direction and control,
on terms that prohibit them from making any copies of your copyrighted material
outside their relationship with you.

Conveying under any other circumstances is permitted solely under the conditions
stated below. Sublicensing is not allowed; section 10 makes it unnecessary.

3. Protecting Users’ Legal Rights From Anti-Circumvention Law.

No covered work shall be deemed part of an effective technological measure un-
der any applicable law fulfilling obligations under article 11 of the WIPO copyright
treaty adopted on 20 December 1996, or similar laws prohibiting or restricting cir-
cumvention of such measures.

When you convey a covered work, you waive any legal power to forbid circumvention
of technological measures to the extent such circumvention is effected by exercising
rights under this License with respect to the covered work, and you disclaim any
intention to limit operation or modification of the work as a means of enforcing,
against the work’s users, your or third parties’ legal rights to forbid circumvention
of technological measures.

4. Conveying Verbatim Copies.

You may convey verbatim copies of the Program’s source code as you receive it,
in any medium, provided that you conspicuously and appropriately publish on each
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copy an appropriate copyright notice; keep intact all notices stating that this License
and any non-permissive terms added in accord with section 7 apply to the code; keep
intact all notices of the absence of any warranty; and give all recipients a copy of
this License along with the Program.

You may charge any price or no price for each copy that you convey, and you may
offer support or warranty protection for a fee.

5. Conveying Modified Source Versions.

You may convey a work based on the Program, or the modifications to produce it
from the Program, in the form of source code under the terms of section 4, provided
that you also meet all of these conditions:

1. The work must carry prominent notices stating that you modified it, and giving
a relevant date.

2. The work must carry prominent notices stating that it is released under this
License and any conditions added under section 7. This requirement modifies
the requirement in section 4 to “keep intact all notices”.

3. You must license the entire work, as a whole, under this License to anyone who
comes into possession of a copy. This License will therefore apply, along with
any applicable section 7 additional terms, to the whole of the work, and all its
parts, regardless of how they are packaged. This License gives no permission
to license the work in any other way, but it does not invalidate such permission
if you have separately received it.

4. If the work has interactive user interfaces, each must display Appropriate Legal
Notices; however, if the Program has interactive interfaces that do not display
Appropriate Legal Notices, your work need not make them do so.

A compilation of a covered work with other separate and independent works, which
are not by their nature extensions of the covered work, and which are not combined
with it such as to form a larger program, in or on a volume of a storage or distribution
medium, is called an “aggregate” if the compilation and its resulting copyright are
not used to limit the access or legal rights of the compilation’s users beyond what
the individual works permit. Inclusion of a covered work in an aggregate does not
cause this License to apply to the other parts of the aggregate.

6. Conveying Non-Source Forms.

You may convey a covered work in object code form under the terms of sections 4
and 5, provided that you also convey the machine-readable Corresponding Source
under the terms of this License, in one of these ways:
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1. Convey the object code in, or embodied in, a physical product (including
a physical distribution medium), accompanied by the Corresponding Source
fixed on a durable physical medium customarily used for software interchange.

2. Convey the object code in, or embodied in, a physical product (including a
physical distribution medium), accompanied by a written offer, valid for at
least three years and valid for as long as you offer spare parts or customer
support for that product model, to give anyone who possesses the object code
either (1) a copy of the Corresponding Source for all the software in the product
that is covered by this License, on a durable physical medium customarily
used for software interchange, for a price no more than your reasonable cost
of physically performing this conveying of source, or (2) access to copy the
Corresponding Source from a network server at no charge.

3. Convey individual copies of the object code with a copy of the written offer to
provide the Corresponding Source. This alternative is allowed only occasion-
ally and noncommercially, and only if you received the object code with such
an offer, in accord with subsection 6b.

4. Convey the object code by offering access from a designated place (gratis or
for a charge), and offer equivalent access to the Corresponding Source in the
same way through the same place at no further charge. You need not require
recipients to copy the Corresponding Source along with the object code. If the
place to copy the object code is a network server, the Corresponding Source
may be on a different server (operated by you or a third party) that supports
equivalent copying facilities, provided you maintain clear directions next to
the object code saying where to find the Corresponding Source. Regardless of
what server hosts the Corresponding Source, you remain obligated to ensure
that it is available for as long as needed to satisfy these requirements.

5. Convey the object code using peer-to-peer transmission, provided you inform
other peers where the object code and Corresponding Source of the work are
being offered to the general public at no charge under subsection 6d.

A separable portion of the object code, whose source code is excluded from the
Corresponding Source as a System Library, need not be included in conveying the
object code work.

A “User Product” is either (1) a “consumer product”, which means any tangible
personal property which is normally used for personal, family, or household purposes,
or (2) anything designed or sold for incorporation into a dwelling. In determining
whether a product is a consumer product, doubtful cases shall be resolved in favor
of coverage. For a particular product received by a particular user, “normally used”
refers to a typical or common use of that class of product, regardless of the status of
the particular user or of the way in which the particular user actually uses, or expects
or is expected to use, the product. A product is a consumer product regardless of
whether the product has substantial commercial, industrial or non-consumer uses,
unless such uses represent the only significant mode of use of the product.
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“Installation Information” for a User Product means any methods, procedures, au-
thorization keys, or other information required to install and execute modified ver-
sions of a covered work in that User Product from a modified version of its Corre-
sponding Source. The information must suffice to ensure that the continued func-
tioning of the modified object code is in no case prevented or interfered with solely
because modification has been made.

If you convey an object code work under this section in, or with, or specifically for
use in, a User Product, and the conveying occurs as part of a transaction in which
the right of possession and use of the User Product is transferred to the recipient in
perpetuity or for a fixed term (regardless of how the transaction is characterized),
the Corresponding Source conveyed under this section must be accompanied by the
Installation Information. But this requirement does not apply if neither you nor any
third party retains the ability to install modified object code on the User Product
(for example, the work has been installed in ROM).

The requirement to provide Installation Information does not include a requirement
to continue to provide support service, warranty, or updates for a work that has been
modified or installed by the recipient, or for the User Product in which it has been
modified or installed. Access to a network may be denied when the modification
itself materially and adversely affects the operation of the network or violates the
rules and protocols for communication across the network.

Corresponding Source conveyed, and Installation Information provided, in accord
with this section must be in a format that is publicly documented (and with an
implementation available to the public in source code form), and must require no
special password or key for unpacking, reading or copying.

7. Additional Terms.

“Additional permissions” are terms that supplement the terms of this License by
making exceptions from one or more of its conditions. Additional permissions that
are applicable to the entire Program shall be treated as though they were included
in this License, to the extent that they are valid under applicable law. If additional
permissions apply only to part of the Program, that part may be used separately
under those permissions, but the entire Program remains governed by this License
without regard to the additional permissions.

When you convey a copy of a covered work, you may at your option remove any
additional permissions from that copy, or from any part of it. (Additional permis-
sions may be written to require their own removal in certain cases when you modify
the work.) You may place additional permissions on material, added by you to a
covered work, for which you have or can give appropriate copyright permission.
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Notwithstanding any other provision of this License, for material you add to a
covered work, you may (if authorized by the copyright holders of that material)
supplement the terms of this License with terms:

1. Disclaiming warranty or limiting liability differently from the terms of sections
15 and 16 of this License; or

2. Requiring preservation of specified reasonable legal notices or author attribu-
tions in that material or in the Appropriate Legal Notices displayed by works
containing it; or

3. Prohibiting misrepresentation of the origin of that material, or requiring that
modified versions of such material be marked in reasonable ways as different
from the original version; or

4. Limiting the use for publicity purposes of names of licensors or authors of the
material; or

5. Declining to grant rights under trademark law for use of some trade names,
trademarks, or service marks; or

6. Requiring indemnification of licensors and authors of that material by anyone
who conveys the material (or modified versions of it) with contractual as-
sumptions of liability to the recipient, for any liability that these contractual
assumptions directly impose on those licensors and authors.

All other non-permissive additional terms are considered “further restrictions” within
the meaning of section 10. If the Program as you received it, or any part of it,
contains a notice stating that it is governed by this License along with a term that
is a further restriction, you may remove that term. If a license document contains a
further restriction but permits relicensing or conveying under this License, you may
add to a covered work material governed by the terms of that license document,
provided that the further restriction does not survive such relicensing or conveying.

If you add terms to a covered work in accord with this section, you must place, in
the relevant source files, a statement of the additional terms that apply to those
files, or a notice indicating where to find the applicable terms.

Additional terms, permissive or non-permissive, may be stated in the form of a
separately written license, or stated as exceptions; the above requirements apply
either way.

8. Termination.

You may not propagate or modify a covered work except as expressly provided
under this License. Any attempt otherwise to propagate or modify it is void, and
will automatically terminate your rights under this License (including any patent
licenses granted under the third paragraph of section 11).
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However, if you cease all violation of this License, then your license from a particular
copyright holder is reinstated (a) provisionally, unless and until the copyright holder
explicitly and finally terminates your license, and (b) permanently, if the copyright
holder fails to notify you of the violation by some reasonable means prior to 60 days
after the cessation.

Moreover, your license from a particular copyright holder is reinstated permanently
if the copyright holder notifies you of the violation by some reasonable means, this
is the first time you have received notice of violation of this License (for any work)
from that copyright holder, and you cure the violation prior to 30 days after your
receipt of the notice.

Termination of your rights under this section does not terminate the licenses of
parties who have received copies or rights from you under this License. If your
rights have been terminated and not permanently reinstated, you do not qualify to
receive new licenses for the same material under section 10.

9. Acceptance Not Required for Having Copies.

You are not required to accept this License in order to receive or run a copy of the
Program. Ancillary propagation of a covered work occurring solely as a consequence
of using peer-to-peer transmission to receive a copy likewise does not require accep-
tance. However, nothing other than this License grants you permission to propagate
or modify any covered work. These actions infringe copyright if you do not accept
this License. Therefore, by modifying or propagating a covered work, you indicate
your acceptance of this License to do so.

10. Automatic Licensing of Downstream Recipients.

Each time you convey a covered work, the recipient automatically receives a license
from the original licensors, to run, modify and propagate that work, subject to this
License. You are not responsible for enforcing compliance by third parties with this
License.

An “entity transaction” is a transaction transferring control of an organization, or
substantially all assets of one, or subdividing an organization, or merging organi-
zations. If propagation of a covered work results from an entity transaction, each
party to that transaction who receives a copy of the work also receives whatever
licenses to the work the party’s predecessor in interest had or could give under the
previous paragraph, plus a right to possession of the Corresponding Source of the
work from the predecessor in interest, if the predecessor has it or can get it with
reasonable efforts.
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You may not impose any further restrictions on the exercise of the rights granted or
affirmed under this License. For example, you may not impose a license fee, royalty,
or other charge for exercise of rights granted under this License, and you may not
initiate litigation (including a cross-claim or counterclaim in a lawsuit) alleging that
any patent claim is infringed by making, using, selling, offering for sale, or importing
the Program or any portion of it.

11. Patents.

A “contributor” is a copyright holder who authorizes use under this License of the
Program or a work on which the Program is based. The work thus licensed is called
the contributor’s “contributor version”.

A contributor’s “essential patent claims” are all patent claims owned or controlled
by the contributor, whether already acquired or hereafter acquired, that would be
infringed by some manner, permitted by this License, of making, using, or selling
its contributor version, but do not include claims that would be infringed only as
a consequence of further modification of the contributor version. For purposes of
this definition, “control” includes the right to grant patent sublicenses in a manner
consistent with the requirements of this License.

Each contributor grants you a non-exclusive, worldwide, royalty-free patent license
under the contributor’s essential patent claims, to make, use, sell, offer for sale,
import and otherwise run, modify and propagate the contents of its contributor
version.

In the following three paragraphs, a “patent license” is any express agreement or
commitment, however denominated, not to enforce a patent (such as an express
permission to practice a patent or covenant not to sue for patent infringement).
To “grant” such a patent license to a party means to make such an agreement or
commitment not to enforce a patent against the party.

If you convey a covered work, knowingly relying on a patent license, and the Cor-
responding Source of the work is not available for anyone to copy, free of charge
and under the terms of this License, through a publicly available network server or
other readily accessible means, then you must either (1) cause the Corresponding
Source to be so available, or (2) arrange to deprive yourself of the benefit of the
patent license for this particular work, or (3) arrange, in a manner consistent with
the requirements of this License, to extend the patent license to downstream recipi-
ents. “Knowingly relying” means you have actual knowledge that, but for the patent
license, your conveying the covered work in a country, or your recipient’s use of the
covered work in a country, would infringe one or more identifiable patents in that
country that you have reason to believe are valid.
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If, pursuant to or in connection with a single transaction or arrangement, you convey,
or propagate by procuring conveyance of, a covered work, and grant a patent license
to some of the parties receiving the covered work authorizing them to use, propagate,
modify or convey a specific copy of the covered work, then the patent license you
grant is automatically extended to all recipients of the covered work and works based
on it.

A patent license is “discriminatory” if it does not include within the scope of its
coverage, prohibits the exercise of, or is conditioned on the non-exercise of one or
more of the rights that are specifically granted under this License. You may not
convey a covered work if you are a party to an arrangement with a third party that
is in the business of distributing software, under which you make payment to the
third party based on the extent of your activity of conveying the work, and under
which the third party grants, to any of the parties who would receive the covered
work from you, a discriminatory patent license (a) in connection with copies of the
covered work conveyed by you (or copies made from those copies), or (b) primarily
for and in connection with specific products or compilations that contain the covered
work, unless you entered into that arrangement, or that patent license was granted,
prior to 28 March 2007.

Nothing in this License shall be construed as excluding or limiting any implied
license or other defenses to infringement that may otherwise be available to you
under applicable patent law.

12. No Surrender of Others’ Freedom.

If conditions are imposed on you (whether by court order, agreement or otherwise)
that contradict the conditions of this License, they do not excuse you from the
conditions of this License. If you cannot convey a covered work so as to satisfy
simultaneously your obligations under this License and any other pertinent obliga-
tions, then as a consequence you may not convey it at all. For example, if you agree
to terms that obligate you to collect a royalty for further conveying from those to
whom you convey the Program, the only way you could satisfy both those terms
and this License would be to refrain entirely from conveying the Program.

13. Use with the GNU Affero General Public License.

Notwithstanding any other provision of this License, you have permission to link or
combine any covered work with a work licensed under version 3 of the GNU Affero
General Public License into a single combined work, and to convey the resulting
work. The terms of this License will continue to apply to the part which is the cov-
ered work, but the special requirements of the GNU Affero General Public License,
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section 13, concerning interaction through a network will apply to the combination
as such.

14. Revised Versions of this License.

The Free Software Foundation may publish revised and/or new versions of the GNU
General Public License from time to time. Such new versions will be similar in
spirit to the present version, but may differ in detail to address new problems or
concerns.

Each version is given a distinguishing version number. If the Program specifies that
a certain numbered version of the GNU General Public License “or any later version”
applies to it, you have the option of following the terms and conditions either of that
numbered version or of any later version published by the Free Software Foundation.
If the Program does not specify a version number of the GNU General Public License,
you may choose any version ever published by the Free Software Foundation.

If the Program specifies that a proxy can decide which future versions of the GNU
General Public License can be used, that proxy’s public statement of acceptance of
a version permanently authorizes you to choose that version for the Program.

Later license versions may give you additional or different permissions. However, no
additional obligations are imposed on any author or copyright holder as a result of
your choosing to follow a later version.

15. Disclaimer of Warranty.

THERE IS NO WARRANTY FOR THE PROGRAM, TO THE EXTENT PER-
MITTED BY APPLICABLE LAW. EXCEPT WHEN OTHERWISE STATED IN
WRITING THE COPYRIGHT HOLDERS AND/OR OTHER PARTIES PRO-
VIDE THE PROGRAM “AS IS” WITHOUT WARRANTY OF ANY KIND, EI-
THER EXPRESSED OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE
IMPLIED WARRANTIES OF MERCHANTABILITY AND FITNESS FOR A PAR-
TICULAR PURPOSE. THE ENTIRE RISK AS TO THE QUALITY AND PER-
FORMANCE OF THE PROGRAM IS WITH YOU. SHOULD THE PROGRAM
PROVE DEFECTIVE, YOU ASSUME THE COST OF ALL NECESSARY SER-
VICING, REPAIR OR CORRECTION.

16. Limitation of Liability.

IN NO EVENT UNLESS REQUIRED BY APPLICABLE LAW OR AGREED TO
IN WRITING WILL ANY COPYRIGHT HOLDER, OR ANY OTHER PARTY
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WHO MODIFIES AND/OR CONVEYS THE PROGRAM AS PERMITTED ABOVE,
BE LIABLE TO YOU FOR DAMAGES, INCLUDING ANY GENERAL, SPE-
CIAL, INCIDENTAL OR CONSEQUENTIAL DAMAGES ARISING OUT OF
THE USE OR INABILITY TO USE THE PROGRAM (INCLUDING BUT NOT
LIMITED TO LOSS OF DATA OR DATA BEING RENDERED INACCURATE
OR LOSSES SUSTAINED BY YOU OR THIRD PARTIES OR A FAILURE OF
THE PROGRAM TO OPERATE WITH ANY OTHER PROGRAMS), EVEN IF
SUCH HOLDER OR OTHER PARTY HAS BEEN ADVISED OF THE POSSI-
BILITY OF SUCH DAMAGES.

17. Interpretation of Sections 15 and 16.

If the disclaimer of warranty and limitation of liability provided above cannot be
given local legal effect according to their terms, reviewing courts shall apply local law
that most closely approximates an absolute waiver of all civil liability in connection
with the Program, unless a warranty or assumption of liability accompanies a copy
of the Program in return for a fee.

END OF TERMS AND CONDITIONS

C.3.3 How to Apply These Terms to Your New Programs

If you develop a new program, and you want it to be of the greatest possible use to
the public, the best way to achieve this is to make it free software which everyone
can redistribute and change under these terms.

To do so, attach the following notices to the program. It is safest to attach them to
the start of each source file to most effectively state the exclusion of warranty; and
each file should have at least the “copyright” line and a pointer to where the full
notice is found.

<one line to give the program’s name and a brief idea of what it does.> Copyright
(C) <year> <name of author>

This program is free software: you can redistribute it and/or modify it under the
terms of the GNU General Public License as published by the Free Software Foun-
dation, either version 3 of the License, or (at your option) any later version.

This program is distributed in the hope that it will be useful, but WITHOUT ANY
WARRANTY; without even the implied warranty of MERCHANTABILITY or FIT-
NESS FOR A PARTICULAR PURPOSE. See the GNU General Public License for
more details.
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You should have received a copy of the GNU General Public License along with this
program. If not, see https://www.gnu.org/licenses/.

Also add information on how to contact you by electronic and paper mail.

If the program does terminal interaction, make it output a short notice like this
when it starts in an interactive mode:

<program> Copyright (C) <year> <name of author> This program comes with
ABSOLUTELY NO WARRANTY; for details type ‘show w’. This is free software,
and you are welcome to redistribute it under certain conditions; type ‘show c’ for
details.

The hypothetical commands ‘show w’ and ‘show c’ should show the appropriate
parts of the General Public License. Of course, your program’s commands might be
different; for a GUI interface, you would use an “about box”.

You should also get your employer (if you work as a programmer) or school, if any,
to sign a “copyright disclaimer” for the program, if necessary. For more information
on this, and how to apply and follow the GNU GPL, see https://www.gnu.org/
licenses/.

The GNU General Public License does not permit incorporating your program into
proprietary programs. If your program is a subroutine library, you may consider it
more useful to permit linking proprietary applications with the library. If this is what
you want to do, use the GNU Lesser General Public License instead of this License.
But first, please read https://www.gnu.org/licenses/why-not-lgpl.html.
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