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Not everything that can be counted counts,
and not everything that counts can be counted.

Albert Einstein

One of the basic rules of the universe is that nothing is perfect.
Perfection simply doesn’t exist.
Stephen Hawking





Abstract

Most elements heavier than iron are synthesized in stars during neutron capture
reactions in the r- and s-process. The s-process nucleosynthesis is composed of the
main and weak component. While the s-process is considered to be well understood,
further investigations using nucleosynthesis simulations rely on measured neutron
capture cross sections as crucial input parameters. Neutron capture cross sections
relevant for the s-process can be measured using various experimental methods. A
prominent example is the activation method relying on the 7Li(p,n)7Be reaction
as a neutron source, which has the advantage of high neutron intensities and is
able to create a quasi-stellar neutron spectrum at kBT = 25keV. Other neutron
sources able to provide quasi-stellar spectra at different energies suffer from lower
neutron intensities. Simulations using the PINO tool suggest the neutron activation
of samples with different neutron spectra, provided by the 7Li(p,n)7Be reaction, and
a subsequent linear combination of the obtained spectrum-averaged cross sections
to determine the Maxwellian-averaged cross section (MACS) at various energies of
astrophysical relevance. To investigate the accuracy of the PINO tool at proton
energies between the neutron emission threshold at Ep = 1880.4 keV and 2800 keV,
measurements of the 7Li(p,n)7Be neutron fields are presented, which were carried out
at the PTB Ion Accelerator Facility at the Physikalisch-Technische Bundesanstalt in
Braunschweig. The neutron fields of ten different proton energies were measured.
The presented neutron fields show a good agreement at proton energies Ep = 1887,
1897, 1907, 1912 and 2100 keV. For the other proton energies, Ep = 2000, 2200, 2300,
2500, and 2800 keV, differences between measurement and simulation were found and
discussed. The obtained results can be used to benchmark and adapt the PINO tool
and provide crucial information for further improvement of the neutron activation
method for astrophysics.

An application for the 7Li(p,n)7Be neutron fields is presented as an activation
experiment campaign of gallium, an element that is mostly produced during the
weak s-process in massive stars. The available cross section data for the 69,71Ga(n,γ)
reactions, mostly determined by activation measurements, show differences up to



a factor of three. To improve the data situation, activation measurements were
carried out using the 7Li(p,n)7Be reaction. The neutron capture cross sections for
a quasi-stellar neutron spectrum at kBT = 25keV were determined for 69Ga and
71Ga.



Kurzübersicht

Die meisten Elemente schwerer als Eisen werden durch Neutroneneinfangreaktio-
nen während des r- und s-Prozesses erzeugt. Die s-Prozess Nukleosynthese wird
unterteilt in die schwache Komponente und die Hauptkomponente. Der s-Prozess
gilt als gut verstanden, und durch verschiedene Simulationen kann die Nukleosyn-
these nachgebildet werden. Wichtige Eingangsparameter für solche Simulationen
sind gemessene Neutroneneinfangsquerschnitte. Um diese zu bestimmen, gibt es
verschiedene experimentelle Techniken. Eine davon ist die Aktivierungsmethode
in Kombination mit der 7Li(p,n)7Be Reaktion als Neutronenquelle. Diese hat den
Vorteil von besonders hohen Neutronenintensitäten, und erzeugt bei einer Protonenen-
ergie von Ep = 1912 keV ein quasi-stellares Neutronenspektrum bei kBT = 25keV.
Andere Neutronenquellen, welche auch stellare Neutronenspektren nachbilden kön-
nen, haben den großen Nachteil einer vergleichweise niedrigeren Neutronenausbeute.
Eine Möglichkeit, Wirkungsquerschnitte für verschiedene astrophysikalisch relevante
Energiebereiche zu bestimmen, ist die Aktivierung von Proben bei verschiedenen
Energien mit der 7Li(p,n)7Be Reaktion als Neutronenquelle. Durch eine Linear-
kombination der verschiedenen Spektrum gemittelten Wirkungsquerschnitte kann
der Maxwell gemittelte Wirkungsquerschnitt (MACS) bestimmt werden. Da diese
Überlegungen auf Simulationen des PINO Tools beruhen, ist es nötig, die Genauigkeit
dieses Tools zu überprüfen und zu verbessern. Dafür waren die Neutronenfelder der
7Li(p,n)7Be Reaktion bei Protonenenergien zwischen Ep = 1880.4 keV und 2800 keV
von Interesse. Diese wurden bei zehn verschiedenen Protonenergien an der PTB Ion
Accelerator Facility der Physikalisch-Technischen Bundesanstalt in Braunschweig
untersucht. Die Messungen, welche in dieser Arbeit präsentiert werden, zeigen gute
Übereinstimmungen für Protonenenergien von Ep = 1887, 1897, 1907, 1912 und
2100 keV. Für Ep = 2000, 2200, 2300, 2500 und 2800 keV zeigen sich teils deutliche
Abweichungen.

Eine Anwendung für die Neutronenfelder der 7Li(p,n)7Be Reaktion ist die Aktivierung
des Elements Gallium, welches hauptsächlich während des schwachen s-Prozesses
in massiven Sternen gebildet wird. Die Datenlage, welche von Messungen mittels



der Aktivierungsmethode dominiert wird, beinhaltet Werte mit einer Abweichung
von bis zu einem Faktor drei. In dieser Arbeit werden die Ergebnisse einer Ak-
tivierungskampagne zur Bestimmung der Maxwell gemittelten Wirkungsquerschnitte
bei kBT = 25 keV der Reaktionen 69,71Ga(n,γ) präsentiert.
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1. Introduction

Ever since the dawn of mankind and the formation of tribes and civilizations,
objects in the sky have been seen as something unexplainable, yet mystical. Ancient
civilizations, like the Egyptians, even regarded the Sun as a form of a god. Over the
centuries the celestial objects have always been a region of interest for philosophers
and scholars. One of the biggest questions was not solved until the 20th century,
when H. Bethe, working together with C. Critchfield [9] and C. F. v. Weizäcker [70],
found an explanation for the energy production in stars, and therefore, the synthesis
of light elements. The origin of the elements heavier than iron remained a mystery
up until the 1950s, when Burbidge, Burbidge, Fowler and Hoyle [19] and Cameron
[22, 21] presented their ideas of the synthesis of elements heavier than iron. The
field of nuclear astrophysics was born. With the foundation laid in the 1950s, the
knowledge of the synthesis of the elements has been improving very well. However,
questions remain.

1.1. The nucleosynthesis of the elements

In order to explain the abundance and creation of elements in our solar system,
nuclear astrophysics made it possible to bring stars into the laboratory. The creation
of the elements can be divided into two groups, the light elements, which are the
elements up to a mass number of A < 56 and the heavy elements with A > 56.

1.1.1. From hydrogen to iron

The light elements starting with hydrogen and helium as well as traces of beryllium
and lithium were created during and shortly after the Big Bang. This nucleosynthesis
mechanism is therefore called the primordial or Big Bang nucleosynthesis, which
lasted until twenty minutes after the Big Bang [46].
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Figure 1.1.: Solar abundance distribution taken from Lodders et al. [48]. The given values are
normalized to the silicon abundance. Most prominent are the peaks of H and He
from the Big Bang nucleosynthesis, C and O from stellar nucleosynthesis, the iron
peak and the r- and s-process peaks.

To create elements heavier than the ones synthesized in the primordial nucleosynthesis,
stars had to form first. In stars the elements up to iron are synthesized by charged-
particle fusion reactions. During the lifetime of a star, different burning phases are
undergone depending on the mass of the star. Nuclear fusion reactions generate energy
causing the thermal pressure to rise and stabilize the star against the gravitational
contraction. If the nuclear fuel of the respective burning phase is exhausted, the
thermal pressure declines leading to a contraction in the star. The temperature in the
core rises significantly, allowing the next burning phase to ignite and the hydrostatic
equilibrium is restored. With higher mass numbers, the Coulomb barrier becomes
an obstacle for charged-particle fusion reactions. In heavy stars the fusion process
ceases reaching the element region of Fe-Ni [60]. Due to the largest binding energy
per nucleon, no energy is emitted during fusion reactions [55].

1.1.2. From iron to lead

Most of the elements heavier than iron are formed via neutron capture reactions
[19, 22, 21]. These reactions take place in stars at different stages in their lifetime.
Depending on the neutron density, the neutron capture process can be categorized
as the slow neutron capture process (s) and the rapid neutron capture process (r).

2



1.1. The nucleosynthesis of the elements

The r-process

About half of the elements heavier than iron are produced during the r-process,
where the neutron densities are above 1020 cm−3 and temperatures higher than 109 K.
In this scenario neutron-capture times are shorter than the β−-decay of the produced
nuclei. Because of the rapid captures, elements up to the neutron drip line are
synthesized. The high neutron flux and temperature cannot be maintained for a
long period of time, hence, the origin of the r-process was long believed to be only
possible in explosive scenarios such as supernovae [19]. As presented in Figure 1.1,
the broad r-process peaks at A = 80, 130 and 195 are a result of accumulated matter
at closed neutron shells (N = 50, 82 and 126) on the neutron rich side, far away
from the stable nuclei, the so called valley of stability. The positions of the peaks
indicate conditions realized in explosive environments with high neutron densities and
high temperatures. More recent studies show another possible site for the r-process,
neutron star mergers [32]. This theory was supported by the analysis of the neutron
star merger GW170817, when in addition to the detection of gravitational wave
signals, decay signatures from nuclei synthesized during the r-process were detected
[65]. However, many other scenarios such as neutrino-driven winds are also possible
candidates [6].

The s-process

The s-process is thought to be responsible for the synthesis of nuclei between
56 < A < 210 [19]. The reaction path remains close to the valley of stability, starting
at a seed nucleus, due to the rather long timescale of neutron captures compared
to the typical half-lifes of the created unstable nuclei. However, while models could
successfully explain the measured abundances of elements with mass number larger
90, for lighter nuclei this was not successful [63]. This gave rise to the hypothesis
that the s-process has to be divided into two different components, which take place
in different stellar scenarios. The main component synthesizing elements between
90 < A < 210 and the weak component responsible for the elements lighter than
A = 90 [71]. The differences between the two components lie in neutron density,
time-integrated neutron flux and temperature.

3



1. Introduction

The main s-process

The main s-process takes place in stars with masses between 1 - 5M�. After the
hydrogen in the stars core is spent, the star leaves the main sequence and continues
to go through various stages of stellar development. Once the star has formed a
carbon/oxygen core (C/O core), helium and hydrogen shell burning alternates. After
about 104 years enough helium has been formed. It ignites creating a He-flash, which
results in a thermal pulse. Since the shell is surrounded by a fully convective envelope,
hydrogen is mixed into the helium intershell as sketched in Figure 1.2. This allows
the creation of 13C via proton capture on the abundant 12C: 12C(p, γ)13N(β+ν)13C
[33]. Neutrons can then be produced between two thermal pulses via the reaction

13C(α, n)16O. (1.1)

The neutron densities reach ρn ≈ 107 n/cm3 and the temperature approximately 108 K
or kBT = 8.6 keV [20, 37]. In addition to the first neutron production mechanism, a
second mechanism contributes via the reaction

22Ne(α, n)25Mg. (1.2)

This source becomes available during the maximum of the thermal pulse. Tempera-
tures at the base of the convective zone need to be in the range of 2.5× 108 K and
3× 108 K (kBT ≈ 21.5− 25.8 keV). Even though the neutron densities reach up to
1010 cm−3, it only contributes about 5% to the total neutron fluence, because of to
the short duration of this phase [58].

The weak s-process

The weak s-process takes place in stars with masses Mstar ≥ 8M�, which explode
as supernovae of type II. The name weak s-process originates in the rather modest
integrated neutron flux compared to the main component. The neutrons are created
during convective helium core burning by the 22Ne(α, n)25Mg reaction at a tempera-
ture of 3× 108 K or (kBT ≈ 25.8 keV), where neutron densities reach ρn ≈ 106 cm−3

[58, 54]. The necessary 22Ne is synthesized in a series of α-capture reactions on
14N, which is a product of the CNO-cycle in the previous hydrogen burning phase.
During carbon shell burning at temperatures of 109 K (kBT ≈ 90 keV) the neutron
production mechanism is activated again. The neutron density during this phase
can reach between ρn ≈ 1011 and ρn ≈ 1012 cm−3.

4
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Figure 1.2.: Schematic of an AGB-star (left) and its different burning phases (right). Based on
[58].

Compared to the main component the weak s-process has a low neutron fluence.
Therefore, it becomes impossible to reach reaction flow equilibrium. As a consequence,
a particular neutron capture cross section not only determines the abundance of the
respective isotope, which is mostly the case in the main s-process, but also affects
the abundances of all heavier isotopes as well [58, 54].

1.2. Determination of neutron capture cross sections relevant
for the s-process nucleosynthesis

For the determination of neutron capture cross sections of astrophysical interest,
neutrons within an energy range between one to several hundred keV are needed. For
measurements of these cross sections, two methods are most commonly used. These
are the time-of-flight- (ToF) and the activation method [58]. The ToF method relies
on the detection of prompt γ-ray emission, following neutron captures. The energy
of the neutrons are determined by measuring the time difference, between their
production and reaction on the sample. Therefore, the energy differential neutron
capture cross sections can be obtained. Depending on the stellar scenario of interest,
the differential cross section can be convolved with the respective Maxwell-Boltzmann
energy distribution. Another possible method to determine the neutron capture
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1. Introduction

cross sections of astrophysical interest is the activation method. With this method a
sample is irradiated with a high intensity neutron source and subsequently analyzed.
Therefore, this method is only feasible if the produced nucleus is radioactive. The
advantage of this method is the high neutron flux through the sample and, the
therefore higher sensitivity. The disadvantage, however, is the dependence of the
determined capture cross section on the used neutron spectrum. In order to determine
cross sections for different nucleosynthesis sites, different neutron spectra and sources
are needed. A prominent neutron source which features very high intensities due to
the rapid rise of the (p,n) cross section, right above the neutron production threshold,
is the 7Li(p,n)7Be reaction. In section 2.5 the experimental methods are further
elaborated.

1.3. The case of gallium

With mass numbers of A = 69 and A = 71, gallium is mostly produced in the weak
s-process. Nucleosynthesis simulations designate gallium as the most overabundant
s-element at the end of shell carbon burning [54]. Previous measurements, to
determine the neutron capture cross section in the keV regime, show large differences.
The influence of the correct neutron capture cross section of gallium on nucleosynthesis
simulations is significant. Simulations with the online tool NETZ [75] can be utilized
to visualize the impact of uncertainties on the abundances. For this the neutron
capture cross sections were varied by 50 %. Figure 1.3 shows the sensitivities to
the propagation effect of cross section uncertainties during the weak s-process. If
the capture cross section of one isotope is changed by 50 %, this leads to changes
up to 20 % for the s-abundances of following isotopes, while the abundances of the
respective gallium isotopes are changed up to a factor of two.

Previously, neutron capture cross sections for both isotopes of gallium have been
measured using the activation method with different neutron sources. For 69Ga two
measurements were carried out using a Sb-Be neutron source which produces nearly
mono-energetic neutrons with dominant peaks at 23 keV and 378 keV and respective
intensities of 97% and 3%. Kononov et al. determined the capture cross section to
be (148.4± 1.2)mb [42, 52]. However, a value of (50± 5)mb was obtained by [26,
52], using the same neutron source, giving rise to a disagreement by a factor of three.
Additionally, two cross section values for 71Ga using the same neutron source type

6
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are available. A measurement by Macklin et al. determined the cross section to be
(140± 30)mb [49, 52] while Chaubey et al. measured (75± 10)mb [26, 52].
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Figure 1.3.: Impact of the cross section uncertainties of the 69,71Ga(n, γ) reactions on the abun-
dances of the weak s-process. The simulations were conducted using the online tool
NETZ.

An activation using a mono energetic neutron beam with En = 25 keV was carried
out by Anand et al. determining a cross section of (104± 14)mb [5, 52] for 71Ga.
References [73, 28] indicate a cross section of 138 mb for 71Ga using integral measure-
ments with a neutron energy distribution corresponding to a quasi-stellar distribution
at kBT = 25 keV. Several activation measurements at different energies were carried
out by Dovbenko et al. At an energy of (27± 5.3) keV the cross section for 69Ga
was determined to be (172± 49)mb [30, 52] and for 71Ga (159± 45)mb [30, 52]. In
addition to the activation measurements, time-of-flight measurements for natural
gallium are available [72]. However, the neutron capture cross sections of other nuclei
investigated in the same measurement campaign show large discrepancies with more
recent measurements [28].

To provide more clarity into the data situation for 69,71Ga a first activation experiment
was carried out by Göbel et al. at the European Joint Research Centre (EC-JRC) in
Geel. The cross section values obtained by activating a natural gallium sample did
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1. Introduction

significantly differ from the values previously determined. The cross section ratio of
the respective gallium isotope and gold were determined to be

σ69Ga

σ197Au
= 0.29± 0.02

σ71Ga

σ197Au
= 0.17± 0.01

[35].

1.4. Aim of the thesis

The possibility to use the neutron activation method featuring the 7Li(p,n)7Be
reaction, which is mostly used to recreate a quasi-stellar neutron spectrum at an
energy of kBT = 25keV, needs to be investigated for its use to recreate quasi-
stellar neutron spectra with different energies. Simulations utilizing the PINO
code [57] suggest a possible recreation of quasi-stellar neutron spectra at different
energies relying on a linear combination of neutron spectra, obtained at different
proton energies. While previous studies by Ratinsky et al., Feinberg et al. and
Lederer et al. show a good agreement of the simulations at proton energies of Ep =
1912 keV [56, 31, 44], recent studies by Pachuau et al. show large deviations between
measurement and simulations using the PINO code at energies Ep = 3500 keV [53].
These deviations implicate a possible incorrect simulation at proton energies higher
than Ep = 1912 keV. This thesis aims at providing information, verification and
foundations for improvements for the PINO code obtained by measurements of the
7Li(p,n)7Be neutron fields, in the proton energy range between 1887 keV and 2800 keV.
The experimental campaign was carried out at the PTB Ion Accelerator facility at
the Physikalisch-Technische Bundesanstalt PTB in Braunschweig.

An application for the 7Li(p,n)7Be neutron fields was a series of neutron activation
experiments on gallium, with the goal to investigate the neutron capture cross sections
of both stable isotopes: 69,71Ga. As previously stated, the data situation in the keV
regime is very indecisive. To improve this situation and to provide better inputs for
nucleosynthesis simulations, the precise neutron capture cross sections need to be
known. This thesis aims at providing quasi-stellar neutron capture cross sections for
69Ga and 71Ga at an energy of kBT = 25keV mimicking the 22Ne(α,n)25Mg phase
during the convective helium core burning phase in massive stars.

8



2. General principles

2.1. Cross section and astrophysical rate

The quantity of interest in nuclear reaction experiments is the probability of the
reaction called the cross section, which is defined as an area with the unit barn
(1 b = 10−24 cm2). For illustration a simplification can be made. Considering only
the geometric parameters of the reaction participants, the geometrical cross section
is defined as

σgeo = π · (rprojectile + rtarget)2 . (2.1)

If the projectile and target nucleus are considered to be of spherical shape, where
rprojectile denotes the projectile and rtarget the target nucleus radius. Due to the
quantum nature of matter the energy dependent De-Broglie wave length λ has to be
considered. Therefore, the cross section becomes

σ = π · λ2. (2.2)

The cross section in nuclear physics is defined as

σ = Nreact.

Ntarget · Nprojectile
A

, (2.3)

where Nreact. denotes the number of reactions, Ntarget the number of target nuclei
and Nprojectile/A the number of projectiles per area. [55] [60].

The reaction cross section is strongly dependent on the energy of the projectile, and
therefore, also velocity dependent σ = σ(ν), where ν denotes the relative velocity
between the projectile and the target.

The rate of nuclear reactions r in a volume filled with particles X and Y and a density
NX and NY can be written as

r = NX ·NY · ν · σ(ν), (2.4)
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2. General principles

where ν denotes the relative velocities.

In a stellar environment the velocity of the particles varies and follows the distribution
function φ(ν). The probability of a particle having a velocity ν in the interval (ν,ν+1)
is given by φ(ν)dν. The integral of the velocity distribution over all velocities is∫ ∞

0
φ(ν)dν = 1. (2.5)

To determine the effective cross sections as a function of the temperature, ν and σ
have to be convolved, which is then called the reaction rate per particle pair

〈σν〉 =
∫ ∞

0
φ(ν)νσ(ν)dν. (2.6)

With Equation 2.6 the expression for the total reaction rate becomes

r = NX ·NY · 〈σν〉 (1 + δXY )−1 (2.7)

with a correction term to account for reactions with the same particle types [60].

Stellar gas is non-degenerate, meaning the nuclei move non-relativistic. The gas is
in thermodynamic equilibrium allowing the velocity of the nuclei to be described
by a Maxwell-Boltzmann velocity distribution, which only relies on the mass of the
particle m and the temperature of the surrounding area T

φ(ν) = 4πν2
(

m

2πkBT

)3/2
exp

(
− mν2

2kBT

)
. (2.8)

The most probable velocity is derived from dφ/dν = 0

νT =
√

2kBT
m

. (2.9)

The reaction rate per particle pair in stars, accounting for particles following a
Maxwell-Boltzmann velocity distribution, can then be written as:

〈σν〉 = 4π
(

µ

2πkBT

) 3
2
·
∫ ∞

0
ν3σ(ν) · exp

(
− µν2

2kBT

)
dν, (2.10)

or using the center of mass energy Ecm = 1/2µν2

〈σν〉 =
( 8
πν

) 1
2
( 1
kBT

) 3
2
·
∫ ∞

0
Eσ(E) · exp

(
− E

kBT

)
dE, (2.11)
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2.2. Radiation interaction with matter

where µ denotes the reduced mass µ = mxmy/(mx +my).

The Maxwell Averaged Cross Section (MACS) is defined as the reaction rate scaled
with the most probable velocity. Using Equation 2.9 and Equation 2.11 it can be
written as

σMACS = 〈σν〉
νT

= 2√
π

1
(kBT )2 ·

∫ ∞
0

Eσ(E) · exp
(
− E

kBT

)
dE (2.12)

[60, 58].

2.2. Radiation interaction with matter

In order to determine the cross section of a reaction, most experiments depend on the
detection of radiation. The different detection mechanisms rely on the interaction of
radiation with matter. Whether charged particles, neutrons or photons, all have the
effect of triggering various reactions when penetrating matter. In order to choose
the right detector, the nature of the radiation of interest is important, since different
types of radiation require a different detector.

2.2.1. Charged particles interactions

The nature of the interaction depends strongly on the charge of the projectile particle.
For particles heavier than electrons (e−), such as alpha-particles (α), the main
interaction with matter is the Coulomb interaction, the electromagnetic interaction
between the charged particle and the shell-electrons of the matter atoms. Two
scenarios are possible for the charged particle to transfer its energy to the shell
electrons. The momentum the electron receives when the projectile is passing can
lead to two different effects: excitation or ionization. Excitation of the material
raises a bound electron to a higher shell, while ionization ejects the electron from
the atom. Since only a small amount of the projectiles energy is lost per interaction,
many can occur. As a result the projectile has a well defined range in the material,
which is dependent on the kind of projectile and the matter itself. The heavier the
projectile and or the denser the matter, the smaller the range [45, 41].

The stopping power S for charged particles in a given absorber is defined as

S = −dE
dx

. (2.13)
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2. General principles

For particles with a given charge state, the stopping power S increases with decreas-
ing particle velocity. The specific energy loss can be determined using the Bethe
formula:

− dE

dx
= 4πe4z2

m0ν2 NZ

[
ln
(

2m0ν
2

I

)
− ln

(
1− ν2

c2

)
− ν2

c2

]
, (2.14)

where e denotes the charge of the projectile particle, N and Z the number density
and the atomic number of the absorber atoms, m0 the electron rest mass, ν the
velocity of the projectile and I the average excitation and ionization potential of the
absorber material [41].

2.2.2. Photon interactions

The interactions between photons and matter differ from charged particle interactions.
The main interaction mechanisms between photons and matter are:

• Photoelectric effect

• Compton scattering

• Pair production.

0

10

20

30

40

50

60

70

80

90

100

A
to

m
ic

n
u

m
b

er
of

a
b

so
rb

er

2 5 10−1
2 5 1 2 5 10 2

Photon energy (MeV)

σCE = σPP

σPE = σCE

Photoelectric effect
dominant

Compton effect dominant

Pair production

dominant

Figure 2.1.: Energy and atomic number dependence of the different interactions of photons with
matter. At the continuous lines the cross sections of the two interaction mechanisms
next to each other are equal. Data taken from XCOM [8].
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2.2. Radiation interaction with matter

Photoelectric effect

The photoelectric effect describes the absorption of a photon by an atom and the
immediate ejection of the electron from the atom. The energy of the ejected electron
can be approximated by

E = hν − Eb, (2.15)

where Eb describes the binding energy of the electron, ν the frequency of the
incident photon and h the Planck constant. The Photoelectric effect is typically the
dominant interaction between photons and matter at incident photon energies up to
approximately 100 keV, since the photons can only interact with bound electrons.
When the incident photon energy reaches energies above the highest electron binding
energy of the atom, the cross section of this reaction drops drastically [45].

Compton scattering

Compton scattering is dominant for photons with energies Eγ between 100 keV and
10MeV. The incident photon scatters with a quasi-free electron. The electron can be
considered free since the incident photon energy is much higher than the binding
energy of the electron. During the scattering process, the photon transfers a part of
its energy onto the electron. The photon energy after scattering E ′γ is dependent on
the initial energy of the photon Eγ and the scattering angle θ. The photon energy
after scattering is given as

E ′γ = Eγ

1 + Eγ

mec2 (1− cos θ)
. (2.16)

Considering Equation 2.16, the energy transfer from photon to the electron reaches
a maximum at a scattering angle of θ = 180◦. However, even then the transferred
energy is less than the incident photons energy. If the scattered photon leaves the
detector-volume, the deposited energy corresponds to the electron, giving rise to two
phenomena visible in the γ-spectrum: the Compton continuum and the Compton
edge [45].

Pair production

If the energy of the photon exceeds 1022 keV, which equals 2me, another interaction
mechanism becomes likely, the pair production. The incident photon is transformed
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2. General principles

into an electron-positron pair, which is only possible in the vicinity of a nucleus in
order to conserve momentum. Energy exceeding the 1022 keV threshold is transferred
to the electron and positron in form of kinetic energy. While the electron is stopped
in the material, the positron will annihilate with an electron after being slowed down
sufficiently. The annihilation will create two photons with an energy of Eγ = 511 keV
corresponding to the electron/positron mass. If both of these photons are stopped in
a detector volume, the full energy of the incident photon is detected. If one of them
escapes the volume, a so called single-escape line with an energy of Eγ − 511 keV,
and if both escape a double-escape line Eγ − 1022 keV will become visible in the
energy spectrum [45, 41].
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Figure 2.2.: Simplified illustration of a possible γ-ray spectrum in a detector. The Compton
continuum and edge, the single- and double-escape (SEP and DEP) lines as well as
the full energy peak (FEP) are marked.

14
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2.2.3. Neutron interactions

Neutron interactions with matter rely on the strong force. Due to the small range
of the strong force (≈ 10−15 m), neutrons feature a very long range inside matter.
However, when the neutron interacts, there are six main interaction principles:
Elastic and inelastic scattering on nuclei, radiative neutron capture, neutron induced
reactions, fission and high-energy hadron shower production. Since all these methods
are strongly dependent on the energy of the neutron, neutrons are classified in respect
to their energy. Additionally, neutrons penetrating matter experience exponential
attenuation.

The total probability for a neutron to interact with matter is given by

σtotal = σelastic + σinelastic + σcapture + σinduced + σfission + σhadronic. (2.17)

The effect of neutron moderation occurs when neutrons enter material and are
not stopped immediately by one of the above mechanisms. The neutrons are then
interacting with the material mostly by elastic- and inelastic scattering until it has
lost enough energy to undergo radiative capture, neutron-induced or fission reactions
[45].

2.3. Detector technologies

For the detection of radiation a detection device (detector) is needed. These instru-
ments rely on the interaction mechanisms of radiation with matter. Depending on
the type of radiation to be detected, a specific detector material is needed, which
ensures the most efficient and correct detection of the radiation of interest. In case
of photons in an energy range between 10 and 2000 keV High purity germanium
(HPGe) detectors are commonly used. The basic function of any kind of detector
is the registration of secondary particles created by the impinging radiation. Most
detectors are capable of providing two types of information, time and pulse height.

2.3.1. Scintillation detectors

One of two detector types most common in nuclear physics applications are scintilla-
tion detectors. This detector type features a simple setup consisting of a scintillation
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2. General principles

crystal or liquid, an optic coupling, a photomultiplier tube (PMT) and a voltage
divider. Radiation impinging on a scintillation crystal creates a flash of light (scin-
tillation). These flashes are then processed into an electronic signal by the PMT.
To gather further information of the incident radiation, additional electronics are
used.

Scintillation materials

Scintillation materials are sorted into different categories. Scintillators made from
hydrocarbon compounds are classified as organic scintillators, where the scintillation
process arises from transitions made by the free valence electrons of the molecules.
A large advantage of these kind of materials is their use in many physical forms
without their loss of scintillation properties.

The most widely used material are inorganic crystals. A prominent example for
these are thallium-doped sodium iodine crystals (NaI(Tl)). These scintillators are
most commonly used for the detection of β- and γ-radiation due to their high atomic
number. The scintillation mechanism in inorganic scintillators relies on the band
structure of the crystal. The detection of an impinging particle can occur in two
ways. The crystal can be ionized by exciting an electron from the valence into the
conduction band, resulting in the creation of a free electron and a free hole. Another
possibility is the creation of a so called exciton, by exciting an electron to the exciton
band located just below the conduction band, where the electron and the hole remain
bound together as a electron-hole pair, which can move freely through the crystal.
Now the so called activator or dopant becomes important. If the electron-hole pair
encounters such an activator, former forbidden energy levels in the band gap become
available. The ionization of the activator atom leads to a transition from excited to
ground state, resulting in the creation of scintillation light.

For neutron detection, glass scintillators are of great importance. These scintillators
are made from cerium activated lithium or boron silicates. For neutron detection
the lithium component of these glasses is enriched by 6Li. Since lithium silicates are
also capable of detecting γ-rays, a discrimination between γ-and neutron-radiation
is possible. The neutron detection mechanism for these glasses relies on 6Li(n,α)3H
reaction, where the α-particle ionizes the scintillator material and scintillation light
is created [45].
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Photo multiplier tube

The produced scintillation light needs to be analyzed in order to give information of
the incident radiation. This becomes possible using a photomultiplier tube (PMT).
The scintillator is coupled to the PMT with optical glue or connected via a light guide.
A PMT consists of three main stage: the photo cathode, a focus mechanism and the
dynode string encased in a vacuum tube. Photons created during the scintillation
process react with the photocathode material, usually made from alkali metals, via
the outer photoelectric effect, resulting in the emission of an electron. The material of
the photocathode has to be selected depending on the wavelength of the scintillation
light. Since the momentum vector of the electrons can be in various directions, a focus
stage is needed. Via an electric field the produced electrons are guided to the first
of many (between 5 and 10) dynode stages. Electrons striking the dynode material
deposit a fraction of their energy inside, resulting in the emission of secondary
electrons, which are subsequently accelerated to the next dynode stage, where the
procedure is repeated. This ensures a multiplication process until the electrons are
collected at the anode of the PMT to give rise to a measurable electric signal [45].
The voltage for the PMT is delivered via a voltage divider. This device ensures the
correct voltages are applied to the dynode stages, which makes it responsible for the
photo multiplication and acceleration processes of the electrons.

2.3.2. Semiconductor detectors

The second detector type used for the experiments presented in this thesis are
semiconductor detectors. Based on crystalline semiconductor materials these detector
types are most suitable for γ-ray detection. The detection mechanism of radiation is
based on the creation of electron-hole pairs after the passage of ionizing radiation
through the material. These pairs are then collected by an electric field in order to
create a signal. Semiconductor crystals feature an energy band structure. In contrast
to a conductor where energy levels of the outer atomic shell form a continuum,
insulators and semiconductors feature an energy gap, also known as the forbidden
band. The only difference between an insulator and a semiconductor is the width
of this gap. It is determined by the lattice spacing of the crystal and is therefore
dependent on temperature and pressure. In contrast to an insulator, where there is
no excitation of electrons from valence to conduction band, even if an electric field is
applied, in semiconductors due to the small band gap a small current can be observed
[45]. The cooling of the semiconductor however reduces this current dramatically.
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Photocathode

Focusing Grid Dynodes

Anode

Scintillator

Connectors

Voltage Divider

Figure 2.3.: Schematic of a scintillation detector for γ-detection.

Therefore, signal noise is reduced and only electron-hole pairs created by ionizing
radiation will be detected. Since the current is very small, low noise electronics
for signal amplification are needed. This is usually done by a charge-sensitive
pre-amplifier.

2.4. Data acquisition systems

The signals provided by different variants of detectors have to processed in order
to achieve the information of interest. This is most commonly done by computer
systems, which require the analog detector signal to be transformed into a digital
signal. Widely used acquisition systems are presented hereinafter.

2.4.1. Analog data acquisition systems

The analog data acquisition system used for this work consists of a chain of different
analog signal processing devices using the Nuclear Instrumentation Module (NIM)
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format. For γ-spectroscopy the signal processing chain consists of a pre-amplifier,
a spectroscopic amplifier and an analog-to-digital converter (ADC). In case of a
semiconductor detector a charge-sensitive pre-amplifier is often used to amplify and
pre-shape the small signal for the spectroscopic amplifier. The spectroscopic amplifier
shapes the signal to reduce electronic noise. Also the signal can be further amplified
and several other corrections, such as the elimination of cross-over or undershoots
of the baseline after pulse shaping, can be applied [41, 34]. Once the signal has
the designated shape required by the ADC it is converted into a digital signal after
measuring the pulse amplitude. The multichannel analyzer (MCA) as the last piece
of the chain is then responsible for the creation of the pulse height spectrum, which
can be used for further analysis.

Detector output Pre-amplifier output Spec. amplifier output

Figure 2.4.: Visualization of analog signal processing using a LaBr3:Ce scintillation detector. The
output signals, from left to right, show the basic stages of an analog signal processing
chain.

2.4.2. Digital data acquisition systems

The use of a digital data acquisition system is another possibility in detector signal
processing. In contrast to the many different parts in an analog chain, digital signal
processing systems often only consist of one part, the so called digitizer. Often
featuring a flash analog to digital converter (FADC) and a field-programmable gate
array (FPGA). The digitizers available are capable of combining all of the needed
analog electronics on one board and may therefore be superior to analog measurement
chains. One of the advantages is the form factor of these modules and the possibility
to use specially designed firm- and software already during the signal detection
phase.
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2.5. Neutron sources and experimental techniques

Experiments to investigate neutron induced reactions, require freshly produced
neutrons. These can be created by various neutron sources. Depending on the
desired energy of the neutrons, different experimental techniques become available.
For the determination of neutron capture cross sections in the thermal energy region
at kBT = 0.025 eV, reactor experiments are favourable. For higher neutron energies
accelerator-driven neutron sources become a possibility for neutron production. For
experiments relying on a wide spread of neutron energies, for example at time-of-flight
facilities to investigate the energy-dependent neutron capture cross section, spallation
sources are used. These consist of Ion beams with high energies (several GeV)
impinging on heavy tungsten or lead spallation targets. This leads to the creation
of a variety of particles, including neutrons, which are subsequently collimated and
guided to the sample to be irradiated.

A prominent neutron source available at lower energy accelerators (such as Van-
de-Graaff accelerators) is the 7Li(p,n)7Be reaction, which has been proven to be a
working horse for the determination of neutron capture cross sections relevant for
the s-process nucleosynthesis using the activation method[58].

2.5.1. The 7Li(p,n)7Be reaction

The 7Li(p,n)7Be reaction is a compound nucleus reaction. The impinging protons
react with the 7Li and form a compound nucleus, meaning an intermediate nucleus
with a lifetime longer than the passing time of the incident particle. In this reaction
8Be∗ with a lifetime of τ = (192 ± 25) × 10−15 s [3]. While the possibility of a
single nucleon-nucleon reaction exists, it is fairly small. Therefore, a large number
of nucleon-nucleon collisions, where the binding energy of the incoming particle is
distributed among the nucleons, take place. Upon reaching thermal equilibrium the
compound nucleus state is achieved [55].

p +7 Li→
[

8Be∗
]
→7 Be + n

Due to the statistical distribution of the excitation energy among the nucleons, the
decay of the compound nucleus is de-coupled from its creation. The information about
the creation is lost and the neutron beam properties can be considered independent
from the proton beam properties [10, 77].
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Neutron production

The proton energy needed for neutron production, the neutron production threshold
Etresh., can be determined using the special relativity relation, of the independence of
the reference frames for scalar values. This allows the comparison between laboratory
and center of mass frame.

(Pp + PLi)2
lab = (PBe + Pn)2

CM (2.18)

Ep
c

+mpc

pp

+
mLic

0

2

=
mBec

0

+
mnc

0

2

, (2.19)

The particle momenta in the center of mass frame are 0, due to the requirement of
the absence of energy left for relative motion to the center of mass. Therefore, the
threshold energy is equal to the proton energy Ep = Ethresh.. Now Equation 2.18 can
be written as, using the relation P 2 = m2c2:

m2
pc

2 + 2
(
Ethresh.

c
mLic+mpmLic

2
)

+m2
Lic

2 = (mnc+mBec)2

2mLiEthresh. + 2mpmLic
2 +m2

pc
2 +m2

Lic
2 = m2

nc
2 + 2mnmBec

2 +m2
Bec

2,

solving for Ethresh. leads to:

Ethresh. = 1
2mLi

[(
m2

n +m2
Be −m2

p −m2
Li + 2mnmBe

)
c2
]
−mpc

2. (2.20)

Using the nuclear masses for each of the reaction participant taken from [74]:

mp = 938.786 MeV
c2

mLi = 6535.362 MeV
c2

mBe = 6536.225 MeV
c2

mn = 939.565 MeV
c2 ,

the threshold energy can be determined to be

Ethresh. = 1880.631 keV. (2.21)

This values is in very good agreement with the experimental value determined by
White et al. [76]

Ethresh. exp. = 1880.443± 0.020 keV. (2.22)
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If the proton energy exceeds approximately Ep = 2370 keV, another reaction is
possible. The 7Be, nucleus produced by the bombardment of lithium with protons,
may be excited to the energy level E7mBe = 429.08 keV [3], giving rise to a second
neutron production channel in the reaction 7Li(p,n)7mBe. The threshold energy of
this reaction can be solved via Equation 2.20 with the substitution of mBe with

miso
Be = mBe + Eiso/c2 = 6536.654 MeV

c2 , (2.23)

leading to a neutron production threshold energy of

Ethresh, iso = 2372.156 keV. (2.24)

2.5.2. The neutron activation method

As its name implies, the activation method is based on the irradiation of a sample
with, in this case, neutrons. As a result of neutron captures on nuclei in the
sample, the isotopic composition of the sample changes. If the created isotopes
are radioactive, the analysis of the decay process can be utilized to determine the
number of produced nuclei, which is usually done by γ-spectroscopy. Using the
number of produced nuclei during the activation, the number of sample nuclei and
the neutron flux, the cross section can be determined. However, this gives rise of
the main limitation of the activation method, which are short (smaller than 1 s)
or extremely long half-lifes of the reaction products. Furthermore, the determined
neutron capture cross section takes the total neutron energy distribution exposing the
sample into account. For experiments with astrophysical interest, such as the s-process
nucleosynthesis, the neutron spectrum should correspond to the thermal spectrum
at the respective s-process site [58]. The 7Li(p,n)7Be reaction is commonly used at
low-energy accelerators. The necessary protons with an energy of Ep = 1912 keV,
about 30 keV above the neutron production threshold, create a quasi-stellar neutron
spectrum with an energy dependence close to

Φn = E exp
(
− E

25 keV

)
, (2.25)

as required to mimick the 22Ne(α,n)25Mg phase during the helium flashes in TP-
AGB stars or the helium core burning in massive stars. The neutrons produced at
this proton energy are emitted in a forward facing cone with an opening angle of
θ ≈ 120◦, allowing the positioning of the sample directly onto the neutron source.

22



2.5. Neutron sources and experimental techniques

The consequence is a high neutron flux through the sample allowing the measurement
of very small cross sections [58].

Proton beam

H2O cooling

Metallic Li-layer

on Cu backing

Neutron field

Sample

Gold monitors

Figure 2.5.: Schematic of a typical activation setup at a low-energy accelerator featuring the
7Li(p,n)7Be reaction as a neutron source at a proton energy of Ep = 1912 keV.
The sample is placed in between gold neutron monitors which will be analyzed by
γ-spectroscopy to determine the produced nuclei during the activation.
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Figure 2.6.: Simulated neutron energy spectrum using the PINO tool [57]. The simulated
neutron spectrum produced by the 7Li(p,n)7Be reaction, at a proton energy of
Ep = 1912± 2 keV.
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2.5.3. The neutron time-of-flight technique

Another method to measure the neutron capture cross section is the time-of-flight
technique (ToF). The great advantage is the determination of the cross section as a
function of neutron energy. The foundation of this method is the neutron production
at well defined times using a pulsed beam. The determination of the neutron energy
relies on the accurate knowledge of the flight path dflight and the measurement of the
flight time of the neutron ttof. The energy of the neutron can then be determined
by

En = (γ − 1)mnc
2 =

 1√
1−

(
vn
c

)2
− 1

mnc
2, (2.26)

using
vn = dflight

ttof
. (2.27)

In most cases the relativistic effects can be neglected and Equation 2.28 can be
written as

En = 1
2mnv

2
n. (2.28)

The energy resolution of the neutrons recorded via the ToF method is determined
by the uncertainties of the flight path and the flight time. It can be derived from
Equation 2.28 and written as

∆En

En
= 2

√√√√∆t2tof
t2tof

+
∆d2

flight

d2
flight

. (2.29)

The energy resolution can be improved by increasing the flight path. This however
has the disadvantage of reducing the neutron flux, which scales roughly with 1/d2

flight.
Therefore, a compromise between energy resolution and neutron flux has to be found
[58]. The capture cross sections during ToF experiments are usually determined
using in-beam γ-spectroscopy, measuring the prompt γ-cascade emitted in the
decay of the compound nucleus [58]. Addtionally, the ToF method can be used to
investigate neutron sources such as the 7Li(p,n)7Be reaction. An example for such
an investigation campaign is presented in the following.
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fields

Neutron activation experiments with non-monoenergetic neutron beams rely on
the correct understanding of the neutron energy distribution of the neutron source.
The preferred neutron source for these experiments with astrophysical motivation
is the 7Li(p,n)7Be reaction, which has been investigated to a great extent [56,
31, 44]. Originally, it has only been used to mimic the 22Ne(α,n)25Mg phase in
TP-AGB or massive stars, representing a neutron energy distribution corresponding
to kBT = 25 keV at proton energies approximately 30 keV above the reaction threshold.
Recent studies by Reifarth et al. show a possibility to use this neutron source to
recreate other energy distributions of astrophysical interest, such as kBT = 90keV
[59]. One result of these studies is presented in Figure 3.1, where the neutron energy
distribution with kBT = 90 keV is approximated by a linear combination of different
neutron spectra with the combination factors αi. These studies rely on the PINO
tool [57], which has been tested and improved over time using measurements of the
neutron energy distribution at Ep = 1912 keV.

However, recent studies by Pachuau et al., who compared the PINO code with
measurements at proton energies of Ep = 3500 keV, show large differences between
measurement and simulations [53]. In order to validate the PINO simulations at
different proton energies the code needed to be tested between Ep = 1880 and
2800 keV. The following chapter describes the measurements of the neutron fields
at ten different proton energies in this range using the ToF method at the PTB
Ion Accelerator Facility at the PTB in Braunschweig. During the measurements
the problem of an uncertainty in the true proton energy arose, the discussed proton
energy values hereinafter refer to the set values of the accelerator.
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Figure 3.1.: Simulation results from PINO for the recreation of a kBT = 90keV quasi-stellar
neutron spectrum using the 7Li(p,n)7Be neutron source.

3.1. Experimental preparations

To determine the neutron fields of the 7Li(p,n)7Be reaction, and subsequently compare
these with the PINO simulation tool, neutron energy spectra need to be measured
at different angular positions, preferably covering the full solid angle. For the
minimization of the detection of scattered neutrons, which could be mistaken for
direct neutrons of the reaction and cause a rise in background of the measured
neutron spectra, the measurements were conducted at the PTB Ion Accelerator
Facility (PIAF), located at the Physikalisch-Technische Bundesanstalt (PTB) in
Braunschweig, Germany. The as low-scatter site classified facility, features a large
open area surrounding the neutron production target and the experimental area,
which reduces the influence of scattered neutrons significantly and allows to investigate
different neutron sources with the utmost accuracy [61]. The properties of neutrons
make a direct energy determination challenging. Therefore, the method of choice for
energy resolved neutron spectra is the ToF method as described in subsection 2.5.3.

The required proton beam, for the neutron production, is delivered by a 2MV
High Voltage Engineering Europe HVEE tandem accelerator, capable of delivering
proton beams with an energy Ep = 0.2− 4.0MeV. The beam can either be delivered
in continuous mode where a proton current of up to 50 µA is reachable or as a
pulsed proton beam with a maximum repetition rate of 2.5MHz and a nominal
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pulse width of 1.5 ns [18]. During the experiment the neutron yield and the beam
charge are monitored throughout the experimental area. The neutron yield is
measured using three neutron monitors: A long counter neutron monitor (NM)
with a central 3He tube located at ϕ = 16◦ and distance to target dtarget = 6m,
a second precision long counter (PLC) located at ϕ = 100◦ and dtarget = 5.5m
and a 3He counter encased by polyethylene at ϕ = 145◦ and dtarget = 0.85m. The
accumulated beam charge is determined using a current integrator and a frequency
converter. For the angle dependent measurements of a neutron source, three movable
(angle ϕ, and distance d) detector arms can be used. Onto these stands detectors
for ToF measurements can be mounted [12].

Tandetron

Analyzing
magnet

Cyclotron

Neutron reference
field

Photon reference
fields

Target

Figure 3.2.: Full schatic layout of the PTB Ion Accelerator Facility PIAF. Various different
experimental sites are shown. Beamline used for the experimental campaign presented
in this thesis is marked in blue. The beam was delivered by the 2MV tandem
accelerator. The proton beam energy was determined using the analyzing magnet.
Following, the beam was lead to the neutron production target at the neutron
reference field experimental area.
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Pulsed proton beam

Li-target on
Ta backing

Movable Li-glass
detector

0-95 deg

Figure 3.3.: Schematic of the experimental area for the measurement of the neutron fields. Three
detectors are used, which were positioned around the neutron production target at
different angles between 0◦ and 95◦.

3.1.1. 6Li-Glass detectors

For the neutron detection during the ToF measurements a fast detector is necessary to
ensure the best possible time resolution. The detectors of choice are glass scintillators.
During the experiment three similar 6Li-glass detectors were used and are named
detector I-III in the following. The specifications of the scintillation glasses can be
found in Table 3.5. Detector III, including the specifications, was provided by the
PIAF team at the PTB [51]. The other two detectors were assembled and tested at
Goethe University Frankfurt. Both of the scintillation glasses were optically coupled
to Philips XP 2020 photomultiplier tubes, featuring photocathodes matching the
wavelength of the emitted scintillation light. Silicon oil was used for the optical
coupling because of the similar refractive index to the face plate of the PMT. The
detector assembly was finalized by wrapping the glasses with white Teflon tape,
aluminum foil and black tape. The first two steps were done in order to ensure the
reflection of the scintillation light into the PMT, while the black outer tape ensured
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(a) XP 2020 PMT. (b) Top view including scintillator.

Figure 3.4.: Part of the scintillation detector assembly: On the left side in figure (a) the Philips
XP 2020 PMT ist shown without further wrapping. On the right side in figure (b)
the 6Li-glass disk is positioned in the middle of the PTM window. The coupling was
ensured by silicon oil.

a complete shielding from light sources different than the scintillation light. This
guarantees a low signal noise. Part of the assembly is presented in Figure 3.4.

The detectors were tested at Goethe University, Frankfurt. The required neutrons
were produced by a 2.5MV Van-de-Graaff accelerator with a continuous proton
beam at an energy of Ep = 1912 keV impinging on a metallic lithium target, making
use of the 7Li(p,n)7Be reaction. The detectors were mounted facing the target in
a distance of 30 cm. The resulting pulse-height spectra are shown in Figure 3.5a
and Figure 3.5b. The peak corresponding to the neutron interaction events in the
detectors is clearly visible. The range of the spectra as well as the width of the
neutron peak differs between the two detectors. Several possibilities for the deviations
may be the reasons. One being the efficiency of the scintillator, another one being
the PMT performance. Even though two similar PMTs were used, due to the old age
several effects on the performance are possible. For example, a degradation of the
photocathode or the dynode structures are possible, which leads to a reduced signal
gain and, hence, reduced efficiency of the PMT. Apart from slight deviations in the

29



3. Investigation of the 7Li(p,n)7Be neutron fields

pulse-height spectra the detectors performed well and were thought to be ready for
the measurement of the neutron fields.

(a) Detector I

(b) Detector II

Figure 3.5.: Pulse height spectra of the assembled detectors I and II. The spectra show the
response for neutrons created by the 7Li(p,n)7Be reaction at a proton energy of
Ep = 1912 keV.

3.1.2. Detector mounting

In order to use detectors I and II during the measurement of the neutron fields at
the PIAF facility, the detectors had to be mounted on the spectrometer arms. To
minimize the neutron induced background it is favorable to have as little material as
possible inside the neutron fields and close to the detector. Since the detector arms
are massive and made from stainless steal, the material of choice for the detector
holder was carbon fiber-reinforced polymer (CFRP). The detector holders were
designed to bring the detectors onto the same level as the neutron production target
and to achieve a possible target to detector distance as close as 0.5m.
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The used construction features a base plate with a thickness of 5mm, which ensures
the detector to be as far away from the stainless steel spectrometer arms as possible.
The vertical supports, with a thickness of 2mm, were designed as truss in order to
minimize the amount of material close to the detector. The construction is presented
as a rendered CAD model in Figure 3.6. To ensure a safe positioning of the detector
onto the detector holder, the detectors were strapped onto the vertical supports by
cable ties. A final assembly on the spectrometer arm is presented in Figure 3.7.

Figure 3.6.: Rendered CAD design of the neutron detector holder. The structure was optimized
for minimal material to ensure a minimum neutron background.

3.1.3. Data acquisition

The data acquisition for a ToF experiment has special demands, especially using a
short flight path. Typical experimental sites for neutron ToF experiments feature
a flight path of several meters, ensuring a good neutron energy resolution. During
the experiment at PIAF the flight path was expected to be between 0.5 and 1.5m.
Therefore, a fast data acquisition system (DAQ) was needed. The DAQ selected
features a fast CAEN v1751 waveform digitizer using a pulse shape discrimination
firmware, originally designed for the Frankfurter Neutronenquelle am Stern Gerlach
Zentrum (FRANZ) project [4, 58]. The DAQ has been previously investigated for its
use in ToF experiments with a short flight path [78].
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Figure 3.7.: 6Li-glass detector mounted on the CFRP detector holder an the spectrometer arm
at the PIAF facility. A shadow cone was placed in front of the detector for the
measurement of scattered neutrons.

The CAEN v1715 VME module features a 8 channel 10 bit 1 GS/s flash ADC
waveform digitizer with a dynamic input range of 1V [66]. The combination of
detector, digitizer and firmware can reach a time resolution of 1 ns, which makes it
suitable for ToF measurements with short flight paths.

The detector signals are recorded when the signal amplitude exceeds a certain
height, called the trigger. The signal can then be integrated, choosing two different
integration length for pulse shape discrimination, the so called short gate and long
gate. The timing information of the signal is saved the signal crosses the threshold.
The software used for the data acquisition was the MIDAS framework [38]. Together
with the digitizer these two parts ensured a smooth data acquisition with a maximum
possible data rate of 80MB/s. A schematic of the signal processing is presented in
Figure 3.8.

Data acquisition at PIAF

For the determination of the neutron time of flight, the energy and timing signals of
three 6Li-glass detectors, as well as the signals of the proton bunch (called pickup)
needed to be recorded. Due to the high repetition rate of the pickup signal (up to
2.5MHz) a coincidence circuit was used to minimize the data output.
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Time

Trigger

Threshold

Gate
offset

Baseline

Short gate

Long gate

Figure 3.8.: Simplified schematic of the signal processing using a CAEN v1751 digitizer and the
DPP-PSD firmware. Based on [66].

Pick up

Time

Detector 1

Detector 2

Detector 3

Coincidence window

Figure 3.9.: Simplified schematic of the used coincidence logic during the measurement of the
neutron fields using the pick up signal as main signal and the signals of the three
6Li-glass detectors. Signals are only recorded if in the set coincidence window.
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The logic of the coincidence circuit is presented in Figure 3.9. The accelerator pickup
signal creates a coincidence window. The length of the window was determined using
the expected flight times of the neutrons and the pickup frequency. If during the
coincidence windows of time tcoinc. at least one signal from another signal channel is
detected, the signals are recorded. This ensured a high count rate, only considering
events of interest and discarding random events. Using this method the number of
random coincidences was kept at a minimum and therefore the background in the
spectra was improved.

In order to monitor the neutron flux throughout the experiment and, hence, monitor
the target behavior, the neutron yield was constantly recorded by a data acquisition
system of the PTB staff. For the subsequent normalization of the ToF spectra,
the accumulated beam charge during each run was also recorded using a current
integrator.

34



3.2. 7Li(p,n)7Be neutron fields - Experiment

3.2. 7Li(p,n)7Be neutron fields - Experiment

The neutron fields of the 7Li(p,n)7Be reaction were measured using three 6Li-glass
detectors. Detectors I and II were mounted on the previously described carbon fiber
detector holders onto the spectrometer arms. Detector III, which was provided by the
PTB, was mounted using a poly-ethylene holder onto the center spectrometer arm.
ToF spectra were acquired by moving two detectors between 27◦ and 95◦ and one
detector between 0◦ and 25◦ degrees in steps of 5◦. To detect differences in flight path
or performance, spectra were additionally acquired for detectors at the same position.
Detector I and II were compared positioned at ϕ = 27◦ and detector II and III at
ϕ = 15◦. The flight path dflight was selected to be 0.7m, as a compromise between
energy resolution and sufficient statistics. The distance between the detectors and
the target was determined by a laser measurement system, which has an uncertainty
of 1mm. The angles of the spectrometer arms were set using a computer based angle
positioning system. With this system it was also possible to adjust the flight path
once correctly calibrated. Once calibrated, the flight path was checked prior to each
new proton energy setting.

For the duration of the experimental campaign two neutron production targets
were prepared by the PTB staff. The metallic lithium used as target material was
evaporated onto a 0.5mm thick tantalum backing. Following the evaporation process
the target was mounted onto the beamline. This was done without breaking the
vacuum, ensuring no oxidation of the lithium layer. To cool the target during the
irradiation, a jet of compressed air was used. Additionally, the target was rotated
with a speed of 1 rotation per second to maximize the cooling. The lithium targets,
named RLi0319 and RLi0411, with an area density of τtarget 1 = 260 µg/cm2 and
τtarget 2 = 276 µg/cm2 were each used for half of the duration of the measurement to
ensure a stable neutron yield.
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6Li-Glass detectors

Li target Protons

Figure 3.10.: Experimental setup: In the center the lithium target cooled by an air jet is visible.
On the left edge of the picture two 6Li-glass detectors mounted onto the carbon
fiber detector holders can be seen.

Pulsed proton beam
LC

LC

LC

Figure 3.11.: Experimental area: Marked in the center is the proton beam line with the lithium
target mounted. Surrounding the open pitch to minimize the effects of scattered
neutrons. Three static neutron monitors are marked, which are responsible for
monitoring the neutron yield during the irradiations.
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3.2.1. Accelerator time resolution

The time resolution of the accelerator is defined by the length of the proton bunches
on the neutron production target. To reach the best possible time resolution during
the ToF measurements the pulsation mechanism of the accelerator needed to be
tuned following each new proton energy and accelerator settings. The bunch length
was determined recording a ToF spectrum with a BaF2 scintillation detector. Even
though this detector is not sensitive for neutrons, they are capable of detecting γ-rays
with a superior time resolution than 6Li-glass detectors. The resulting ToF spectrum
only shows the γ-flash, which is a result of the protons impinging on the lithium
target creating high energy γ-rays covering the source to detector distance with the
speed of light. Using the BaF2 detector, the sub-nanosecond time resolution allows
the accurate determination of the width of the γ-flash. A typical γ-spectrum of
the time resolution measurement is presented in Figure 3.12. The sharp peak was
analyzed using a Gaussian fit. The determined FWHM depicts the bunch length
and therefore the accelerator time resolution. The recorded γ-flash spectra, for each
investigation run, are shown in Figure 3.13 and the corresponding accelerator time
resolutions are listed in Table 3.2.
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Figure 3.12.: Time-of-flight spectrum recorded using a BaF2 detector at a proton energy of
Ep = 1912(1) keV. Only a single peak is visible in the spectrum, the γ-flash.

3.2.2. Total time resolution

The total time resolution tres. tot. is defined as the combined time resolution of the
used components during the measurements. Each element of the measurement chain
contributes to the total time resolution, which can be determined during the ToF
measurements using the 6Li-glass detectors. Due to the minor differences of the
detectors, it has to be determined separately for each detector. The procedure to
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Figure 3.13.: Measurements for the accelerator time resolution. The blue line denotes the spectra
measured using a BaF2 detector, while the orange line is the Gaussian fit of the
γ-flash. The FWHM denotes the time resolution of the accelerator.
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Day Ep (keV) Target tres. acc. (ns)

1 2100 RLi0319 1.812(3)
2 2300 RLi0319 1.765(3)
2 2500 RLi0391 1.633(2)
3 2500 RLi0319 1.597(3)
4 1912 RLi0319 1.804(1)
5 1912 RLi0319 2.423(1)
6 1887, 1897 RLi0411 1.698(1)
7 1907 RLi0411 2.318(1)
7 2000 RLi0411 1.847(1)
8 2000 RLi0411 1.891(3)
8 2800 RLi0411 1.816(1)
9 2800 RLi0411 1.734(2)
9 2200 RLi0411 1.809(3)

Table 3.2.: Accelerator time resolutions measured using the BaF2 detector.

determine the total time resolution is equal the determination of the accelerator
time resolution presented in subsection 3.2.1. The FWHM of the γ-flash, visible
in the measured ToF spectra, was obtained using a Gaussian fit with the ROOT
analysis environment [17]. An excerpt from the analysis is shown in Figure 3.14. The
values obtained are presented in Table 3.3. Additionally, the time resolution is also
an important input parameter for the comparison between measured and simulated
neutron spectra using the PINO tool, which are presented in section 3.5.
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Figure 3.14.: Total time resolution for each 6Li-glass detector during the measurement of the
neutron fields at a proton energy of Ep = 1912 keV. The blue lines denotes the
measurement, the orange line the Gaussian fit of the γ-flash.

3.2.3. Neutron yield

During the measurements, the neutron yield was monitored using the monitors
described in section 3.1. It gives important insights in the lithium target behavior.
A drastic decline in the neutron yield while the beam current remains stable, would
indicate a rapid decrease in target quality. This becomes especially important when
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Ep (keV) Time resolution (ns)
Detector I Detector II Detector III

1887 2.28(10) 2.42(5) 2.41(9)
1897 2.91(10) 3.10(6) 2.75(11)
1907 3.38(5) 3.25(5) 3.23(6)
1912 3.33(5) 3.09(4) 3.08(7)
2000 4.06(3) 3.67(2) 3.92(3)
2100 4.56(7) 4.06(5) 3.75(8)
2200 3.32(5) 3.30(4) 3.24(5)
2300 3.04(4) 2.86(4) 2.98(5)
2500 3.15(7) 3.00(6) 2.95(4)
2800 3.22(4) 3.15(4) 3.04(5)

Table 3.3.: Total time resolution of the system determined using 6Li-glass detectors positioned at
ϕ = 0◦.

using high proton energies, where the protons are not decelerated below the neutron
production threshold in the lithium layer. Considering the stopping power of protons
in lithium, wich is shown in Figure 3.15, the impinging protons with the energies
used in this experiment are not fully stopped but only slowed down. Since the target
is fairly thin, the protons do not lose a sufficient amount of energy depending on
the penetration depth. For example, at a set proton energy of Ep = 1912 keV, the
protons are slowed down in approximately 5.5 µm to energies below the neutron
production threshold. The analysis of the long counters did now give any hints of
severe target degradation during the measurements, as presented in Figure 3.16.
However, reference runs at a specific energy before each energy change would have
given more insights in the target behavior over the entire beam time.
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Figure 3.15.: Stopping power of protons in lithium. The data presented are taken from the SRIM
simulation tool [79].
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Figure 3.16.: Long counter readings per charge vs. the total accumulated beam charge on tar-
get during the measurements at different proton energies. No significant target
degradation during the runs could be observed.
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3.3. Time-of-flight analysis

Time-of-flight measurements were performed with the described setup at the energies
and angles described in Table 3.1. The ToF data was acquired using the CAEN
v1751 digitizer. Each recorded event gives information about the signal origin
(channel), the time-stamp, the short gate and the long gate. The channel number
denotes the associated input channel, the time-stamp the time the signal crossed the
threshold, the short integration and the long integration of the signal. The signal
processing is presented in Figure 3.8. For the analysis the short gate information
was neglected, since no pulse-shape discrimination technique was possible using the
6Li-glass detectors during the measurements. To transform the raw data into ToF
spectra, the events needed to be sorted by event and time first. Due to the applied
coincidence logic, only signals from the detectors during the coincidence window were
recorded. The flight time of the neutrons was determined by subtracting the initial
time at the pickup from the stopping time at the detector. The analysis was carried
out using the software framework ROOT. In this section an overview of the acquired
data and the data processing is given for selected proton energies of Ep = 1907, 2100
and 2500 keV. The procedure for analysis remains equal for all measurements.

To investigate the correct detection and performance of the used 6Li-glass detectors,
the pulse height spectra as shown in Figures 3.17a - 3.17c were reviewed. They show
a clean peak corresponding to the neutron events for every detector. The width of
the neutron peak becomes important when generating the ToF spectra. To enclose
mostly neutron induced events, areas outside the regions of interest were discarded.
This improves the signal to noise ratio dramatically. As presented in Figure 3.17a,
detector I shows a shift in the neutron peak with increasing angular position. This is
thought to be a gain shift of the detector, however another possibility is the effect of
different neutron energies at different angles. Since the other detectors do not show
this behavior at a proton energy of Ep = 1907 keV to an equal extend, detector I was
investigated further. As presented in Figure 3.18 this behavior was also observed
at different proton energies. At set proton energies above 2MeV the two remaining
detectors II and III show a similar behavior. Therefore, it is thought to be the result
of a rate induced gain shift effect or since the efficiency of the detector varies with
neutron energy, the seen shift is the result of the detector efficiency.
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Figure 3.17.: Pulse height spectra for detectors I - III at a selected proton energy of Ep = 1907 keV
at different angles.
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3.3. Time-of-flight analysis

For the creation of the ToF spectra only the neutron events are of interest. ToF
spectra obtained using the timing and long gate information of the events are
presented in Figures 3.19a - 3.19c. In the ToF spectra the effects of the kinematic
collimation become clearly visible. The neutron energies decreases with larger angular
position of the detector, which is visible as an increase in flight time. This can also
be observed in Figure 3.19b and Figure 3.19c.
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Figure 3.18.: Pulse height spectra for detector I at Ep = 2100 keV (left) and Ep = 2500 keV (right)
at different angles.

At a proton energy of Ep = 2500 keV the second neutron production channel, described
in subsection 2.5.1, becomes available and is visible in the spectrum in form of a second
neutron energy distribution. In Figure 3.19b, at a proton energy of Ep = 2100 keV, an
additional peak structure in front of the γ-flash is noticeable. Following an inspection
of the ToF spectra and the accelerator beamline, the origin of this structure was an
fault of the pulsing mechanism of the accelerator causing the proton beam to interfere
with the beamline. This resulted in the production of bremsstrahlung, which became
visible as a second γ-flash.

In Figure 3.19a the centroid of the γ-flash lies at approximately 60 ns. The expected
centroid of the peak, considering the speed of light and the flight-path of 0.7m, is
expected to be at 2.3 ns. The shift can also be observed in ToF spectra at different
proton energies and using different detectors. This is caused by the different cable
lengths of the respective detectors. The ToF data were corrected by shifting the
γ-flash to the expected position.
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Figure 3.19.: ToF spectra measured by detector I at set proton energies of (a) 1907 keV,
(b) 2100 keV and (c) 2500 keV.
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Figure 3.20.: ToF spectra, corrected for the cable lengths, measured by detector I at set proton
energies of (a) 1907 keV, (b) 2100 keV and (c) 2500 keV.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Prior to further analysis, such as the ToF to energy conversion and the assembly
of the neutron fields, the time corrected spectra had to be corrected for ambient
and scattering background. As presented in Figure 3.20a and Figure 3.20c the
flat background around the γ-flash can be used for the background correction.
However, due to the beamline interference this was problematic at a proton energy
of Ep = 2100 keV. At this energy the events between 10 and 50 ns of flight time
were selected to be background events. The weighted mean background per bin was
determined taking the statistical uncercainties per bin into account.

The mean background per bin was then subsequently subtracted from each bin in the
spectrum. The result of the background corrections are presented in Figures 3.21a
- 3.21c. The background corrected spectra still show a remnant background. This
background is two to four orders of magnitude smaller than the maximum of the
neutron peaks, and hence, will be neglected in the following. However, the remaining
background is also a limitation, especially for the correct detection of the second
neutron production channel at a proton energy of Ep = 2500 keV. As presented in
Figure 3.21c, with the increasing angle of the detector, the second visible neutron
distribution vanishes above ϕ = 30◦.
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Figure 3.21.: Background corrected ToF spectra measured using detector I at set proton energies
of (a) 1907 keV, (b) 2100 keV and (c) 2500 keV.
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3. Investigation of the 7Li(p,n)7Be neutron fields

3.3.1. Time of flight to energy conversion

To determine the neutron energy, the background corrected ToF spectra were con-
verted using Equation 2.28. The most crucial input, apart from the time-of-flight,
for the conversion is the exact knowledge of the flight path, which was checked
by a laser distance measurement system prior to each new proton energy setting.
The measured flight path values are presented in Table 3.4. In addition, the target
backing thickness of 0.5mm and the half of the scintillator thickness were taken into
account. In Figures 3.22a - 3.22c the neutron energy spectra are presented without
further rebinning of the energy axis. Considering a linear binning of the x-axis in
the ToF spectra with a bin width of 1 ns, the binning of the created energy spectra
is quadratic.

First half of the experiment using target RLi0319
Flight path I (mm) Flight path II (mm) Flight path III (mm)

706.6 701.5 716.1
Second half of the experiment using target RLi0411

701.6 701.5 716.1

Table 3.4.: Used flight path values for the time to energy conversion. The values of the flight
path include the target backing thickness, the measured distance between target and
detector, and half of the scintillator thickness.

To create an equidistant binning with a bin width of 1 keV, the raw energy spectra
were rebinned using the spline interpolation method from the ROOT framework. The
results are shown in Figures 3.23a - 3.23c. In the spectra obtained at a set proton
energy of Ep = 2500 keV the problematics of the nonlinear binning become clear.
This is a direct result of the rapid decline of the neutron energy resolution because of
the high neutron energies, the short flight path and the limited time resolution. The
neutron energy resolution in the presented energy range is in the magnitude of several
tens of keV. Thereupon the spline interpolation method becomes fairly unreliable.
For an improvement of the neutron energy resolution a second measurement series
at an increased flight path at proton energies above Ep = 2200 keV would have
been useful. In the highest set proton energies a second neutron distribution in
the spectrum becomes visible. Presented in Figure 3.23c, recorded at a set proton
energy of Ep = 2500 keV, the origin of the visible distribution in the energy range
between 30 and 300 keV is the second neutron production channel 7Li(p,n)7mBe. The
main production channel is responsible for the energy distribution between 380 and
800 keV. Additionally, another structure between 0 and 20 keV is visible. The origin
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3.3. Time-of-flight analysis

of this structure is believed to be scattered neutrons, due to the high energies of the
neutrons originating in the 7Li(p,n)7Be reaction.
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Figure 3.22.: Energy spectra obtained using detector I at set proton energies of (a) 1907 keV,
(b) 2100 keV and (c) 2500 keV.
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Figure 3.23.: Rebinned energy spectra using detector I at set proton energies of (a) 1907 keV,
(b) 2100 keV and (c) 2500 keV.
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3.4. Neutron fields

The neutron field is characterized as the angle-integrated neutron spectrum. For
proton energies, where the center of mass velocity of the compound nucleus 8Be∗

exceeds the velocity of the emitted neutron, neutrons are emitted in a well defined cone
of a specific opening angle θ. For proton energies above approximately 1940 keV, the
cone opening half angle becomes θ/2 = 180◦ [56, 31, 44, 53]. For the determination of
the angle-integrated neutron spectra covering the entire solid angle, neutron spectra
would have to be measured between 0◦ and 180◦, which leads to several difficulties.
One of which is the positioning of the detectors. Especially at an angle of 180◦,
where the beamline would make a positioning impossible. Furthermore, at angles
above 85◦ material would be in between the detector and the neutron production
target, such as the target itself or other accelerator and monitoring equipment.
For activation measurements, where the samples, are placed directly in front of
the neutron production target, a field determination up to 85◦ is considered to be
sufficient. The positions under which the neutron spectra were measured during
the experiment can be found in Table 3.1. The neutron fields can be constructed
either using the background corrected ToF- or the neutron energy spectra. These
spectra for each run need to be normalized by the accumulated beam charge on
the lithium target, taking into account different measurement durations and beam
current differences. The accumulated beam charge for each run is presented in
section B. Using the charge corrected spectra, the neutron fields for each detector
and proton energy can be created. The combined neutron field, consisting of all
three detectors, can only be considered to be an approximation due to the slightly
different flight paths and different detector specifications. Therefore, each detector
has a slight difference in the solid angle coverage and thus is exposed to a slightly
different neutron spectrum. To investigate the influence of the differences between
the detectors, for each set proton energy, the detectors were directly compared with
each other. The differences in the recorded ToF spectra at the same angular position
for the detectors, at set proton energies of Ep = 1907, 2100 and 2500 keV, are shown
in Figures 3.24 - 3.29. The uncertainties of the measured spectra considered in the
following are strictly statistical. The statistical uncertainties are composed of the
uncertainties of the raw spectra, the background and the accumulated beam charge.
These combined uncertainties of the secptra have been determined by Gaussian error
propagation.
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3. Investigation of the 7Li(p,n)7Be neutron fields

The difference at low energies, in the presented case at Ep = 1907 keV, is only
marginal, however the effects of the different flight paths become noticeable especially
between detectors II and III. Comparing the spectra of detectors II and III both
recorded at an angle of ϕ = 15◦, the difference in the fast neutron flank of the
spectrum is noticeable and is a result of the different flight paths of the neutrons.
For a better visibility the uncertainties of the spectra are only presented in the ratio
between the compared spectra. These uncertainties were determined by Gaussian
error propagation from the statistical uncertainties of the compared measurements.

0.001

0.002

0.003

0.004

C
ou

n
ts

(1
/n

s
n

C
)

Detector I ϕ = 27◦

Detector II ϕ = 27◦

0.75
1.0

1.25
1.5

180 200 220 240 260 280 300 320 340

Time-of-flight (ns)

Figure 3.24.: Comparison of ToF spectra obtained using detector I and II, measured under the
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Figure 3.25.: Comparison of ToF spectra obtained using detector II and III, measured under the
same angle ϕ = 15◦ at Ep = 1907 keV. The difference a result of the different flight
path and detector specification.
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At higher proton energies, such as Ep = 2100 keV, the differences between the
detectors are small due to the decreasing neutron energy resolution of the detection
setup. As presented in Figure 3.26 and Figure 3.27 the differences in the spectra
recorded by different detectors under the same detector position, except for the flight
path, show only minor disagreements. The uncertainty of the flight time of 1 ns has
a clear impact on the spectra obtained at these energies. The differences between
the detectors are within the margin of uncertainty for the time resolution.
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Figure 3.26.: Comparison of ToF spectra obtained using detector I and II, measured under the
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Figure 3.27.: Comparison of ToF spectra obtained using detector II and III, measured under the
same angle ϕ = 15◦ at Ep = 2100 keV. A difference is noticeable due to a different
flight path and detector specification.
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At even higher proton energies, above Ep = 2350 keV, where the second neutron
production channel becomes available, the neutron energy distribution, coming from
the main production channel, becomes even more narrow. At this proton energy
the time resolution of 1 ns is equal to more than 40 keV in neutron energy. For the
purpose of these measurements however, mainly the angle-integrated neutron yield
is of interest, which lowers the importance of the energy resolution. In retrospect
increasing the flight path for a second series of measurements would have been useful
to gain more sensitivity for the neutron energy. This problem becomes even more
severe at the highest measured set proton energy of Ep = 2800 keV.

The comparison of the different detectors at the equivalent angular position supported
the approximation of the combined neutron fields with energy spectra measured by
the different detectors, due to the solid angle corrections and considering the margin
of uncertainties of the time resolution and the flight paths.

Final neutron fields

In the final step to create the angle-integrated neutron fields, the energy spectra
obtained at various angular positions, have to be scaled with the respective solid
angle coverage of the detector.
With the definition of the solid angle Ω

Ω = 2π (1− cos(θ)) , (3.1)

follows as a solid angle correction for the detector at position ϕ = 0

fscaling,0◦ = 2π(1− cos(α))
2π(1− cos(θ + α)) = (1− cos(α))

(1− cos(θ + α)) , (3.2)

where α denotes the half of the step size (for most measured proton energies α = 2.5)
and θ the maximum angle. For detector positions at ϕ 6= 0◦ Equation 3.2 becomes

fscaling = [(1− cos(ϕ− α))− (1− cos(ϕ+ α))]
(1− cos(θ + α)) . (3.3)

Once scaled, the neutron spectra measured at each angle, normalized for the accu-
mulated beam charge during the respective run, are integrated to create the final
neutron field. The angular correction factors are presented in section B, Tables B.11
and B.12.
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Figure 3.28.: Comparison of ToF spectra obtained using detector I and II, measured under the
same angle ϕ = 27◦ at Ep = 2500 keV. A slight difference is noticeable due to a
different flight path and detector specification.
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Figure 3.29.: Comparison of ToF spectra obtained using detector II and III, measured under the
same angle ϕ = 15◦ at Ep = 2500 keV. A difference is noticeable due to a different
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3.5. Comparison with the PINO tool

A major aim of the experimental campaign was the comparison of the measured
neutron spectra, at proton energies different than Ep = 1912 keV, with the simulation
tool PINO. This tool is used as the foundation to recreate a quasi-stellar neutron
spectrum produced by the 7Li(p,n)7Be reaction at various energies. The PINO tool
relies on the Monte Carlo method to simulate the transformation from proton to
neutron. In the simulation several simplifications are made, such as the assumption
of the absence of proton scattering inside a thin lithium layer. Additionally, the code
only relies on the ionization of lithium. Therefore, the stopping of the protons is a
result of only electronic interactions and (p,n) reactions. The stopping power data
used during the simulations are taken from the well-established program SRIM [79].
For the determination of the neutron spectrum, the tool relies on double differential
cross sections for the 7Li(p,n)7Be reaction, compiled by Liskien and Paulsen [47].
The transport of the simulated neutron is also simplified. The simplifications include
the hypothesis of a neutron transmission greater than 95% for the lithium target
backing. Additionally, neutrons are not tracked but ray-traced, meaning only the
initial position and the angle at time of production are considered. In order to
receive the desired simulated spectrum, the tool has to be provided with certain
input parameters, such as the stopping power, (p,n) cross sections, lithium target
geometry, sample geometry, proton beam specifications and the number of simulated
samples [57].

Using the base version of PINO, the output is given in two files: the neutron yield
as a function of energy and the neutron spectrum passing through the sample. For
the comparison of the measurements presented in this thesis, the code was adapted
to support the simulation of ToF spectra at various positions in space. To use this
adapted version the input file was extended to support the specifications of the
time resolution and the flight path. In addition, the code was further improved to
simulate the neutron spectrum passing a disk, square or sphere at a certain position
in space. Using this code the simulation of a neutron spectrum passing through a
detector at a certain position as in the measurements becomes possible. This version
of PINO will be denoted PINO v2. In Figures 3.30a - 3.30c, the simulated PINO ToF
spectra for three proton energies Ep = 1907, 2100 and 2500 keV are presented. The
resemblance to the measured spectra, shown in Figures 3.21a - 3.21c, is remarkable.
However, these spectra are not yet corrected for the detector efficiency. As a first
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step in the comparison between the simulation and the measurement, a crucial input,
the simulated time resolution of the system was investigated.
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Figure 3.30.: Time-of-flight spectra simulated using the PINO tool at proton energies of
(a) Ep = 1907, (b) Ep = 2100 and (c) Ep = 2500 keV.
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3.5.1. Time resolution

The time resolution, which has a direct influence on the ToF spectra, is given as a
parameter in the input file for the PINO v2 simulation tool. The time resolution
responsible for the simulated width of the γ-flash. It is approximated by a Gaussian
shaped peak. The broader this peak and therefore the lager the time resolution, the
broader is the resulting simulated neutron energy distribution.

When comparing the simulation with the measurements, for example at set proton
energies of Ep = 1907, 2100 and 2500 keV, presented in Figure 3.31, the simulation
and the measurement show a very good agreement. The input for the simulations
were taken from Table 3.3. The only difference visible is a slight shift of the centroid of
the γ-flash, which is a result of the slightly non-Gaussian shape of the γ-flash during
the measurements. The differences in flight time are below 0.5 ns, which is within the
margin of uncertainty of the time resolution of 1 ns. The match between simulation
and measurement was equally well for all measured and simulated energies.
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Figure 3.31.: Simulated vs. measured γ-flash for time resolution comparison. From left to right:
Ep = 1907, 2100 and 2500 keV. Measurements are scaled to fit the simulation.

3.5.2. Detector efficiency

For the correct comparison between simulation and measurement, either the simulated
or the measured spectra need to be corrected for the respective detector efficiency.
It was chosen to correct the simulated spectra with the detector efficiency for further
comparisons and to simplify comparisons in the future. The detection efficiency for
6Li-glass detectors can not easily be determined using calibration sources. Since
this detector type is not suitable to resolve neutron energies, a different method
is needed. One possibility is the detection of strict mono-energetic neutrons or
tagged neutrons. If the energy of the neutrons is known, the detection efficiency can
be determined analog to the efficiency of a γ-detector. However, given the energy
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No. 1 No. 2 No. 3
Material NE908 (GS20) NE908 (GS20) NE912 (KG2)
Total Li (wt%) 6.6 6.6 7.5
6Li enrichment (%) 95 95 95
Diameter (mm) 38.8 38.0 39.9
Thickness (mm) 3.1 3.0 2.85

Table 3.5.: Specification of the used scintillation glasses. The values are taken from [62].

Material Type of Li Weight (%)
designation

SiO2 MgO2 Al2O3 Ce2O3 Li2O
GS20 Enriched 56 4 18 3 18
KG2 Enriched 74 0 0 5 21

Table 3.6.: Lithium glass specification as input for the GEANT-4 simulations. The presented
values are taken from [68].

range of the needed detector calibration, the safest way to determine efficiency is
a simulation of the detector. This was done taking advantage of the Monte Carlo
method, using the toolkit GEANT-4 [2]. The detector geometry and specification
could not easily be recreated, since the two detectors I and II, which were assembled
in Frankfurt, are about 30 years old and thus missing most of the specifications.
However, the markings on the detectors gave indication for the chemical composition
of the glasses. The detectors were then designed in the GEANT-4 framework with
their specifications and the glass composition as presented in Table 3.5 and Table 3.6.
Only the scintillation glasses were simulated. The results of the efficiency simulations
are shown in Figure 3.32. The resulting efficiency curves are very similar. While
detector I and II are equal in their scintillator composition and very similar in the
size of the glass, the efficiencies for them are almost equal. Detector III shows an
efficiency up to 20% larger than detectors I and II. The statistical uncertainty of
the simulation ranged between 0.5% in the resonance region and up to 6% in the
high energy region above 800 keV. Including the uncertainties of the theoretical cross
section inputs taken from [13] a maximal uncertainty of 7.8% arises above a neutron
energy of 800 keV. The systematic uncertainties, depending on the energy range of
the neutron, are presented in Table 3.7. The high statistical uncertainty is a result
of the very thin lithium glass scintillators and the declining cross section of the
6Li(n,α)3H reaction.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Figure 3.32.: Simulated detector efficiencies for the used detectors during the experiment. The
specifications for the simulation inputs are shown in Table 3.5 and Table 3.6.

Energy range (keV) Systematic uncertainty (%)

0.1 - 1.0 0.3
1.0 - 10 0.5
10 - 50 0.7
50 - 90 1.1
90 - 150 1.5
150 - 450 2.0
450 - 650 5.0
650 - 800 2.0
800 - 1000 5.0

Table 3.7.: Presented are the systematic uncertainties for the detector efficiency. Values taken
from [13].
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3.5.3. Proton beam energy

As mentioned in the beginning of chapter 3, during the the measurement of the
neutron fields the problem of a large uncertainty in the proton beam energy arose.
For some selected proton energies the accelerator staff noticed deviations of up to
10 keV from the selected values. With the thin lithium targets used, and the resulting
narrow neutron energy distribution, these differences would impact the possibility
of the comparison with PINO tremendously. A possibility to determine the correct
proton energy was the use of the PINO code, but ignoring the comparison of the
angular neutron yield in the first step. The kinematics of the reaction are well known
and implemented in PINO. A set of ToF spectra were simulated varying the proton
energy in 1 keV steps. Afterwards, the measured and simulated ToF spectra were
compared bin per bin using a χ2-test.

χ2 =
n∑
n=1

(Cn,mes. − Cn,sim.)2

σ2
n,mes.

, (3.4)

where Cn,mes. denotes the measured intensity, Cn,sim. the simulated intensity and
σn,mes. variance of the measured intensity at bin n.

To exclude possible differences in the spectra for this test only the rising flank of
the ToF spectra, representing the fastest neutrons at a specific proton energy and
angle, were compared. Prior to the comparison, the maximum of the spectra were
normalized to 1.

For the proton energy determination a set of assumptions had to be made. Variables
such as the lithium target thickness, which can not be determined without a specific
unknown uncertainty and the accelerator energy spread were considered to be constant
for this check. These important input variables also have an effect on the simulated
spectrum. The target thickness has only been determined during the evaporation.
During irradiation however, the target will degrade and most likely a carbon layer
will build up onto the target. Another possibility is the deposition of lithium inside
the target backing over time. All these effects may change the measured neutron
energy distribution.

The accelerator energy spread may also vary during measurement and for different
proton energies. The value given by the accelerator staff was: ∆E = 1keV. The
differences in the ToF spectra by a variation of the proton energy in 1 keV steps
is shown in Figures 3.33a - 3.33c. The variation of 1 keV does show a difference in
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3. Investigation of the 7Li(p,n)7Be neutron fields

ToF of up to 2.5 ns at a proton energy of Ep = 1907 keV. At higher energies, such
as 2100 keV, a variation of the proton energy of 5 keV means a difference of up to
1.5 ns in ToF. For even higher proton energies, the ToF of the neutron distribution
coming from the 7Li(p,n)7Be reaction shows almost no difference between variations
of up to 5 keV. The slower neutrons originating in the isomeric state reaction show
a maximum deviation of 2 ns. This is a result of the limited time resolution of the
acquisition system.

As a first step towards the determination of the correct proton energy only the spectra
obtained using detector III were used, since this detector was positioned at an angle
of 0◦. Afterwards, the other detectors were used for comparison under the remaining
angles measured. The deviation between the determined proton energies between the
detectors was 1 keV at maximum, which is within the margin of error of the accelerator
energy spread. The differences between set and actual energy were determined to be
2 keV - 3 keV up to a proton energy of Ep = 2000 keV. At higher proton energies, a
more prominent difference between set and measured energy arises when using PINO
to approximate the true proton energy. A direct comparison between simulation and
measurement for the proton energy approximation is presented in Figure 3.34.

Proton energy set (keV) Proton energy measured (keV)

1887 1884(1)
1897 1894(1)
1907 1904(1)
1912 1909(1)
2000 1998(1)
2100 2100(1)
2200 2202(1)
2300 2305(1)
2500 2490(1)
2800 2791(1)

Table 3.8.: Determined proton beam energies using PINO. Except for energies higher than 2200 keV,
the proton energies deviate between 2 and 3 keV.
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Figure 3.33.: Simulated ToF spectra to demonstrate a variation of the proton energy around a
set value of (a) Ep = 1907, (b) Ep = 2100 and (c) Ep = 2500 keV.
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The comparison presented in Figure 3.34, shows that the match between simulation
and measurement is excellent. The deviation observable at Ep = 1897 keV is due to the
limited statistics in the measurement and simulation. Therefore, the normalization
to 1 leads to uncertainties. At proton energies above the second neutron production
threshold, a deviation of up to 10 keV between set and measured proton energy has
been determined. The comparison between measurement and simulation are overall
in a good agreement at Ep = 2490 keV for the main neutron production channel.
The neutron emission originating in the second neutron production channel however,
deviates to a large extend from the simulation. Due to the short flight path the
energy resolution, especially for spectra measured at high proton energies, is the
largest uncertainty. An additional reason for the deviations between measurement
and simulation, especially at high proton energies, is the target degradation over the
course of the measurement campaign.
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Figure 3.34.: Excerpt from the proton energy determination. Spectra obtained by simulation and
measurement are compared. For better comparison the measured and simulated
spectra were normalized to 1.

Additionally to the proton energy approximation using the PINO code, the neutron
production threshold was investigated. Since the cross section of the 7Li(p,n)7Be
reaction rises rapidly within a few keV of the neutron production threshold, this was
thought to be a metric for the difference between selected and true proton energy.
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3.5. Comparison with the PINO tool

Figure 3.35.: Results of the neutron production threshold scan. A proton energy deviation of
approximately 2-3 keV is visible. The values for the 7Li(p,n)7Be cross section were
taken from [13].

For the investigation one of the long counters, usually used to monitor the neutron
yield throughout the experiment, was positioned directly in front of the lithium
target. The proton energy of the accelerator was first set to 1880 keV and successively
incresed in steps of 0.5 keV. As presented in Figure 3.35, a difference between 2-3 keV
proton energy between expected neutron emission and detection is visible. These
findings are in good agreement with the results of the PINO simulation at an energy
of 1887 keV.
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3.5. Comparison with the PINO tool

3.5.4. Comparison of the 7Li(p,n)7Be neutron fields

The measured angle-integrated neutron energy spectra were compared with PINO
v2. The results are presented in the following subsections.

The code simulates the neutron spectrum at the detector position. The detector itself
is considered to be a sphere, with the center of the sphere at detecetor position. For
the comparison the measured neutron spectra were normalized by the accumulated
beam charge, as previously shown. Additionally, the maximum of the final constructed
neutron fields was normalized to 1. The simulated neutron energy spectra were
normalized by the number of simulated protons and the constructed field maximums
were normalized to 1.

In the following four different spectra are presented for each proton energy: A 2D
spectrum of the measurement, a 2D spectrum of the simulation, a 2D spectrum
showing the difference ratio and an x-axis projection showing a comparison of the
angle-integrated neutron spectrum determined by measurement and PINO v2.

The difference ratio ∆w between the measurement and simulation was determined
by

∆w = IPINO − Imes.

0.5 · (IPINO + Imes.)
, (3.5)

where IPINO denotes the simulated intensity and Imes. the measured intensity.

The considered uncertainties are presented in the figures containing the angle-
integrated spectra. Presented are the uncertainties for the PINO v2 simulation,
taking the statistical as well as the systematic uncertainties originating in the detector
efficiency into account. The systematic uncertainties for the neutron energy ranges
of the lithium glass detectors are shown in Table 3.7. The uncertainties of the
angle-integrated measured spectra are strictly statistical.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Ep, set = 1887 keV

The lowest determined true proton energy was Ep = 1884 keV, about 3 keV above
the neutron production threshold, which was the first energy to produce a significant
amount of neutrons. The neutron spectrum covered a small solid angle and was
measured by detectors II and III.

The resulting angle-integrated neutron energy spectra presented in Figure 3.36 show
a very good agreement between measurement and simulation. The slight deviations
are most likely a result of the simulation geometry and the low statistics of the
measurement.
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Figure 3.36.: Measured and simulated neutron energy spectra determined using detectors II and
III at a proton energy of Ep = 1884 keV. Detector I was positioned outside the
neutron cone.

For a bin per bin comparison the heat maps of the measurement, simulation and the
difference ratios are shown in Figure 3.37. In the high energy range the simulation
seems to underestimate the number of neutrons slightly. However, in the energy
range between 45 and 50 keV slightly less neutrons than expected by the simulation
were measured. During the measurement a fair amount of noise was visible in the
low energy region of the measured spectrum. This is most likely a result of the non
optimized experimental setup for the low energies and scattered low energy neutrons.
Overall a very good agreement between simulation and measurement is visible.
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Figure 3.37.: Heat maps for comparison between simulation and measurements. Proton energy
Ep = 1884 keV.
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Ep, set = 1897 keV

The next energy measured during the campaign, 10 keV above the previous setting,
was determined to be Ep = 1894 keV. The neutron spectrum now covers a larger solid
angle and was measured using all three detectors. The resulting angle-integrated neu-
tron spectrum is presented in Figure 3.38, and shows overall a reasonable agreement
between measurement and simulation. In total, the measured spectrum is shifted
approximately 5 keV towards lower energies.
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Figure 3.38.: Measured and simulated neutron energy distribution at a proton energy of
Ep = 1894 keV. A shift of the maximum between simulated and measured spectra
of 5 keV towards lower energies is clearly visible.

For a bin per bin comparison the heat maps of the measurement, simulation and
difference ratio are shown in Figure 3.39. As already noticed during the measurement
of the previous energy, the simulation seems to underestimate the number of neutrons
in the highest energy region slightly. The spectra obtained at 0◦, 5◦, and 10◦ degrees
however show significantly less neutrons than predicted by the simulation, especially
between 60 and 70 keV. This might be due to an incorrect setting of detector III
since this detector was responsible for the coverage of these angles. During the
measurement a fair amount of noise was visible in the low energy region of the
spectrum, which is again most likely linked to an non-optimized experimental setting
and scattered low energy neutron. This makes the correct measurement of the
low energy region of the presented spectra difficult. Expect for the contribution of
detector III a good agreement between simulation and measurement is visible.
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Figure 3.39.: Heats maps for better comparison between simulation and measurements. Proton
energy Ep = 1894 keV.
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Ep, set = 1907 keV

Following the determination of the true proton energy of 1904 keV, 10 keV above the
previous measurement, the neutron fields were investigated. The resulting angle-
integrated neutron spectra are presented in Figure 3.40, which shows significant
differences when comparing simulation and measurement. As previously seen, in the
lower energies the amount of noise detected during this energy was a severe problem.
For better comparison the low energy part was cut off. For a bin per bin comparison
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Figure 3.40.: Measured and simulated neutron energy distribution for a determined proton energy
of Ep = 1904 keV. The detector angles are given in Table 3.1. A direct comparison
is difficult because of the noise cut off in the measured spectrum at 8 keV.

the heat maps of the measurement, simulation and the difference ratios are shown in
Figure 3.41. Due to the cutoff at lower energies in the measured spectrum a large
deviation is shown between measurement and simulation in the low energy part of
the spectra. Additionally, the simulation underestimates the number of high-energy
neutrons in the highest energy regions for each angle. As previously noticed, spectra
determined at positions 0◦, 5◦, and 10◦, which were measured using detector III,
show significantly less neutrons than anticipated.

During the measurement the accelerator showed severe problems, which even caused
some shut downs. In order to fix the problem and to re-tune the pulsing mechanism
detector III was unmounted which most likely lead to a slightly different flight path
and therefore the visible differences between simulation and measurement.

Overall the amount of noise in the spectra made the comparison nearly impossible.
Only the falling edge of the spectrum, towards high energies, can be used as a
benchmark.
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Figure 3.41.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 1904 keV.
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Ep, set = 1912 keV

The true proton energy of Ep = 1909 keV was measured as a benchmark and test
of the measurement and analysis routines. The selected proton energy of interest
was actually Ep = 1912 keV which has previously been measured among others
by Ratinsky et al. and Lederer et al.. At a proton energy of Ep = 1912 keV the
resulting angle-integrated neutron energy spectrum resembles a quasi-stellar neutron
energy spectrum at kBT = 25keV. The PINO code, which was written following
the measurements of Ratinsky et al. was initially checked with these measurements.
Lederer et al. remeasured the neutron fields at this proton energy with higher
accuracy at the PTB.

The angle-integrated neutron spectra are presented in Figure 3.42. Apart from
the low energy region, which was cut off because of excess noise in the spectrum,
a good agreement between simulation and measurement is visible. For a bin per
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Figure 3.42.: Measured vs simulated energy spectra at a measured proton energy of Ep = 1909 keV.

bin comparison the heat maps of the measurement, simulation and the difference
ratio are presented in Figure 3.43. Again, the spectra measured using detector III
show significantly less neutrons than predicted by the simulation, while the other
detectors seem to be in good agreement between measurement and simulation. A
large problem for the overall comparison at this energy as well as for the previous two
lower energies is the amount of noise in the spectra. Therefore, the normalization of
the maximum in the spectrum to 1 becomes very unreliable. However, because of
the many measurements already been conducted to investigate this energy to a great
extend, the visible agreements in the energy range above 25 keV were though to be
sufficient.
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Figure 3.43.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 1909 keV.
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Ep, set = 2000 keV

The first energy of the high energy investigation series above 1912 keV was the set
proton energy of Ep = 2000 keV. Using the PINO tool a true proton energy of
Ep = 1998 keV was approximated. The neutron spectrum now covers the full solid
angle.

The resulting angle-integrated neutron energy spectra presented in Figure 3.44. At
this energy, differences between simulation and measurement are clearly visible.
While the spectra show a good agreement in the high energy region, beginning at
160 keV on to lower energies a difference of up to 50% becomes visible. Additionally,
noise is visible between 0 and 50 keV.
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Figure 3.44.: Comparison of the angle-integrated neutron spectra at a selected proton energy of
Ep = 1998 keV. A clear difference between simulation and measurement is visible in
the intermediate energy range and the low energy range of the spectrum.

For a bin per bin comparison the heat maps of the measurement, simulation and the
difference ratios are shown in Figure 3.45. The missing entries in the energy region
between 40 and 50 keV are a result of a wrong calibration of the data acquisition. As
previously noticed the spectra determined by detector III show the largest deviations
between measurement and simulation. In the lower energy regions, measured with
this detector, the simulation shows significantly more events than measured and less
neutrons than expected in the low energy regions. The spectra determined using
detectors I and II show a better agreement between simulation and measurement.
Especially at high angles more neutrons were measured than predicted by the
simulation. An overall comparison shows that, the measured neutron spectrum is
slightly more narrow than the simulated one.
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Figure 3.45.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 1998 keV.
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Ep, set = 2100 keV

The first energy of the experimental campaign at PIAF was Ep = 2100 keV. The
resulting angle-integrated neutron spectra are presented in Figure 3.46. Apart from
the high energy flank a good agreement between measurement and simulation is
visible. At 250 keV a dip in the measured spectrum is noticeable.
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Figure 3.46.: Comparison of the angle integrated neutron spectra. As can be seen in the heat
maps for this proton energy the match between simulation and measurement is very
good except for the high energy flank.

For a bin per bin comparison the heat maps of the measurement, simulation and the
difference ratios are shown in Figure 3.47. Spectra measured at angles above 55◦

show less detected neutrons in the high-energy region as predicted by the simulation.
This is most likely due to an overestimated detection efficiency in this region. Spectra
measured between 45◦ and 55◦ show neutron energies where the detector efficiency
becomes maximal. The good agreement between simulation and measurement is
therefore a direct benchmark for the simulated detector efficiencies. In contrast to
the overestimation of the number of neutrons by the simulation above 55◦, between
0◦ and 45◦ more neutrons were measured than expected. At the presented neutron
energies the rapidly declining neutron energy resolution also becomes an uncertainty,
which has to be considered when comparing the spectra. Overall a good agreement
between simulation and measurement is visible.
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Figure 3.47.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 2100 keV.
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Ep, set = 2200 keV

The final proton energy during the experimental campaign was approximated to
be Ep = 2202 keV. Prior to the measurements, during the accelerator tuning phase,
several problems regarding the neutron yield were noticed. It was concluded that
the lithium target was severely degraded. In order to record a minimum of data,
the angular steps were increased from 5◦ to 10◦. During the measurements the
accelerator showed problems, which also lead to shut downs and resulted in re-tunes
during the measurements. This gave rise to additional uncertainties, especially in
the proton energy and proton pulse length.

The angle-integrated spectra are presented in Figure 3.48. Considering the problems
during the measurement a fairly good agreement between simulation and measurement
is visible.
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Figure 3.48.: Comparison of the angle integrated neutron spectra at a selected proton energy
of Ep = 2202 keV. Despite the problems during the measurement an agreement is
visible.

For a bin per bin comparison the heat maps of the measurement, simulation and
the difference ratios are shown in Figure 3.49. It becomes evident that at an angle
of 20◦ almost no neutrons were detected. The reason for this remains unknown.
Additionally, the spectra for each detector show more neutrons than predicted in the
high energy regions at each angle but less in the lower energy regions. This is most
likely a shift due to the target degradation. Overall it can be concluded, due to the
problems during the measurements these results should be used carefully for further
adjustments to the simulation code.
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Figure 3.49.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 2202 keV.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Ep, set = 2300 keV

The measurement of the neutrons fields at the last proton energy, below the second
neutron production threshold, was approximated to be Ep = 2305 keV. The resulting
angle-integrated neutron spectra are presented in Figure 3.50, where a good agreement
between simulation and measurement is is noticeable. However, a peak structure
is visible in the measured energy spectrum that does not occur in the simulation.
Additionally, a structure is visible between 200 and 250 keV with unknown origin. For
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Figure 3.50.: Angle-integrated neutron spectra for Ep = 2305 keV.

a further bin per bin comparison the heat maps are shown in Figure 3.51. Considering
the measured spectra shown in the heat map, two minor peaks are noticeable, which
are though to be responsible for the structure visible at this energy region in the
angle-integrated neutron spectrum. The origin is unknown but this is probably the
result of scattered neutrons. Overall the difference ratio shows a slight overestimation
by the simulation on the low energy end of the neutron spectra at positions up to 45◦.
The two peaks visible in the angle-integrated neutron spectrum, in the energy range
between 300 and 400 keV in Figure 3.50, are most likely the result of an incorrect
angle setting. During the measurement the computer system responsible for the
correct angle settings crashed and the angles had to be set manually, which most
likely resulted in an error. Therefore, the step size between the measurements was
smaller resulting in the creation of a peak structure. An additional uncertainty in
the comparison arises due to the limited neutron energy resolution. Despite some
problems the resemblance between simulation and measurement is very good, but as
presented the measurement shows more neutrons than predicted in the high energy
range of each spectrum.
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3.5. Comparison with the PINO tool
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Figure 3.51.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 2305 keV.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Ep, set = 2500 keV

For the measurement of the neutron fields at the set proton energy of Ep = 2500 keV,
a true proton energy of Ep = 2490 keV was approximated. At this energy the
second neutron production channel becomes available. During the analysis of the
measurement the limited neutron-energy resolution becomes clearly visible. The
angle-integrated neutron spectra are presented in Figure 3.52. Additionally, to a
neutron energy distribution between 400 and 800 keV originating from the main
neutron production channel, two other structures are visible. One of the structures
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Figure 3.52.: Angle-integrated neutron spectra for Ep = 2490 keV.

between 50 and 250 keV originates in the second neutron production channel as
described in section 2.5.1. The peak structure in the beginning of the measured
spectrum is most likely a product of scattered neutrons. In the measured energy
spectrum a peak structure becomes evident in the energy range of the main neutron
production channel, between 400 and 800 keV. For the bin per bin comparison heat
maps of the measurement, simulation and the difference ratio are shown in Figure 3.53.
The difference ratio shows each measured spectrum covers a narrower energy range
than predicted. This is the reason for the peak structure visible in Figure 3.52.
Additionally, the true proton energy might have been slightly higher than 2490 keV.
Due to the limited neutron energy resolution the correct determination of the true
proton energy was challenging. Furthermore, it is clearly visible that the neutron
distribution from the second neutron production channel is underestimated by the
simulation. Overall a good agreement for the main neutron production channel is
visible. This is not the case for the second neutron production channel. The narrower
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3.5. Comparison with the PINO tool

energy range of the measured spectra gives rise to further investigations at a longer
flight path and therefore, a better energy resolution.
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Figure 3.53.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 2490 keV.
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3. Investigation of the 7Li(p,n)7Be neutron fields

Ep, set = 2800 keV

The highest proton energy measured during the experimental campaign was Ep

= 2791 keV. Again, the approximation of the true proton energy was challenging
due to the narrow neutron energy distribution and the limited time resolution of
the data acquisition system. The angle-integrated neutron spectra are presented
in Figure 3.54. Several differences between simulation and measurement become
obvious. The most prominent is the significant underestimation of the intensity of
the second neutron distribution. For the bin per bin comparison the heat maps of
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Figure 3.54.: Angle-integrated neutron spectra for Ep = 2791 keV.

the measurement, simulation and the difference ratio are shown in Figure 3.55. The
differences between measurement and simulation become very clear and not only
lie in the second neutron-production channel, which is severely underestimated by
the simulation, but also in the main neutron-production channel. The simulated
spectrum for each angular setting is significantly broader than the measured neutron
distribution. Regarding the angle-integrated neutron spectrum the effects of the
broader simulated neutron spectra are in the range of 100 keV. The measurement
at this proton energy shows a 80% higher intensity of the neutrons originating the
second neutron-production channel than simulated. Overall, only a slight resemblance
between measurement and simulation is visible up to a neutron energy of 500 keV.
Above 500 keV the match of the main neutron production channel is satisfactory.
Further investigations are needed to fully understand the simulation at this proton
energy setting.
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3.5. Comparison with the PINO tool
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Figure 3.55.: Heat maps for better comparison between simulation and measurements. Proton
energy Ep = 2791 keV.

89



90



4. Neutron activation of Gallium

An application for the 7Li(p,n)7Be neutron fields with an astrophysical motivation
was the neutron activation campaign of gallium. To verify the obtained values by
Göbel et al., presented in section 1.3, a series of neutron activation experiments using
various gallium samples was carried out at the 2.5MV Van-de-Graaff accelerator at
Goethe University Frankfurt. The accelerator is able to produce a continuous proton
beam with a maximum energy of Ep = 2.5MeV and an energy spread of ∆E = 2keV
at an average beam current between 6 and 8 µA on the target. The 7Li(p,n)7Be
reaction was used as the neutron source for all of the activation experiments described
in the following.

When irradiated with protons at an energy of Ep = 1912 keV, the created neutron
spectrum mimics a quasi-stellar neutron spectrum at kBT ≈ 25 keV. The expected
neutron spectrum at the sample position was simulated using the PINO tool with
the input values given in Table C.6 and is presented in Figure 2.6. The sample was
placed between two neutron flux monitors at the end of the beamline very close
to the neutron production target. Since the neutrons at this energy are emitted
in a forward cone with an opening angle of 120◦, this ensured the total coverage
of the neutron cone by the sample. During the irradiation the proton current was
continuously monitored and recorded using a current integrator. The time-dependent
neutron flux during the activation was recorded using a 6Li-glass scintillator as a
neutron detector. A schematic of the experimental setup during the activation is
shown in Figure 2.5. Four different activation experiments were carried out. During
the first three activations gallium samples with a thickness of 0.5mm were used.
During the last experiment elastic neutron scattering inside the sample as well as
the neutron transmission of the samples were investigated and therefore, samples
with different thicknesses were used. As a simplification the experiments will be
henceforth called: Activation I, II, III and IV. The properties of the activated samples
are shown in Table C.2. During all of the presented activations, thin gold foils were
used as neutron flux monitors, due to the well known neutron capture cross section
of 197Au.
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4. Neutron activation of Gallium

4.1. Activation analysis

The determination of the neutron capture cross section ratios between gallium and
gold is the main goal of the following activations. This value can be calculated via

σGa

σAu
=

NGa,prod.
NGa,sample

0.5 ·
(
NAu,front,prod.
NAu,front,sample

+ NAu,back,prod.
NAu,back,sample

) , (4.1)

where Nprod. denotes the number of nuclei produced during the activation and
Nsample the number of sample nuclei. The sample nuclei Nsample were determined
using the sample masses and isotopic abundances. The number of produced nuclei
Nprod. were determined by γ-spectroscopy. The radioactive reaction products were
investigated using a head-to-head setup of two almost identical, cylindrical, Broad
Energy Germanium detectors (BEGe) [67]. The number of produced nuclei during
the activation can be determined by

Nprod. = Nγ

ε(Eγ)Iγκfbfwmfdtfcasc
, (4.2)

where Nγ denotes the counts in the investigated γ-line, ε(Eγ) the detector efficiency
at energy Eγ , κ the sample γ-self-absorption, Iγ the γ-line intensity, fb the correction
factor for the decays during the activation, fwm the correction factor for decaying
nuclei between the stop of the activation and the start of the measurement as
well as the correction for decaying nuclei after the measurement, fdt the correction
for the detector dead time and fcasc. the cascade and summing correction. The
correction factor fwm relies on correct time keeping, which was ensured by the use of
synchronized clocks.

For the analysis the correction factors for the γ-intensity Iγ, the self absorption κ,
the cascade correction fcasc and the efficiency were determined by GEANT-3 [16]
simulations. These correction factors were combined into the simulation correction
factor fsim which leads to

Nprod. = Nγ

fbfwmfdtfsim
. (4.3)

The uncertainties of the simulation correction factors fsim were determined by Gaus-
sian error propagation between the uncertainties of the respective γ-line intensities
and the simulation itself. The uncertainty of the simulation was assumed to be 5%.
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4.1. Activation analysis

The dead time correction factor was determined by comparing real and live time of
the measurement. These values were given by the data acquisition system

fdt = tlive
treal

. (4.4)

The correction for the decaying nuclei during waiting time and the measurement are
calculated by

fwm = exp(−λtw) [1− exp(−λtm)] , (4.5)

where λ is the decay constant for the respective isotope. The correction for the decays
during the activation fb takes the fluctuations of the neutron flux into account. The
flux was monitored continuously in time intervals of 1 ns with a 6Li-Glass detector.
The correction factors have to be calculated for the respective isotopes of gallium
and gold via

fb =
∑
i Φi exp [−λ(ta − i∆t)]∑

i Φi

, (4.6)

where Φi denotes the counts in the neutron detector for each time interval ∆t, the
activation duration ta and the decay constant of the activation product λ.

Additionally to the cross sections ratio, following the determination of the produced
nuclei, the spectrum averaged cross sections can be determined by

σSACS = Nprod.

Nsample · Φn
, (4.7)

where Φn denotes the total neutron flux through the sample which can be determined
using the gold monitors in front and behind the sample of interest. Because of the
well known neutron capture cross section of 197Au, Equation 4.7 can be adjusted to
determine the neutron flux through the respective neutron flux monitor

Φn =
NAu

prod.

NAu
sample · σAuSACS

. (4.8)

The neutron flux differs slightly between the upstream (front) and downstream (back)
monitor. A median value representing the neutron flux through the sample has to
be determined by

Φ̄n = 1
2 ·
(
Φupstream
n + Φdownstream

n

)
(4.9)

The values for the σAuSACS at the respective positions can be taken from the simulation
tool PINO.

93



4. Neutron activation of Gallium

4.1.1. Ga analysis

Figure 4.1.: Excerpt from the chart of nuclides in the region of the reactions of interest. The
neutron capture reactions are marked with a blue arrow. The subsequent β−-decay
is depicted with a red arrow.

The decay of the produced gallium isotopes 70Ga and 72Ga can be investigated by
analyzing various γ-lines. The neutron capture reactions and the subsequent decay
are shown in Figure 4.1. The γ-lines of interest during the following activation
analysis are presented in Table 4.1. For the analysis of the decay of 72Ga only
γ-lines between 600 and 1100 keV are considered, due to imprecise efficiency values
above these energies. This is a result of the limited number of efficiency calibration
samples. Therefore, the simulations can not be verified above 1400 keV and would
be an additional source of uncertainty. To determine the number of produced 198Au
nuclei and therefore, the neutron flux the 411.8 keV γ-line was used.

Decay of γ energy (keV) Intensity Iγ (%) Reference
70Ga 176.115 (13) 0.294 (9) [36]

1039.513 (10) 0.65 (5)
72Ga 629.967 (19) 26.13 (4) [1]

834.13 (4) 95.45 (8)
894.327 (18) 10.136 (15)
1050.794 (17) 6.991 (11)

198Au 411.80205 (17) 95.62 [39]

Table 4.1.: γ-emission lines of interest during the analysis of the following activation measurements.
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4.2. Experimental preparations

4.2. Experimental preparations

Prior to the execution of the activation experiments, the samples and gold monitors
were prepared. This included the re-weighting of each sample and gold monitor,
as well as the correct positioning of the sample and neutron monitors on Kapton
foil and onto stainless steel sample holder rings. Additionally, the gallium samples
were covered with a second layer of Kapton, as a safety measure to prevent possible
molten gallium contamination due to the low melting point of 29.8◦C. In Figures 4.2
and 4.3 two gallium samples are shown during the sample preparation. The gallium
samples and the gold monitors feature the same diameter in order to simplify the
determination of the neutron flux analysis.

The neutron production target was produced by vapor deposition of metallic lithium
onto a copper backing. For the offline analysis of the activation products the used
detectors for γ-spectroscopy were calibrated, using calibration sources presented in
Table C.1, to ensure a correct detection of the photons of interest. The schematic of
the used detector setup is presented in Figure 4.4.

Figure 4.2.: Natural gallium sample glued onto
Kapton foil and fenced in by a
stainless steel sample ring.

Figure 4.3.: Enriched 71Ga sample glued onto
Kapton foil and fenced in by a sam-
ple ring.

4.2.1. Detector energy calibration

For the analysis of the activated samples, two BEGe-detectors were coupled to an
analog data acquisition system as described in subsection 2.4.1. To reach the best
possible experimental results, the detectors were calibrated before each activation
experiment. The first step of a series of calibrations is the energy calibration. The
output of the spectroscopy amplifiers is handed over ot the ADCs, which are connected
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4. Neutron activation of Gallium

to the Multiparameter System (MPA), which is a fast list mode system with a total
of four inputs. This system is connected to a computer via IDE connection. Using
the MPA software the spectra can be recorded and analyzed via the sorting of events
depending on their signal amplitude. The result is a pulse-height spectrum, which
is not yet suitable for further analysis. The conversion from pulse-height to energy
spectrum is carried out using radioactive calibration sources. These sources emit
γ-quanta with well known energies. The preferred correlation between channel and
energy is linear. To verify the linearity between signal amplitude and γ-energy,
spectra with several different calibration sources have to be recorded. The linear
energy calibration function is defined as

Eγ = α · Channel + β, (4.10)

where α and β denote the calibration parameters, which can be evaluated by a linear
fit of the function to the data points.

4.2.2. Detector energy resolution

The energy resolution of the detector is crucial for the analysis of γ-emitters with
more than one γ-line. The energy resolution determines the ability to distinguish
between two close lying γ-energy lines. Since peaks in the spectrum have a Gaussian
shape due to fluctuations in the number of produced ionizations and excitations, the
energy resolution at a specific energy, ∆Eγ, is determined by the full width at half
maximum (FWHM) in keV [45]. The relative energy resolution is

R = ∆Eγ
Eγ

. (4.11)

A small peak width is also crucial to differentiate γ-lines originating from the decay
of interest or other decays, such as natural background or possible contamination of
the sample.

4.2.3. Detector efficiency

The detector efficiency is an important value for the correct analysis of γ-spectra.
The full energy peak efficiency εFEP takes only events corresponding to a full energy
peak in the γ-spectrum into account [41]. To determine the detector efficiency over
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4.2. Experimental preparations

BEGe A BEGe B
Sample

Copper shielding

Lead shielding

Figure 4.4.: Schematic of the BEGe detector setup used for γ-spectrometry. The detectors are
placed inside copper and lead shielding to lower the ambient background.

a broad energy range, various calibration sources with well-known γ-emission line
energies and activity are used. By analyzing the obtained spectra of these sources
the full energy peak efficiency can be determined by

εFEP(E) = NFEP(E)
Aref

0 exp(−λtw)Iγ(E)tmfdt
, (4.12)

where NFEP(E) is the number of counts in the full energy photo peak, Aref
0 the activity

of the radioactive source in decays per second (Bq) at the time of the calibration,
tw the duration between reference time of the calibration source and the time of
measurement in seconds, Iγ(E) the emission probability of a photon with energy
E, tm the duration of the measurement and fdt the dead time correction factor. If
the γ-quanta are emitted in a cascade, the efficiency has to be corrected for this.
Equally for summing effects, which is the detection of two or more γ-quanta in a
time frame which is too short for the detector to distinguish between two separate
events. While summing corrections can be avoided by reducing the source activity,
for example by increasing the distance between source and detector, cascade effects
can not easily be avoided. In order to correct the events in the full energy photo
peak for cascade effects, Monte Carlo simulations of the detector geometry and of
the decay of the radionuclides used are commonly used.
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4. Neutron activation of Gallium

4.3. Activation I

The first experiment of the activation campaign took place in December 2019 at
Goethe University, Frankfurt. A total of four different activations were carried out.
The properties of the used samples are listed in Table C.2. For the natural gallium
sample the isotopic abundance was taken from [50]. For the enriched samples the
isotopic abundance of the respective gallium isotope was taken from the specifications
provided by the manufacturer [23, 24]. As neutron flux monitors two gold foils with
a matching diameter to the sample and a thickness of 0.00125mm were used for each
activation. Identically to the gallium samples, the sample nuclei of the gold samples
were determined by their weight and isotopic abundance. The specification of the used
gold samples for this activation are presented in Table C.5. The neutron production
target for the activation, a metallic lithium target, was prepared by evaporation onto
a copper backing with a thickness of 0.5mm. The thickness of the lithium layer was
determined by a quartz crystal monitoring system to be approximately 22 µm. The
accelerator energy was set to Ep = 1912± 2 keV for the production of a quasi-stellar
neutron spectrum with kBT ≈ 25 keV. During the activation the proton current on
the lithium target and the neutron flux were recorded using a current integrator
and a 6Li-glass scintillator mounted behind the activation setup at the end of the
beamline at a distance of 30 cm from the lithium target.

Following the activation of samples with different durations, presented in Table 4.2,
the irradiated samples were transported and placed before the two BEGe-detectors
to record the decay of the reaction products. In order to minimize summing and
cascade effects the distance between the detectors and the sample was set to 10.3 cm,
ensuring a good compromise between efficiency and summing effects.

Sample Activation Activation time
natGa I I 42.0min
69Ga I 42.0min
71Ga I 2.0 h
69Ga II 41.5min

Table 4.2.: Activated samples and the irradiation times during the activation experiment. The
durations for the activations were chosen in reference to the half life of the produced
isotopes.
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4.3. Activation I

Eγ = α · CBEGeA + β Eγ = α · CBEGeB + β
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Figure 4.5.: Results of the detector calibration for both BEGe detectors. From top to bottom:
Energy calibration, resolution calibration and the efficiency measurements.
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4. Neutron activation of Gallium

Ga Analysis I

Following the irradiation of the samples, the recorded γ-spectra were analyzed using
the spectrum analyzing tool tv [27]. This program allows to identify, background
correct, fit and integrate peaks of interest in a spectrum. Prior to the analysis the two
BEGe-detectors were calibrated at the selected sample to detector distance of 10.3 cm.
The results of the calibration are shown in Figure 4.5. The detector calibration
was performed using the calibration sources listed in Table C.1. The channel to
energy conversion was performed using a linear fit function for each detector. The
conversion functions were determined to be

Eγ = (0.85 · CBEGe A − 3.92) keV

Eγ = (0.83 · CBEGe B − 19.73) keV.

The detector energy resolution was determined to be between 1 keV and 3 keV in the
region of interest, which ensured the identification of the gallium peaks with great
accuracy. The measured efficiencies of both detectors are in good agreement with
simulations using the GEANT-3 and GEANT-4 simulation toolkits [16, 2]. This
reflects the sufficient understanding of the detector geometry and its performance
and, therefore leads to a well known correction factor needed for the analysis of the
activation measurement.

The recorded γ-spectra following the counting of the activated gallium samples and
the gold monitors are presented in Figures 4.7 - 4.10. The difference of the spectra
between the natural and enriched samples is clearly visible. The analysis of the
enriched samples show a dramatic improvement of the sensitivity over the natural
gallium sample. This leads to an easier identification of the peaks of interest, and
to higher counting statistics in the region of interest. This reduces the statistical
uncertainty. Additionally, a large number of peaks from the 72Ga decay are clearly
visible in the decay spectrum of the enriched sample, whereas the natural sample
spectrum is dominated by the electron induced background of the 70Ga β−-decay.
However, due to the low emission probability of these lines, they were not used for
analysis. The γ-lines used for the analysis are provided with a colored marker in
the spectrum. For the analysis of the 69Ga(n, γ) reaction the γ-lines at 176 keV and
1039 keV were used since these are the only γ-lines originating in the decay of 70Ga.
In case of 71Ga(n, γ) the lines of interest are 630, 834, 894 and 1050 keV. For the
determination of the neutron flux, the 411 keV γ-emission line of 198Au was used.

100



4.3. Activation I

The determined number of counts for each detector and the simulation correction
factors are presented in Table C.3 and Table C.4.

In addition to the analysis of the γ-emission spectra of the activated samples the
fb-correction factor was determined using the neutron flux measured by the 6Li-glass
detector during the activation. A typical time-dependent neutron flux spectrum
is presented in Figure 4.6. The fb factor was calculated using Equation 4.6. The
correction factors for each sample and activation are shown in Table C.7. The
waiting-time correction factor fwm was determined analytically using Equation 4.5
and synchronized timing measurement. Source of uncertainty for the time-correction
factor are the uncertainties of the respective decay constants and a timing uncertainty
of 1 s. The dead time of the detectors was determined using Equation 4.4. Where
the uncertainty of the timing was estimated to be 1 s.

Figure 4.6.: Neutron flux recorded during the irradiation of the enriched 71Ga sample.

With the correction factors and the determined counts in the γ-peaks, all the needed
values for the determination of the number of the produced nuclei are given. They
were determined for each γ-emission line and detector using Equation 4.3. From
these values the weighted mean between the two detectors and the γ- emission lines
〈Nprod.〉 was calculated and is presented in Table C.8.

For the uncertainty calculation the statistical uncertainty of the values was deter-
mined by the number of counts in the γ-line of interest. The presented systematic
uncertainties only account for the uncertainty of the simulation correction factor
fsim., since the uncertainties of the remaining correction factors fb, fwm and fdt were
smaller than 1% and thus were neglected.
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4. Neutron activation of Gallium

Figure 4.7.: Decay spectrum of the activated natural gallium sample.

Figure 4.8.: Decay spectrum of the activated enriched 69Ga sample.

Figure 4.9.: Decay spectrum of the activated enriched 71Ga sample.

Figure 4.10.: Decay spectrum of one of the activated gold monitors used for neutron flux analysis.
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4.3. Activation I

Using the determined number of produced nuclei and the number of sample nuclei for
the gold monitors and the activated samples, as well as the information provided by
the manufacturer of the sample material, the weighted mean between the detectors
and γ-lines, for the cross section ratios 〈σGa/σAu〉 was determined using Equation 4.1.
The results are presented in Table 4.3.

Reaction Sample Activation 〈σGa/σAu〉 ustat usyst
69Ga(n, γ) natGa I I 0.2827 0.0045 0.0187

69Ga I 0.2597 0.0031 0.0165
69Ga II 0.2624 0.0038 0.0168

71Ga(n, γ) natGa I I 0.1728 0.0018 0.0106
71Ga I 0.1179 0.0010 0.0073

Table 4.3.: Final values for the cross section ratios determined for the activation of each gallium
sample. For 69Ga the values are in good agreement within the margins of uncertainties.
For 71Ga there is a large discrepancy.

The values obtained for the cross section ratio of 69Ga and 197Au show a good
agreement within in the uncertainties between the natural sample and the enriched
sample. The values for 69Ga are overall in a very good agreement with the results
obtained by Göbel et al. [35], where the used neutron spectrum was similar and
only natural gallium samples were investigated. In addition the ratio of 71Ga and
197Au was determined. The results obtained using the natural gallium sample is
consistent with the value obtained by Göbel et al. [35]. However, the determined
cross sections ratio of 71Ga(n, γ) reaction show a 32% difference between the natural
and the enriched sample.

Additionally, the spectrum-averaged neutron capture cross sections were calculated
using the neutron flux through the gallium samples. To determine the neutron
flux the produced number of nuclei Nprod. and the sample nuclei Nsample of the gold
monitors, which can be found in Table C.5 and Table C.8, are a crucial input. The
neutron capture cross sections for gold at the respective positions are determined
using the PINO tool. The values used are given in Table 4.4.

Spectrum averaged cross section Gold upstream Gold downstream
σSACS (mb) 648.5± 12.9 627.9± 12.6

Table 4.4.: Spectrum averaged gold cross sections for both neutron flux monitors. Values taken
from a simulation using the PINO tool using the sample positions during the measure-
ment.

103



4. Neutron activation of Gallium

Using Equation 4.8 the neutron flux through the gold monitors was determined and
is presented in Table 4.5. These values can be directly used to determine the SACS
of the reaction using Equation 4.7. The final results for this activation measurement,
the SACS for each sample and reaction are presented in Table 4.6.

Activation Monitor Flux / 10−16 Monitor Flux / 10−16 Sample flux
upstream downstream upstream upstream /10−16

natGa I 44 1.1623± 0.064 VI 1.0662± 0.058 1.1142± 0.061
69Ga act. I 38 1.1161± 0.061 26 1.0818± 0.085 1.0989± 0.060
69Ga act. II 32 0.7973± 0.044 33 0.7940± 0.043 0.7956± 0.043
71Ga 31 2.1453± 0.118 36 2.1532± 0.117 2.1493± 0.178

Table 4.5.: Determined neutron flux using the gold monitors during the activation.

Sample Reaction σSACS ustat. usyst.

natGa I 69Ga(n, γ) 180.57 3.00 14.03
71Ga(n, γ) 110.88 1.25 8.14

71Ga 75.41 0.82 5.60
69Ga act. I 69Ga(n, γ) 165.81 2.10 12.51
69Ga act. II 167.51 2.57 12.67

Table 4.6.: Final results for the spectrum averaged cross sections for each activation and reaction.
The values for the reaction 69Ga(n, γ) are in good agreement. The values for 71Ga(n, γ)
show a difference of 32%.
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4.4. Activation II

4.4. Activation II

In order to resolve the disagreements of the cross section ratios of 71Ga and 197Au
obtained during the previous activation experiment, another activation experiment
was performed at Goethe University Frankfurt in November 2020. During this short
experiment only the 71Ga(n, γ) reaction was of interest. Therefore, the experimental
setting was optimized for the measurement of this gallium isotope. To exclude
a possible error during the experimental preparations, a different natural gallium
sample was used, named natGa II. Due to limited resources, the same could not be
done for the enriched 71Ga sample. As in the previous experiment a metallic lithium
target with a thickness of approximately 22 µm, evaporated onto a copper backing,
was used as the neutron production target. To ensure a high activity of the produced
72Ga, the samples were activated for the in Table 4.7 presented durations. Following
the sample irradiation, the reaction products were analyzed using the two BEGe
detectors with a sample to detector distance of 11.3 cm. During the activation the
neutron flux and the proton current were recorded using a 6Li-glass detector and
a current integrator. No changes were made at the experimental setup in order to
ensure equal conditions as during the previous activation measurement

Sample Activation Activation time
natGa II I 2.0 h
71Ga I 4.2 h

Table 4.7.: Activated samples and the activation times for the activation experiment.

Ga Analysis II

Equally to the previous activation experiment, the spectra were recorded using the
spectrum analysis program MPAwin. The analysis of the peaks of interest was
performed using the program tv. Prior to the activation analysis the detectors were
calibrated at the exact same sample to detector distance that was later used for the
gallium analysis, which was at 11.3 cm. The results of the calibrations are shown
in Figure 4.11. A very well fitting linear correlation between channel number and
γ-energy could be observed.
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4. Neutron activation of Gallium

Eγ = α · CBEGeA + β Eγ = α · CBEGeB + β
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Figure 4.11.: Results of the detector calibration for both BEGe detectors. From top to bottom:
Energy calibration, resolution calibration and the efficiency measurements.
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4.4. Activation II

The channel to energy conversion was performed using a linear fit for each detector
with the functions:

Eγ = (0.77 · CBEGe A − 3.47) keV

Eγ = (0.78 · CBEGe B − 18.27) keV.

For the efficiency however one measurement value could not be well represented
by the GEANT-3 simulations. This may be due to some misunderstandings of the
sample-detector geometry or problems during the measurement. However, the energy
range of interest (between 400 keV and 1200 keV) is very well represented by the
simulations. The energy resolution of the detectors remains unchanged between
1 keV and 3 keV in the region of interest.

Analog to the previous activation experiment the neutron flux during the activation
was recorded using a 6Li-glass detector mounted in a distance of 30 cm behind the
activation setup for the determination of the fb-factor and the online neutron flux
monitoring. In addition to the neutron flux, the proton current was recorded using a
current integrator. During this activation the proton beam current varied between
6 and 10 µA. Following the irradiation of the samples for the in Table 4.7 shown
durations, the samples were placed in front of the BEGe detectors for γ-spectroscopy.
Since this activation was thought to be a sanity check for the previous results,
only three γ-emission lines from the decay of 72Ga were analyzed, namely 630 keV,
834 keV and 894 keV. The correction factors were determined using Equations 4.4 -
4.6. The simulation correction factor was taken from the GEANT-3 simulations of
the detectors. As in the previous analysis the uncertainties of the correction factors
were neglected except the simulation correction factor. The statistical uncertainties
were determined by the counts in the respective γ-emission line.

With the correction factors, presented in Table C.12, and the determined counts in
the γ-peaks, presented in Table C.10 and Table C.11, the produced nuclei during the
activation were determined using Equation 4.3. The weighted mean for the produced
nuclei 〈Nprod.〉 are shown in Table C.13. With the number of produced nuclei for
each γ-line and each detector, and the number of sample nuclei for gallium and gold
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4. Neutron activation of Gallium

presented in Table C.2 and Table C.9, the weighted mean of the cross section ratio
〈σ71Ga/σAu〉 was determined to be

〈σ71Ga,natural

σ197Au
〉 = 0.1755± 0.0024stat. ± 0.0108syst. (4.13)

〈σ71Ga,enriched

σ197Au
〉 = 0.1213± 0.0010stat. ± 0.0075syst.. (4.14)

Yet again a difference of approximately 31% arises between the enriched and the
natural sample. Since the natural gallium sample was different from the sample used
in the previous activation, the problem does not seem to be with the natural sample
itself. Again the ratio obtained for the natural gallium sample does agree with the
value obtained by Göbel et al. [35], measured at a different setup with different
gallium samples. However, the presented disagreements may arise from the isotopic
enriched gallium sample. The number of sample nuclei in this sample was determined
using the mass of the sample and the isotopic abundance given by the manufacturer
[24]. A possible way to check a faulty weight of the sample would have been the
removal of the sample from the Kapton foil. Due to the price of the material and the
occurring remaining residue on the Kapton foil it was concluded a re-weighting of
the sample by itself was the only possibility. The method chosen was the weighing
of the sample, including Kapton foil and stainless steel sample holder. Following
the subtraction of the weight of a similar sample holder, as well as the weight of
the same amount of Kapton. The weight difference between initial weighting and
re-weighting was insignificant. Within the range of the scales uncertainty, the weight
of the sample, determined before mounting in the previous activation, was confirmed.
This lead to the idea of a false isotopic abundance or possible impurities in one the
samples.

Searching for possible impurities in the gallium samples, the γ-spectra of the radioac-
tive activation products were investigated closer. The energies of all visible peaks were
investigated. During this analysis only γ-lines originating in the decay of reaction
products from the gallium activation and natural background lines were observed.
So the reason for the disagreements could not be solved by γ-spectroscopy.
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4.4. Activation II

Figure 4.12.: Decay spectrum of the activated natural gallium sample.

Figure 4.13.: Decay spectrum of the activated 71Ga enriched sample.
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4. Neutron activation of Gallium

4.5. Non-destructive material analysis

A possible reason for the discrepancies in the cross section ratios using natural and
enriched gallium samples could be a contamination of one or both samples with
different material, which is not visible in the γ-emission spectra. This may be caused
by several reasons, like very short half lifes of the reaction product or the absence
of γ-emission during the nuclear decay. Therefore, the samples of interest were
investigated using the micro X-ray fluorescence (µXRF) method.

The principle of the method is shown in Figure 4.14. A typical X-ray spectrometer
consist of four main components. An excitation source producing ionizing radiation
owing to photoelectric absorption of the atoms present in the sample, usually a
X-ray tube, a sample presentation mechanism, a detection system responsible for
the collection of the characteristic radiation emerging from the sample and a signal
processing system responsible for the presentation of the gathered information [69].

KLM

Primary

X-radiation

Kβ

Kα

Electron

Sample

X-ray tube

Detector

Figure 4.14.: Basic principle of XRF analysis. Based on [69].

If the energy of a photon impinging on the sample is larger than the binding energy
of an inner shell electron, a part of its energy may be absorbed due to photoelectric
absorption. The shell electron is subsequently ejected from its position leaving a
vacancy on the shell orbital which leads to an ionized atom. This ionized state
can be destroyed by two mechanisms: The first is the Auger effect, in which a re-
arrangement of electrons occurs which results in the emission of other photoelectrons.
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4.5. Non-destructive material analysis

The foundation of the second effect is the transfer of an electron from one of the outer
orbitals to fill the vacant spot. The energy difference between the initial and the final
state of the transferred electron is emitted in the form of an X-ray photon. These
X-ray photons have specific energies for each element. The emitted characteristic
X-rays can be used to identify the composition of materials, with the advantage that
not only the presence of elements but also their abundance can be determined [69].

The used system for the investigation of the gallium samples was an EDAX Eagle
II µXRF spectrometer. The rhodium filament in the X-ray tube makes it possible
to detect elements between Z = 9 and Z = 86. The advantage of µXRF over the
classical XRF is the improved spatial resolution diameter, which is many orders of
magnitude smaller than that of conventional XRF [69]. Two gallium samples, the
natural gallium sample natGa II and the enriched 71Ga sample, were investigated.
They were exposed by X-radiation, produced by a 40 kV X-ray tube, for 50 sec at
100 µA. The analysis of the obtained spectra is shown in Figure 4.15.

Figure 4.15.: Results obtained by µXRF on two gallium samples. Clearly visible are the charac-
teristic X-rays (Kα and Kβ) from Gallium. No other significant X-rays are visible
ensuring the purity of the samples.

It becomes evident that the investigated samples were free of any significant con-
tamination, which could explain the difference in cross sections obtained by the
activation method for the 71Ga(n, γ) reaction. However, due to the limitation of the
technique, elements with low Z, like oxygen or carbon could not be detected. The
only hints for the absence of oxygen or carbon in the samples is the sample color,
which would change with a high amount of carbon as well as the melting point for
gallium(III)-oxide which would be much higher than the 29.8 ◦C for pure gallium.
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4. Neutron activation of Gallium

4.6. Activation III

Since, no major impurities were found during the µXRF analysis of the gallium
samples, the reason of the difference in cross sections has to be elsewhere. One
possibility could be different neutron transmissions of the samples, which could be
affected by contamination of the gallium samples with elements not visible using the
µXRF method, for example material with Z < 8.

While the contamination with light elements is highly unlikely, as pointed out in
section 4.5, another possibility could be the influence of 69Ga on the 71Ga in the
natural gallium sample. The data situation for the elastic neutron scattering cross
sections as well as the total neutron cross section is very scarce for both stable isotopes
of gallium. Only theoretical models can be used for simulations. A possibility to
investigate the transmission and scattering of neutrons in the gallium samples, as well
as the influence of the gallium isotopes on each other, was to activate the samples
together as a sample stack, with gold foils as neutron flux monitors in between. This
experiment was conducted at the accelerator of the Goethe University in Frankfurt.
The lithium target, used as the neutron source, remained the same as during the
previous activation measurement with a sufficient thickness of approximately 22 µm.
The duration of each activation can be found in Table 4.8. The long activation times
were chosen in order to gain a high activity of the 72Ga. For the γ-spectroscopy the
setup was untouched since activation II. The specifications of the used gold monitors
are presented in Table C.14.

Sample upstream Sample downstream Activation time
71Ga natGa II 2.0 h
natGa II 71Ga 2.1 h

Table 4.8.: Activated samples and the activation times for the activation experiment.

Activation Analysis III

The analysis of the activated samples was again based on γ-spectroscopy. Following
the counting of each sample and gold monitors the determined counts, which are
presented in Table C.16 and Table C.17, the weighted mean of the produced nuclei
were determined. The results are shown in Table C.18. The determined correction
factors are shown in Table C.15. The final values for the weighted mean of the ratios
between the detectors and γ-lines were calculated and are presented in Table 4.9.
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Proton beam

H2O cooling

Metallic Li-layer

on Cu backing

Neutron field

Samples

Gold monitors

Figure 4.16.: Schematic of the used activation setup for the sample stack activation. No changes
at the setup were made. The samples are stacked between gold monitors and placed
inside the neutron cone.

Front Back 〈σGa/σAu〉front 〈σGa/σAu〉back
71Ga natGa II 0.1616± 0.0008stat. ± 0.0099syst. 0.1631± 0.0009stat. ± 0.0099syst.

natGa II 71Ga 0.2134± 0.0023stat. ± 0.0130syst. 0.1205± 0.0012stat. ± 0.0073syst.

Table 4.9.: Final results of the sample stack activations.

It becomes clearly visible that the sequence of the samples seems to have a large
influence on the cross section ratios. While the ratios for the first activation with
the enriched 71Ga sample in the front are in good agreement with each other, the
reverse order shows a difference of 56.5%. The nature of this was further investigated
using the gold monitors. Usually because of the transmission and scattering in the
gold monitors and sample, the ratio between produced Nuclei Nprod. and the sample
nuclei NSample should constantly decline with increasing distance from the neutron
production target to the sample of interest. The values shown in Table 4.10 and
Figure 4.17 indicate a behavior just as expected.
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4. Neutron activation of Gallium

〈Nprod./NSample〉front 〈Nprod./NSample〉middle 〈Nprod./NSample〉back

(3.9930± 0.2014) · 10−13 (3.8335± 0.1935) · 10−13 (3.4177± 0.1719) · 10−13

(6.4251± 0.3317) · 10−14 (6.2268± 0.3217) · 10−14 (5.8652± 0.2985) · 10−14

Table 4.10.: Ratio of produced 198Au nuclei during the activations as a check of neutron scattering
by the gallium samples.
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Figure 4.17.: Ratio between produced 198Au nuclei and 197Au sample nuclei. The values behave
just as expected with a slight decline in ratio.

In the search for possible reasons of the behaviour of the cross sections ratios, neutron
capture simulations were carried out. These simulations rely on the Monte Carlo
method and use the neutron spectrum simulated by PINO, the sample specifications
and the geometry of the sample stack at the end of the beamline. Another important
input parameter is the scattering and the neutron capture cross section for the used
isotopes. These cross sections were taken from the ENDF/B-VII.1 database [25].
The results of these simulations are shown in Table 4.11. The values determined by
activation and simulation do not match. The differences in simulated cross sections
ratios of 71Ga and 197Au mostly rely on the abundance of the isotopic enrichment.
Additionally, simulations only considering one gallium sample at the different positions
does not show a large influence on the neutron capture probability.
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4.7. Activation IV

Sample stack configuration 〈σ71Ga/σ197Au〉front 〈σ71Ga/σ197Au〉back

Au → 71Ga → Au → natGa → Au 0.199± 0.0028 0.200± 0.0032
Au → natGa → Au → 71Ga → Au 0.206± 0.0032 0.196± 0.0029

Au → 71Ga → Au → no sample → Au 0.198± 0.0028
Au → no sample → Au → 71Ga → Au 0.201± 0.0029
Au → natGa → Au → no sample → Au 0.205± 0.0032
Au → no sample → Au → natGa → Au 0.209± 0.0033

Use 69Ga(n,n’) cross section ×10

Au → 71Ga → Au → natGa → Au 0.196± 0.0026 0.214± 0.0032
Au → natGa → Au → 71Ga → Au 0.213± 0.0032 0.196± 0.0029

Table 4.11.: Results of neutron capture simulations using the sample stack specifications as input.
No difference in cross section ratio depending on the sample position in the stack
can be seen.

4.7. Activation IV

The difference of the cross section ratios could not be explained by the sample
stack activation. Considering the neutron transmission and scattering of gallium
not fully understood, another activation experiment was conducted. The multiple
scattering of neutrons on atoms has an influence on the reaction probability, and
is dependent on the number of sample nuclei. The more nuclei in a sample, the
higher is the probability of neutron scattering and absorption in the sample. In the
previous activations, described in the previous sections, the gallium samples had
a thickness of 0.5mm. Due to the use of enriched gallium saples, these enriched
samples featured a significantly higher number of nuclei. To investigate this influence
of the number of sample nuclei on the cross section, natural gallium samples were
prepared by casting molten gallium, and activated. The samples with thicknesses
of: 0.1, 0.2, 0.5, 1.0, 1.25 and 1.5mm, and were prepared as part of the Masters
thesis of Tabea Kuttner [43]. At a sample thickness of 1.25mm the natural gallium
sample has approximately the same amount 71Ga nuclei as the enriched sample.
Due to limited resources, producing several samples with different thicknesses could
not be repeated for the enriched gallium. The samples were activated using the
same sample holder geometry as during the previous activations at the Frankfurt
Van-de-Graaff accelerator. Neutrons were produced via the 7Li(p,n)7Be reaction
using a metallic lithium target with a thickness of 100 µm, evaporated onto a copper
backing. During the activations the proton current fluctuated between 7 and 9 µA.
The activation times, selected for high statistics from the 71Ga(n, γ) reaction, are
shown in Table 4.12. During the irradiation of the samples the proton current as
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Sample Thickness Activation Activation time

natGa 0.2 (2) 0.2mm 1 1.03 h
natGa 0.2 (1) 0.2mm 1 4.29 h
natGa 0.1 (1) 0.1mm 1 1.11 h
natGa 0.5 (1) 0.5mm 1 1.25 h
natGa 0.2 (2) 0.2mm 2 2.05 h
natGa 0.1 (1) 0.1mm 2 4.03 h
natGa 0.2 (1) 0.2mm 2 1.85 h

natGa 1 1.0mm 1 1.93 h
natGa 1.25 1.25mm 1 1.43 h
natGa 1.5 1.5mm 1 1.53 h

Table 4.12.: Samples and the irradiation times.

well as the neutron flux were monitored, and the later used for the correction of the
decays.

The detector to sample distance was set to 5.3 cm for detector A and 5.5 cm for
detector B. As the quest to understand the cross section of the 71Ga(n, γ) reaction
only the γ-emission lines from the 72Ga decay (630 keV, 834 keV and 839 keV) were
used for the analysis. The specifications for the samples and gold monitors are
presented in Table C.21 and Table C.20.

Activation analysis IV

During the experiment the neutron flux was observed using a 6Li-Glass scintillator,
which was mounted at an increased distance at 1m, compared to the previous
activations to ensure low pile-up in the data acquisition. The correction factors are
presented in Table C.24. The determined counts for the samples and monitors were
determined by γ-spectroscopy, and are presented in Table C.23 and Table C.22. The
weighted mean, of the detectors and γ-lines, for the produced nuclei are shown in
Table C.19. The statistical uncertainties were determined using the counts in the
respective γ-emission line. The uncertainties for the correction factors except the
simulation correction factor were smaller than 1% and were neglected. The final
values for the cross section ratios, the weighted mean between the detectors and
γ-lines, are shown in Table 4.13 and Figure 4.18. No significant relation between
the cross section ratio for 71Ga and the investigated sample thicknesses could be
observed. One value obtained for the second activation of the gallium sample with
a thickness of 0.1mm thickness shows a difference to the median of 27%. Since
this value could be falsified by the first activation of this sample, the difference is
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most likely an error during the measurement. Neutron-capture simulations, based
on the PINO tool and the scattering and capture cross sections for 71Ga from the
ENDF/B-VII.1 database [25], are presented in Figure 4.19. No significant relation
between thickness and cross section ratio in the range between 0.01 and 1.5mm is
shown using the simulations. Again, the discrepancies between the ratio obtained
using natural and enriched gallium samples cannot be explained.
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Figure 4.18.: Cross section ratios for the 71Ga(n, γ) reaction. The simulation predicted larger
cross section ratios than measured. However, no relation between the measured or
simulated cross sections ratios and sample thickness could be observed. The dashed
line denotes the weighted mean of the measurement values and the light blue area
the uncertainty of the weighted mean.
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Figure 4.19.: Cross section ratios determined by neutron capture simulations of 69Ga and 71Ga.
No significant dependence of the cross section ratio of either gallium isotope with
the sample thickness can be determined up to 1.5mm. At 2mm sample thickness
the simulated cross section ratios show a sudden increase.
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Sample Activation 〈σGa/σAu〉 ustat usyst

natGa 0.2mm II 1cm I 0.1378 0.0006 0.0085
natGa 0.2mm I 1cm I 0.1712 0.0013 0.0105
natGa 0.2mm I 5cm I 0.1583 0.0006 0.0099
natGa 0.1mm I 5cm I 0.1760 0.0013 0.0110
natGa 0.1mm I 5cm on I 0.1735 0.0007 0.0107
natGa 0.3mm I 5cm I 0.1958 0.0007 0.0120
natGa 0.5mm I 5cm I 0.1800 0.0007 0.0111
natGa 0.2mm II II 0.1694 0.0007 0.0105
natGa 0.1mm I II 0.1150 0.0003 0.0068
natGa 1.0mm I I 0.1826 0.0006 0.0113
natGa 1.25mm I I 0.1814 0.0014 0.0113
natGa 1.5mm I I 0.1710 0.0004 0.0105

Table 4.13.: Final results for the cross section ratios between 71Ga and 197Au.
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Neutron capture cross sections relevant for the s-process can be measured by the
activation method using the 7Li(p,n)7Be reaction as the neutron source. For this
reacton, a proton beam with an energy of 1912±2 keV creates a quasi-stellar spectrum
at kBT = 25 keV. Simulations with the PINO tool suggest the possibilty to determine
neutron capture cross sections for kBT 6= 25 keV by a linear combination of several
spectrum-averaged cross sections. The accuracy of the PINO tool was was investigated
by measuring neutron fields of the 7Li(p,n)7Be reaction for proton energies up to
2800 keV.

Investigation of the 7Li(p,n)7Be neutron fields

The measurements of 7Li(p,n)7Be neutron fields were conducted at the low scatter
facility PIAF at the PTB Braunschweig. The neutron energy distributions were
determined using the neutron time-of-flight method. A pulsed proton beam was
shot on a thin 5µm thick metallic lithium target, for ten different proton energies:
1887, 1897, 1907, 1912, 2000, 2100, 2200, 2300, 2500 and 2800 keV. The obtained
ToF spectra were background corrected and normalized for the accumulated beam
charge. For the determination of the angle-integrated neutron spectra, the neutron
fields, the measurements were corrected for the respective solid angle coverage.

Several complication arose during the measurements, which made the comparison
with the simulation challenging. The new proton accelerator showed a difference
between selected and true proton energy of up to 10 keV. The determination of the
true proton energy was demanding because of the short flight path of 70 cm and
the limited time resolution of the data acquisition (1 ns). It was obtained using the
7Li(p,n)7Be reaction threshold as well as the PINO tool. While in good agreement,
the limiting time resolution gave rise to a large uncertainty in the true proton energy.
Another source of uncertainty was the angle-positioning system, which faulted during
some measurements, resulting in the need of a manual angle setting. Additionally, the
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detector holders slightly bent under the weight of the specially shielded high-voltage
and signal cables during the experiment. The comparison between measurements and
PINO simulations show a very good agreement for set proton energies Ep = 1887,
1897 1907, 1912 and 2100 keV. The difference between simulation and measurement at
Ep 2000 keV is very interesting - it was already observed in the analysis of activation
measurements conducted by Tabea Kuttner [43], where discrepencies between the
simulated and measured neutron flux at Ep = 1990 keV arose.

At Ep = 2200 keV the problems with the accelerator and the lithium target prevented
an exact measurement. Nevertheless the neutron fields could be compared to PINO
and show a good resemblance. Above a proton energy of Ep = 2300 keV the differences
between the PINO tool and the measurement become more severe. While the neutron
fields measured at a proton energy of Ep = 2300 keV could differ from the simulations
due to a wrong proton energy, the neutron fields measured at the two highest set
proton energies Ep = 2500 and Ep = 2800 keV, could not be sufficiently reproduced by
PINO. This became especially noticable for the second neutron production channel,
which seems to be implemented incorrectly in the PINO code. This was already
noticed by Pachuau et al. [53]. Since the data for this reaction channel is scarce, a
designated measurement campaign for the second neutron production channel could
be helpful. Additionally, at the high energies the energy resolution was a limiting
factor in the exact measurement and subsequent comparison. The neutron fields at
high energies could not have been investigated with a second measurement series at
the doubled flight path due to insufficient beam time.

To provide additional data and to further investigate this reaction the measurements
presented should be compared to different neutron simulation codes. For future
activation measurements, especially at high proton energies, it is recommended to
investigate the neutron fields prior to each activation since small changes, such as
target thickness or proton energy, have a large influence on the neutron energy
distribution. Since, this is not possible at every facility, the dependency of accurate
simulations arises. Therefore, the presented measurements need to be used to further
improve simulation tools like PINO.

For further investigations of the presented measurement of the neutron fields, the
efficiencies of the 6Li-glass detectors should be measured in order to further investigate
the accuracy of the GEANT-4 simulations of the detectors. This can improve the
comparisons between simulation and measurement.
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As an application of the 7Li(p,n)7Be neutron fields for astrophysics, the neutron
capture cross sections of 69,71Ga(n,γ) at kBT = 25keV were investigated. The
produced neutron energy distribution at a proton energy of Ep = 1912 keV mimicked
a quasi-stellar spectrum relevant for the neutron capture cross sections during
convective helium core burning in massive stars.

During the activation campaign samples with different compositions were used to
minimize statistical uncertainties. Gallium samples with natural abundance, as well
as enriched samples 69Ga and 71Ga were used. The activation of natural and enriched
gallium was very successful. For 69Ga(n,γ) the measured values for samples with
different gallium compositions were

〈
σ69Ga

σAu

〉
natural sample

= 0.2827± 0.0045stat. ± 0.0187syst.

〈
σ69Ga

σAu

〉
enriched act. I

= 0.2597± 0.0031stat. ± 0.0165syst.

〈
σ69Ga

σAu

〉
enriched act. II

= 0.2624± 0.0038stat. ± 0.0168syst..

These values agree within their uncertainties. Additionally, the values confirm the
results presented by Göbel et al. during the activation measurement at the EC-JRC
Geel [35].

The determined neutron capture cross sections ratios for the 71Ga(n,γ) reaction were
inconsistent and lead to an extended activation campaign. The values determined
during the first activation in 2019 were

〈
σ71Ga

σAu

〉
natural sample

= 0.1728± 0.0018stat. ± 0.0106syst.

〈
σ71Ga

σAu

〉
enriched

= 0.1179± 0.0010stat. ± 0.0073syst..

As presented a difference in cross section ratio between natural and enriched sample
of 32% arose. The value obtained using the natural composition however confirm
the value presented by Göbel et al. for this reaction [35].
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5. Conclusion and outlook

To exclude possible errors during the first activation, a different natural gallium
sample and the enriched 71Ga sample were activated. However, the difference of
32% remained. During the γ-spectroscopy of the activated spectra no impurities
leading to an incorrect isotopic abundance in the samples could be determined.
Additionally, the samples of natural and enriched gallium were investigated with
non-destructive materials analysis. During the µXRF measurements no impurities
could be determined.

Besides the possibility of impurities in the sample, the influence of the two gallium
isotopes on one another were investigated by activating a stack of natural and enriched
samples. The determined cross section ratios showed a clear difference depending on
the position of the samples. However, using neutron capture simulations this could
not be reproduced, which is most likely a result of the input cross sections due to
the scarce data situation for gallium.

As an attempt to investigate the possible influence of 69Ga on 71Ga an activation of
several natural gallium samples with different thicknesses was conducted. During the
analysis no significant correlation of the cross section with sample thickness could
be observed. Therefore, the situation remains far from being solved by activation
measurements. The only remaining possibility to obtain a correct cross section for
this reaction is the analysis of the time-of-flight measurements of the enriched and
natural samples. This is done in the doctoral thesis of Deniz Kurtulgil. The results
from these measurements conducted at the n_Tof experiment at CERN could bring
light into the situation. Additionally, due to the overall scarce data situation, the
measurement of the total cross section of gallium should be conducted, which is also
important for neutron capture simulations. The measurements of the total cross
sections of 69,71Ga is proposed at the DICER facility at the Los Alamos National
Laboratory, USA. With these additional data the mystery of the different cross
sections for the same isotope in different samples could be solved.

122



6. Zusammenfassung

Im Rahmen dieser Arbeit wurden zwei Experimente geplant und durchgeführt.

Das erste Experiment diente der Vermessung der Energie- und Winkelverteilung der
Neutronen, die bei der 7Li(p,n)7Be Reaktion entstehen. Das Experiment wurde bei
verschiedenen Protonenenergien zwischen Ep = 1887 und 2800 keV an der Physikalisch-
Technischen Bundesanstalt (PTB) in Braunschweig durchgeführt. Das Ziel dieser
Messkampagne war das bessere Verständnis der Neutronenenergieverteilungen, um
Simulationen zu überprüfen und zu verbessern. Ein zweites Experiment beschäftigte
sich mit der Anwendung der Neutronenfelder der 7Li(p,n)7Be Reaktion für die
Aktivierung von Gallium, um die Neutroneneinfangquerschnitte von 69Ga und 71Ga
zu messen.

Untersuchung der 7Li(p,n)7Be Neutronenfelder

Die Messung der winkelabhängigen Neutronenspektren aus der 7Li(p,n)7Be Reaktion
wurde bei zehn verschiedenen Protonenenergien durchgeführt: 1887, 1897, 1907,
1912, 2000, 2100, 2200, 2300, 2500, 2800 keV. Zur Bestimmung der Neutronenenergie,
wurde die Flugzeitmethode mit drei 6Li-Glas Szintillationsdetektoren verwendet. Um
Effekte gestreuter Neutronen zu minimieren, wurden die Experimente an der streu-
ungsarmen PTB Ion Accelerator Facility der Physikalisch-Technischen Bundesanstalt
in Braunschweig durchgeführt. Zusätzlich wurden zwei der verwendeten Detektoren
auf Detektorhalterungen aus kohlenstofffaserverstärktem Kunststoff montiert, welche
für dieses Experiment entworfen und gebaut wurden. Für die Messungen wurden
die 6Li-Glas Detektoren in einem Abstand von ca. 70 cm zu einem luftgekühlten me-
tallischen Lithium Target montiert. Um einen möglichst konstanten Neutronenfluss
zu sichern, wurden während des Experiments zwei metallische Lithium Targets mit
einer Dicke von ca. 5 µm verwendet.
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6. Zusammenfassung

Vor jeder Messreihe wurde der Beschleuniger auf die bestmögliche Zeitauflösung
eingstellt, um eine genaue Messung der Neutronenfelder zu ermöglichen. Die gemes-
sene Zeitaufösung des gesamten Messaufbaus lag zwischen 2 und 4 ns. Diese Werte
waren auch für weitere Vergleiche als Eingangsparameter für Simulation von Bedeu-
tung. Anschließend wurden Flugzeitspektren für die beschriebenen Protonenenergie
unter Winkeln in 5◦ Abstand gemessen. Während der Messungen wurde mit Hilfe
von diversen Neutronenmonitoren der Neutronenfluss überwacht. In Kombination
mit einem Ladungszähler, welcher den integrierten Protonenstrom während der
Messungen aufzeichnet, wurde die Neutronenausbeute bestimmt. Die gemessenen
Flugzeitspektren wurden für die weitere Untersuchung untergrundbereinigt. Dies war
aufgrund des gleichbleibenden Untergrunds zwischen γ-flash und Neutronenereignis-
sen möglich. Der sogenannte γ-flash entsteht, wenn während der Wechselwirkungen
der Protonen mit dem Lithium-Target hochenergetische Photonen (γs) entstehen,
die mit Lichtgeschwindigkeit die Strecke bis zum Detektor zurücklegen und daher
deutlich früher als die Neutronen ankommen.
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Abbildung 6.1.: Energiespektren erzeugt aus Flugzeitspektren unter verschiedenen Detektorwin-
keln bei Ep = 2500 keV. Aufgrund der problematischen Energieauflösung bei
hochenergetischen Neutronen, zeigen sich im rechten Teil der Grafik stufenartige
Peaks.

Für die Erzeugung der winkelintegrierten Neutronenenspektren, den Neutronenfel-
dern, wurden die Energiespektren aufgrund unterschiedlicher Messdauern noch auf
die während der Messung deponierten Ladungen auf dem Target normiert und ent-
sprechend der Raumwinkelabdeckung skaliert. Im Anschluss wurden die gemessenen
Spektren mit Simulationen verglichen, welche mit dem PINO Tool durchgeführt
wurden. Dazu wurde das Tool weiterentwickelt, um die Energie- und Flugzeitspek-
tren mit den Spezifikationen der Messungen nachzubilden. Während der Messungen
wurde eine von der eingestellten abweichende Protonenenergie festgestellt. Die tat-
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sächliche Protonenenergie wurde mit Hilfe des PINO Tools bestimmt. Dazu wurden
die schnellen Neutronenflanken in den gemessenen Flugzeitspektren mit Simulationen
bei verschiedenen Protonenenergien verglichen. Bei Energien bis 2200 keV ergab sich
eine maximale Abweichung zwischen Einstellung und Messung von 3 keV. Bei den
drei verbliebenen höheren Energien wurde eine maximale Abweichung von 10 keV be-
stimmt. Die durch den Abgleich bestimmte Protonenenergie wurde anschließend für
die Vergleiche der Neutronenfelder zwischen Messung und Simulation verwendet.
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Abbildung 6.2.: Gezeigt sind die Flugzeitspektren für die verschiedenen Analyseschritte. Von
oben nach unten: Die unkorrigierten, die γ-flash korrigierten und die unter-
grundbereinigten Flugzeitspektren bei einer eingestellten Protonenergie von
Ep = 2500 keV.
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6. Zusammenfassung

Die Neutronenspektren bei Ep = 1887, 1897, 1907, 1912 und 2100 keV zeigten eine
sehr gute Übereinstimmung zwischen PINO und den Messungen. Bei den übrigen
Energien ergaben sich Teils sehr große Differenzen zwischen Simulation und Messung.
Eine mögliche Ursache hierfür ist die limitierte Energieaufösung aufgrund des kurzen
Flugwegs. Eine anderere ist die inkorrekte Simulation des zweiten Neutronenemis-
sionskanals, welcher ab einer Protonenenergie von Ep = 2372 keV zur Verfügung
steht. Zusätzlich könnten Probleme während des Experiments, wie zum Beispiel
eine ungenaue Protonenenergie, inkorrekte Flugweg- oder Winkeleinstellung der
Detektoren und die allmähliche Zerstörung des Lithiumtargets zu den Abweichungen
beigetragen haben. Mit Hilfe der gewonnenen Erkenntnisse kann nun das PINO Tool
bei hohen Protonenenergien weiter überprüft und verbessert werden, um genauere
Vorhersagen für quasi-stellare Neutronenspektren zu treffen.
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Abbildung 6.3.: Vergleich der winkelintegrierten Neutronenspektren bei Ep = 1897 keV.
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Abbildung 6.4.: Vergleich der winkelintegrierten Neutronenspektren bei Ep = 2800 keV.
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Neutronenaktivierung von Gallium

Als eine Anwendung für die Neutronenfelder der 7Li(p,n)7Be Reaktion wurde Gallium
aktiviert, ein Element, welches hauptsächlich während der schwachen Komponente des
s-Prozesses in massiven Sternen gebildet wird. Die Aktivierungen wurden bei einer
Protonenenergie von Ep = 1912 keV durchgeführt. Das bei dieser Energie erzeugte
Neutronenspektrum gleicht einer quasi-stellaren Neutronenenergieverteileung von
kBT = 25 keV. Dabei wurden sowohl natürliche Proben als auch angereicherte Proben
untersucht, um die Neutroneneinfangsquerschnitte der Reaktionen 69,71Ga(n,γ) zu
messen. Die Messung der Querschnitte der 69Ga(n,γ) Reaktion war sehr erfolgreich.
Die Ergebnisse der Einfangsquerschnittverhältnisse zwischen Gallium und Gold,
welche mit den verschiedenen Proben erhalten wurden, stimmen im Rahmen der
jeweiligen Unsicherheiten überein:

〈
σ69Ga

σAu

〉
natürliche Probe

= 0.2827± 0.0045stat. ± 0.0187syst.

〈
σ69Ga

σAu

〉
angereichert Akt. I

= 0.2597± 0.0031stat. ± 0.0165syst.

〈
σ69Ga

σAu

〉
angereichert Akt. II

= 0.2624± 0.0038stat. ± 0.0168syst..

Die erhaltenen Ergebnisse für die 71Ga(n,γ) Reaktion, ermittelt mit natürlichen
und angereicherten Problem, zeigen eine Differenz von 32%, deutlich außerhalb der
abgeschätzten Unsicherheiten:

〈
σ71Ga

σAu

〉
natürliche Probe

= 0.1728± 0.0018stat. ± 0.0106syst.

〈
σ71Ga

σAu

〉
angereicherte Probe

= 0.1179± 0.0010stat. ± 0.0073syst..

Um die Ursache der Differenz zu ermitteln, wurden weitere Aktivierungsmessungen
durchgeführt. Die Ursache für die Abweichungen konnte nicht abschließen ermittelt
werden. Eine mögliche Kontamination mit Fremdelementen der Proben wurde mittels
Mikro-Röntgenfluoreszenz ausgeschlossen. Der gegenseitige Einfluss von 69Ga und
71Ga wurde untersucht und die Proben als Stapel gleichzeitig aktiviert. Hierbei

127



6. Zusammenfassung

zeigten sich deutliche Unterschiede. Diese konnten durch Neutroneneinfangssimula-
tionen in ihrer Tendenz bestätigt, aber nicht vollständig erklärt werden. Weiterhin
wurde die Neutronentransmission untersucht und dazu natürliche Galliumproben
verschiedener Dicken untersucht. Ein Einfluss der Probendicke auf den Wirkungs-
querschnitt konnte nicht festgestellt werden. Um diesem Phänomen auf den Grund
zu gehen und den genauen Neutroneneinfangsquerschnitt von 71Ga zu bestimmen,
wird die Auswertung von Flugzeitsmessungen benötigt. Zusätzlich, um die Datenlage
zu verbessern, sollten auch Messungen des totalen sowie des Streuquerschnitts durch-
geführt werden, um auch verschiedene Simulationen zu verbessern. Eine Messung
des total Wirkungsquerschnitts von 69Ga und 71Ga wurde an der DICER Anlage des
Los Alamos National Laboratory vorgeschlagen.
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A. Appendix

Uncertainty calculation

Each measured value has an uncertainty. The knowledge and understanding of these
is crucial in order to fully understand the measured and determined values of interest.
In general uncertainties can be divided into different categories as the statistical and
the systematic uncertainties. Statistical uncertainties, as the name implies, are of
statistical unpredictable nature. The second kind are the systematical uncertainties.
Systematic uncertainties can not be minimized by higher statistics. An example
for the systematic uncertainty is an incorrect time setting during a time critical
experiment. If the clock is 10 seconds off, the uncertainty does not change even if
the measurement is repeated.

Gaussian error propagation

Most values determined by an experiment are the product of using various calculations
using the measured values. Since each of the measured values has an uncertainty
also the value of interest has an uncertainty. This uncertainty can be determined
using the Gaussian error propagation. The uncertainty of a determined value (y) uy
can be derived from the uncertainties of the values contributing to the value ui:

uy =

√√√√ n∑
i=1

(
∂y

∂xi
· ui

)2

(A.1)

where y denotes the value of interest and xi the value afflicted with the uncertainty
ui. Equation A.1 however is only valid for independent variables. If variables are
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A. Appendix

dependent, the covariance has to be taken into account. The covariance is defined
as: u(xi, xj). Equation A.1 then becomes

uy =

√√√√√ n∑
i=1

(
∂y

∂xi
· ui

)2

+ 2
n−1∑
i=1

n∑
j=i+1

(
∂y

∂xi

)(
∂y

∂uj

)
u(xi, xj). (A.2)

Weighted arithmetic mean

The weighted arithmetic mean takes the uncertainties of the values contributing to
a mean value into account. A value with a higher uncertainty contributes less to
the mean than a value with a lower uncertainty. The weighted arithmetic mean is
defined as

x̄ =
∑n
i=1 xiwi∑n
i=1 wi

(A.3)

with
wi = 1

∆u2
i

, (A.4)

where ∆ui is the total uncertainty derived from statistic and systematic uncertainties.
The total uncertainty can be determined via

∆u2
tot. = u2

stat. + u2
syst.. (A.5)

The uncertainty of the weighted arithmetic mean was calculated as follows

∆x̄ =
√

1∑n
i=1 ui

. (A.6)

130



B. Appendix - Investigation of the
7Li(p,n)7Be neutron fields

Accumulated beam charge

In this section the accumulated beam charge determined by the current integrator
during the measurements of the neutron fields are presented.

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
1887 102 27 27 0 1431487

103 50 15 15 1876177
105 50 20 10 1580980
106 50 25 5 1417661

Table B.1.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 1887 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
1897 107 27 27 0 791556

108 35 30 0 1189986
109 45 40 0 1239245
110 40 25 5 777321
111 40 20 10 762138
112 50 15 15 670327

Table B.2.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 1897 keV
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B. Appendix - Investigation of the 7Li(p,n)7Be neutron fields

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
1907 114 27 27 0 654115

115 35 30 0 611981
116 45 40 0 895697
117 55 50 0 1345898
118 65 60 0 1370354
119 55 25 5 742503
120 55 20 10 723839
121 55 15 15 746887
122 60 30 30 610246

Table B.3.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 1907 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
1912 72 27 27 0 853772

73 35 30 0 1526984
74 45 40 0 1067096
75 55 50 0 1132080
77 55 50 0 723548
78 65 60 0 1328181
79 65 0 27 1011753
80 65 5 25 955247
81 65 10 20 842531
82 65 15 15 923257
83 27 27 0 599607
84 35 30 0 672579
85 45 40 0 816760
87 55 50 0 1211264
94 27 27 0 931800
95 40 30 0 1130150
96 40 20 10 947803
97 60 50 0 1155877

Table B.4.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 1912 keV
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Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2000 123 27 27 0 545798

124 35 30 0 344079
125 35 30 0 215528
126 27 27 0 484014
127 45 40 0 602457
128 55 50 0 712439
129 55 25 5 484942
130 55 20 10 528275
131 55 15 15 521697
132 65 60 0 533518
133 75 70 0 469271
134 85 80 0 470582
135 95 90 0 481461
136 95 90 0 752278
137 95 90 0 440680
138 85 80 0 689404
139 75 70 0 797899

Table B.5.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 2000 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2100 11 27 27 0 683437

12 35 30 0 821616
13 45 40 0 735895
14 55 50 0 771170
15 55 25 5 850982
16 55 20 10 828752
17 55 15 15 752161
18 65 60 0 753132
19 75 70 0 774415
20 85 80 0 711794
21 95 90 0 678740

Table B.6.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 2100 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2200 153 27 27 0 575891

154 30 40 0 619443
155 50 60 0 627211
156 70 80 0 539582
157 90 10 20 583745
158 50 15 15 850181

Table B.7.: Ep = 2200 keV
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B. Appendix - Investigation of the 7Li(p,n)7Be neutron fields

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2300 23 27 27 0 595262

24 35 30 0 594077
25 45 40 0 632692
26 55 50 0 660816
27 55 25 5 674619
28 55 20 10 732436
29 55 15 15 672619
30 65 60 0 641027
31 75 70 0 585886
32 85 80 0 802530
33 95 90 0 727402

Table B.8.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 2300 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2500 35 95 90 0 1414920

36 85 80 0 595800
38 85 80 0 585726
39 27 27 0 580312
41 35 30 0 555204
44 45 40 0 546854
52 55 50 0 623205
53 55 25 5 603966
54 55 20 10 513247
55 55 15 15 703569
56 65 60 0 565671
57 75 70 0 549972

Table B.9.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 2500 keV

Ep Run Detector I ϕ Detector II ϕ Detector III ϕ ΣQ
(keV) (deg) (deg) (deg) (µC)
2800 140 27 27 0 1345162

141 35 30 0 1682312
142 45 40 0 1706845
143 55 50 0 1934658
144 55 25 5 1679147
145 55 20 10 1561219
148 55 15 15 1565138
149 65 60 0 1790586
150 75 70 0 1879986
151 85 80 0 2118399
152 95 90 0 2076160

Table B.10.: Accumulated beam charge on the target during the measurements of the neutron
fields at a proton energy of Ep = 2800 keV
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Angular correction factors

Presented are the angular correction factors used for the scaling of the angle-integrated
neutron spectra.

Ep = 1887 keV Ep = 1897 keV Ep = 1907 keV Ep = 1912 keV
Angle Correction Angle Correction Angle Correction Angle Correction

0◦ 5.26 · 10−3 0◦ 2.93 · 10−3 0◦ 1.77 · 10−3 0◦ 1.36 · 10−3

5◦ 0.049 5◦ 0.023 5◦ 0.014 5◦ 0.011
10◦ 0.097 10◦ 0.047 10◦ 0.028 10◦ 0.022
15◦ 0.144 15◦ 0.070 15◦ 0.042 15◦ 0.032
20◦ 0.191 20◦ 0.092 20◦ 0.055 20◦ 0.043
25◦ 0.235 25◦ 0.114 25◦ 0.069 25◦ 0.053
30◦ 0.279 30◦ 0.134 30◦ 0.081 30◦ 0.062

35◦ 0.153 35◦ 0.093 35◦ 0.072
40◦ 0.173 40◦ 0.104 40◦ 0.080
45◦ 0.190 45◦ 0.115 45◦ 0.088

50◦ 0.124 50◦ 0.096
55◦ 0.132 55◦ 0.102
60◦ 0.140 60◦ 0.108

65◦ 0.113
70◦ 0.117

Table B.11.: Angular correction factors for the determination of the neutron fields.

Angle Correction Angle Correction Angle Correction

0◦ 9.95 · 10−4 5◦ 7.95 · 10−3 10◦ 0.0160
15◦ 0.023 20◦ 0.031 25◦ 0.039
30◦ 0.046 35◦ 0.052 40◦ 0.059
45◦ 0.065 50◦ 0.070 55◦ 0.074
60◦ 0.079 65◦ 0.080 70◦ 0.086
75◦ 0.088 80◦ 0.090 85◦ 0.091

Table B.12.: Angular correction factors used for the determination of the neutron fields above
proton energies of Ep = 2000 keV.
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B. Appendix - Investigation of the 7Li(p,n)7Be neutron fields

Neutron energy sub plots

Presented are the scaled neutron spectra for each detector and angle.
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Figure B.1.: Measured neutron spectra for a set proton energy of Ep = 1887 keV
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Figure B.2.: Measured neutron spectra for a set proton energy of Ep = 1897 keV
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Figure B.3.: Measured neutron spectra for a set proton energy of Ep = 1907 keV
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Figure B.4.: Measured neutron spectra for a set proton energy of Ep = 1912 keV
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Figure B.5.: Measured neutron spectra for a set proton energy of Ep = 2000 keV
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Figure B.6.: Measured neutron spectra for a set proton energy of Ep = 2100 keV
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Figure B.7.: Measured neutron spectra for a set proton energy of Ep = 2200 keV
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Figure B.8.: Measured neutron spectra for a set proton energy of Ep = 2300 keV
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Figure B.9.: Measured neutron spectra for a set proton energy of Ep = 2500 keV
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Figure B.10.: Measured neutron spectra for a set proton energy of Ep = 2800 keV
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C. Appendix - Neutron activation of Gallium

In this chapter all the intermediate steps and values are presented used for the
calculation of the cross sections ratios for the neutron activation campaign of gallium.
For each activation the determined counts by γ-spectroscopy, the simulation, waiting
time, dead time and beam correction factors, as well as the number of produced
nuclei are presented.

Isotope γ-energy (keV) Reference
210Pb 46.53 [64]
57Co 122.06 [11]
57Co 133.46
133Ba 80.99 [40]
133Ba 276.40
133Ba 302.85
133Ba 356.01
137mBa (product of 137Cs) 661.66 [15]
54Mn 834.85 [29]
22Na 1274.54 [7]
60Co 1173.23 [14]
60Co 1332.49

Table C.1.: Calibration sources used for the detector calibrations. All sources were distributed
and calibrated by the Physikalisch-Technische Bundesanstalt (PTB), Braunschweig,
Germany.

Sample Isotopic ratio (%) Mass (g) Nsample/1021

natGa I 69Ga: 60.1 0.89506(15) 4.646± 0.02 %
71Ga: 39.9 3.085± 0.02 %

natGa II 69Ga: 60.1 0.97681(15) 5.080± 0.02 %
71Ga: 39.9 3.366± 0.02 %

69Ga 69Ga: 99.48 0.94129(15) 8.180± 0.02 %
71Ga: 0.52 -

71Ga 69Ga: 99.8 0.93036(15) -
71Ga: 0.2 8.393± 0.02 %

Table C.2.: Properties of the activated samples. The isotopic ratio for the enriched 69Ga sample
was taken from the Isoflex USA Certificate of analysis No. 5958 and for the enriched
71Ga from Certificate of analysis No. 6803.
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Activation I

Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Sample natGa I

70Ga 176.115 (13) 1534 (71) 0.0000458± 5.9% 1545 (67) 0.0000461± 5.9%
1039.513 (10) 735 (30) 0.0000198± 9.2% 624 (36) 0.0000186± 9.2%

72Ga 629.967 (19) 1601 (67) 0.00115± 5.0% 1668 (64) 0.00115± 5.0%
834.13 (4) 4257 (73) 0.00324± 5.0% 3986 (76) 0.00325± 5.0%
894.327 (18) 403 (36) 0.000314± 5.0% 445 (38) 0.000300± 5.0%
1050.794 (17) 218 (27) 0.000202± 5.0% 219 (26) 0.000193± 5.0%

Sample 69Ga activation 1
70Ga 176.115 (13) 2981 (85) 0.0000458± 5.9% 2936 (89) 0.0000461± 5.9%

1039.513 (10) 1127 (45) 0.0000198± 9.2% 1124 (47) 0.0000186± 9.2%
Sample 69Ga activation 2

70Ga 176.115 (13) 1956 (72) 0.0000458± 5.9% 1824 (84) 0.0000461± 5.9%
1039.513 (10) 748 (36) 0.0000198± 9.2% 735 (38) 0.0000186± 9.2%

Sample 71Ga
72Ga 629.967 (19) 6940 (94) 0.00115± 5.0% 6895 (94) 0.00115± 5.0%

834.13 (4) 17927 (177) 0.00324± 5.0% 17488 (138) 0.00325± 5.0%
894.327 (18) 1877 (48) 0.000314± 5.0% 1724 (47) 0.000300± 5.0%
1050.794 (17) 1110 (39) 0.000202± 5.0% 1087 (38) 0.000193± 5.0%

Table C.3.: Counts and simulation correction factor determined after the activation of gallium
during activation I

147



C. Appendix - Neutron activation of Gallium

Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Monitor Au 44

198Au 411.80205 (17) 6023 (79) 0.00673± 5.0% 5870 (78) 0.00670± 5.0%
Monitor Au IV

198Au 411.80205 (17) 24787 (160) 0.00673± 5.0% 23680 (157) 0.00670± 5.0%
Monitor Au 38

198Au 411.80205 (17) 7593 (88) 0.00673± 5.0% 7188 (36) 0.00670± 5.0%
Monitor Au 26

198Au 411.80205 (17) 27575 (168) 0.00673± 5.0% 27555 (168) 0.00670± 5.0%
Monitor Au 32

198Au 411.80205 (17) 5072 (72) 0.00673± 5.0% 4883 (71) 0.00670± 5.0%
Monitor Au 33

198Au 411.80205 (17) 5149 (72) 0.00673± 5.0% 5088 (72) 0.00670± 5.0%
Monitor Au 31

198Au 411.80205 (17) 7428 (87) 0.00673± 5.0% 7071 (86) 0.00670± 5.0%
Monitor Au 36

198Au 411.80205 (17) 19646 (143) 0.00673± 5.0% 19303 (144) 0.00670± 5.0%

Table C.4.: Counts and simulation correction factor determined after the activation of gallium
during activation I

Sample Weight (g) Nsample/1020 t1/2 of the product

Au 44 0.14829(15) 4.534± 0.1% 2.6941(2) d [39]
Au IV 0.15148(15) 4.631± 0.1%
Au 38 0.14699(15) 4.494± 0.1%
Au 26 0.14489(15) 4.430± 0.1%
Au 32 0.15662(15) 4.789± 0.1%
Au 33 0.14062(15) 4.300± 0.1%
Au 31 0.15611(15) 4.773± 0.1%
Au 36 0.13401(15) 4.097± 0.1%

Table C.5.: Specification of the used gold monitors during the first activation measurements,
Activation I.
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Proton energy Number of Protons Li target thickness
(keV) (µm)

1912 (2) 109 22

Li target radius Distance to target Sample radius
(mm) (mm) (mm)
1.5 4.3/5.3/6.3 10

Table C.6.: PINO simulation input parameters for activation measurement I. The outcome of
the simulation was used to determine the spectrum averaged cross sections for the
respective gallium isotopes.

Sample fb fwm fdt
natGa I 69Ga 0.543 0.673± 0.13% 0.997± 0.01%

71Ga 0.983 0.035± 0.10% 0.997± 0.01%
69Ga act. 1 69Ga 0.564 0.747± 0.11% 0.996± 0.01%
69Ga act. 2 69Ga 0.554 0.671± 0.13% 0.996± 0.01%
71Ga 71Ga 0.955 0.043± 0.17% 0.997± 0.01%
Au 44 0.996 0.026± 0.11% 0.998± 0.01%
Au VI 0.996 0.117± 0.03% 0.999± 0.01%
Au 38 0.996 0.034± 0.02% 0.999± 0.01%
Au 26 0.996 0.137± 0.01% 0.999± 0.01%
Au 32 0.989 0.011± 0.07% 0.999± 0.01%
Au 33 0.989 0.013± 0.06% 0.999± 0.01%
Au 31 0.996 0.044± 0.06% 0.999± 0.01%
Au 36 0.996 0.143± 0.03% 0.999± 0.01%

Table C.7.: Correction factors for the decays during the activation fb, the decays between the
activation end and the start of and during the measurement fwm and the dead time
correction fdt obtained during Activation I.

Sample Isotope 〈Nprod〉/107 ustat(%) usyst(%)
natGa I 70Ga 9.348 1.5 5.6

72Ga 3.811 0.8 5.0
69Ga act. I 70Ga 14.906 1.1 5.4
69Ga act. II 10.902 1.4 5.3
71Ga 72Ga 13.603 0.4 5.1
Au 44 198Au 3.417 0.9 5.0
Au VI 3.100 0.5 5.0
Au 38 3.253 0.8 5.0
Au 26 3.009 0.4 5.0
Au 32 6.662 1.0 5.0
Au 33 5.813 1.0 5.0
Au 31 2.468 0.8 5.0
Au 36 2.043 0.5 5.0

Table C.8.: Shown is the weighted mean between the two detectors and all γ-lines of the produced
nuclei during the Activation I. These values were used for further cross section
calculation.
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C. Appendix - Neutron activation of Gallium

Activation II

Sample Weight (g) Nsample/1020 t1/2 of the product

Au 7 0.15581 (15) 4.764± 0.1% 2.6941(2) d [39]
Au 29 0.15105 (15) 4.619± 0.1%
Au 3 0.16177 (15) 4.946± 0.1%
Au 25 0.14749 (15) 4.509± 0.1%

Table C.9.: Specification of the used gold monitors during Activation II.

Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Sample natGa II

72Ga 629.967 (19) 5392 (91) 0.000948± 5.0% 5569 (91) 0.000976± 5.0%
834.13 (4) 14638 (123) 0.00270± 5.0% 15441 (130) 0.00280± 5.0%
894.327 (18) 1367 (46) 0.000257± 5.0% 1489 (49) 0.000275± 5.0%
1050.794 (17) 833 (37) 0.000202± 5.0% 887 (40) 0.000193± 5.0%

Sample 71Ga
72Ga 629.967 (19) 63094 (291) 0.000948± 5.0% 65883 (290) 0.000976± 5.0%

834.13 (4) 173040 (424) 0.00270± 5.0% 178705 (431) 0.00280± 5.0%
894.327 (18) 16817 (145) 0.000257± 5.0% 17271 (146) 0.000275± 5.0%
1050.794 (17) 10077 (120) 0.000202± 5.0% 10309 (120) 0.000193± 5.0%

Table C.10.: Counts and simulation correction factor determined after the activation of gallium
during activation II
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Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Monitor Au 7

198Au 411.80205 (17) 1813 (43) 0.00546± 5.0% 1743 (43) 0.00571± 5.0%
Monitor Au 29

198Au 411.80205 (17) 1294 (37) 0.00546± 5.0% 1306 (37) 0.00571± 5.0%
Monitor Au 3

198Au 411.80205 (17) 3777 (63) 0.00546± 5.0% 3800 (63) 0.00571± 5.0%
Monitor Au 25

198Au 411.80205 (17) 3564 (62) 0.00546± 5.0% 3714 (63) 0.00571± 5.0%

Table C.11.: Counts and simulation correction factor determined after the activation of gallium
during activation II

Sample fb fwm fdt
natGa II 71Ga 0.953 0.128± 0.14% 0.999± 0.01%
71Ga 71Ga 0.904 0.622± 0.09% 0.999± 0.01%
Au 7 0.989 0.009± 0.09% 0.999± 0.01%
Au 29 0.989 0.007± 0.12% 0.999± 0.01%
Au 3 0.978 0.012± 0.36% 0.999± 0.01%
Au 25 0.978 0.013± 0.32% 0.999± 0.01%

Table C.12.: Correction factors for the decays during the activation fb, the decays between the
activation end and the start of and during the measurement fwm and the dead time
correction fdt, obtained during Activation II.

Sample Isotope 〈Nprod〉/107 ustat(%) usyst(%)
natGa II 72Ga 4.539 0.5 5.0
71Ga 72Ga 11.499 0.1 5.0
Au 7 198Au 3.756 1.7 5.0
Au 29 3.453 2.0 5.0
Au 3 5.745 1.1 5.0
Au 25 4.949 1.2 5.0

Table C.13.: Produced nuclei during the Activation II of the natural Gallium sample (natGa
II) and the isotopic enriched sample 71Ga. Only the produced nuclei of 72Ga were
taken account during this activation due to the previous measurement discrepencies
between natural and isopic enriched samples.
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C. Appendix - Neutron activation of Gallium

Activation III

Sample Weight (g) Nsample/1020 t1/2 of the product

Au 3 0.16177 (15) 4.946± 0.1% 2.6941(2) d [39]
Au 7 0.15581 (15) 4.764± 0.1%
Au 29 0.15105 (15) 4.619± 0.1%
Au 22 0.14655 (15) 4.481± 0.1%
Au 37 0.15766 (15) 4.820± 0.1%
Au 38 0.14717 (15) 4.500± 0.1%

Table C.14.: Specification of the used gold monitors.

Sample fb fwm fdt
natGa II.I 71Ga 0.953 0.020± 0.2% 0.988± 0.01%
71Ga 71Ga 0.953 0.020± 0.5% 0.980± 0.01%
natGa II 71Ga 0.956 0.026± 0.5 ±0.01%
71Ga 71Ga 0.956 0.026± 0.5% ±0.01%
Au 3 0.989 0.003± 0.2% ±0.01%
Au 7 0.989 0.003± 0.2% ±0.01%
Au 29 0.989 0.006± 0.1% ±0.01%
Au 22 0.990 0.006± 0.1% ±0.01%
Au 37 0.990 0.005± 0.1% ±0.01%
Au 38 0.990 0.012± 0.1% ±0.01%

Table C.15.: Correction factors for the decays during the activation fb, the decays between the
activation end and the start of and during the measurement fwm and the deadtime
correction fdt
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Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Sample natGa II front

72Ga 629.967 (19) 3388 (86) 0.00300± 5.0% 3668 (86) 0.00300± 5.0%
834.13 (4) 9780 (113) 0.00877± 5.0% 10149 (114) 0.00872± 5.0%
894.327 (18) 961 (48) 0.000842± 5.0% 896 (49) 0.000828± 5.0%

Sample 71Ga back
72Ga 629.967 (19) 4758 (79) 0.00300± 5.0% 4859 (79) 0.00300± 5.0%

834.13 (4) 13197 (118) 0.00877± 5.0% 13658 (119) 0.00872± 5.0%
894.327 (18) 1130 (39) 0.000842± 5.0% 1297 (42) 0.000828± 5.0%

Sample natGa II back
72Ga 629.967 (19) 11534 (173) 0.00300± 5.0% 12031 (169) 0.00300± 5.0%

834.13 (4) 32696 (213) 0.00877± 5.0% 32900 (210) 0.00872± 5.0%
894.327 (18) 2894 (100) 0.000842± 5.0% 2957 (95) 0.000828± 5.0%

Sample 71Ga front
72Ga 629.967 (19) 30668 (201) 0.00300± 5.0% 32152 (209) 0.00300± 5.0%

834.13 (4) 85448 (301) 0.00877± 5.0% 91271 (310) 0.00872± 5.0%
894.327 (18) 8017 (105) 0.000842± 5.0% 8705 (107) 0.000828± 5.0%

Table C.16.: Counts and simulation correction factor determined after the activation of gallium
during activation III

Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Monitor Au 3

198Au 411.80205 (17) 10709 (104) 0.0185± 5.0% 11117 (107) 0.0185± 5.0%
Monitor Au 7

198Au 411.80205 (17) 11937 (110) 0.0185± 5.0% 12185 (111) 0.0185± 5.0%
Monitor Au 29

198Au 411.80205 (17) 16434 (129) 0.0185± 5.0% 116874 (131) 0.0185± 5.0%
Monitor Au 22

198Au 411.80205 (17) 3030 (556) 0.0185± 5.0% 3042 (56) 0.0185± 5.0%
Monitor Au 37

198Au 411.80205 (17) 2933 (55) 0.0185± 5.0% 2976 (55) 0.0185± 5.0%
Monitor Au 38

198Au 411.80205 (17) 5541 (76) 0.0185± 5.0% 5751 (77) 0.0185± 5.0%

Table C.17.: Counts and simulation correction factor determined after the activation of gallium
during activation III.
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C. Appendix - Neutron activation of Gallium

Sample Isotope 〈Nprod〉/107 ustat(%) usyst(%)
natGa II.I 72Ga 20.601 0.3 5.0
71Ga I 72Ga 53.085 0.3 5.0
natGa II.II 72Ga 4.545 0.6 5.0
71Ga II 72Ga 6.117 0.5 5.0
Au 7 198Au 19.022 0.6 5.0
Au 3 18.961 0.7 5.0
Au 29 15.784 0.5 5.0
Au 22 2.879 1.3 5.0
Au 37 3.002 1.3 5.0
Au 38 2.640 0.9 5.0

Table C.18.: Produced nuclei during the activation of the natural Gallium sample (natGa II)
and the isotopic enriched sample 71Ga. Only the produced nuclei of 72Ga were
taken account during this activation due to the previous measurement discrepencies
between natural and isopic enriched samples.
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Activation IV

Sample Activation 〈Nprod〉/107 ustat(%) usyst(%)
natGa 0.2mm II 1cm I 1.794 0.3 5.0
natGa 0.2mm I 1cm I 6.622 0.7 5.0
natGa 0.2mm I 5cm I 6.125 0.1 5.0
natGa 0.1mm I 5cm I 1.390 0.7 5.0
natGa 0.1mm I 5cm on I 1.370 0.3 5.0
natGa 0.3mm I 5cm I 2.793 0.2 5.0
natGa 0.5mm I 5cm I 5.885 0.3 5.0
natGa 0.2mm II II 3.821 0.3 5.0
natGa 0.1mm I II 2.108 0.3 5.0
natGa 1.0mm I I 12.897 0.2 5.0
natGa 1.25mm I I 14.763 0.3 5.0
natGa 1.5mm I I 23.226 0.2 5.0

Table C.19.: Produced nuclei during the activation of the natural Gallium sample (natGa II)
and the isotopic enriched sample 71Ga. Only the produced nuclei of 72Ga were
taken account during this activation due to the previous measurement discrepencies
between natural and isopic enriched samples.

Sample Weight (g) Thickness
(mm)

Nsample/1020

natGa 0.1 (1) 233.6 (2) 0.12± 1% 8.049 (7)
natGa 0.1 (2) 233.0 (2) 0.12± 1% 8.028 (7)
natGa 0.2 (1) 424.1 (2) 0.23± 1% 14.613 (8)
natGa 0.2 (2) 424.5 (2) 0.23± 1% 14.626 (8)
natGa 0.5 (1) 897.5 (2) 0.49± 1% 30.924 (11)
natGa 1.0 (1) 1932.5 (2) 1.04± 1% 66.585 (19)
natGa 1.25 (1) 2208.3 (2) 1.19± 1% 76.088 (21)
natGa 1.5 (1) 2755.0 (2) 1.45± 1% 94.925 (26)

Table C.20.: Specification of the used gold monitors.
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Sample Weight (g) Nsample/1020 t1/2 of the product

Au 3 0.16198 (15) 4.952± 0.1% 2.6941(2) d [39]
Au 7 0.15581 (15) 4.764± 0.1%
Au V 0.16373 (15) 5.006± 0.1%
Au VI 0.15148 (15) 4.631± 0.1%
Au 2 0.15250 (15) 4.663± 0.1%
Au 25 0.14734 (15) 4.505± 0.1%
Au 37 0.15761 (15) 4.819± 0.1%
Au 10 0.15448 (15) 4.723± 0.1%
Au 24 0.15806 (15) 4.833± 0.1%
Au 22 0.14650 (15) 4.479± 0.1%
Au 29 0.15091 (15) 4.613± 0.1%
Au 38 0.14698 (15) 4.494± 0.1%
Au 12 0.14914 (15) 4.560± 0.1%
Au VII 0.16170 (15) 4.944± 0.1%
Au 33 0.14062 (15) 4.299± 0.1%
Au 45 0.15798 (15) 4.830± 0.1%
Au 6 0.15463 (15) 4.728± 0.1%
Au 39 0.13017 (15) 3.980± 0.1%
Au IX 0.16275 (15) 4.976± 0.1%
Au Z 0.14723 (15) 4.501± 0.1%

Table C.21.: Specification of the used gold monitors.
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Eγ = α · CBEGeA + β Eγ = α · CBEGeB + β
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Figure C.1.: Results of the detector calibration for activation IV. From top to bottom: Energy
calibration, energy resolution calibration and efficiency measurements.
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Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Sample natGa 0.2mm II

72Ga 629.967 (19) 19377 (175) 0.00971± 5.0% 23150 (221) 0.00945± 5.0%
834.13 (4) 66689 (291) 0.0310± 5.0% 73827 (310) 0.0311± 5.0%
894.327 (18) 5720 (130) 0.00268± 5.0% 6172 (129) 0.00271± 5.0%

Sample natGa 0.2mm I
72Ga 629.967 (19) 2288 (76) 0.00971± 5.0% 2393 (76) 0.00945± 5.0%

834.13 (4) 7148 (98) 0.0310± 5.0% 7645 (100) 0.0311± 5.0%
894.327 (18) 555 (39) 0.00268± 5.0% 651 (40) 0.00271± 5.0%

Sample natGa 0.2mm I
72Ga 629.967 (19) 105631 (357) 0.00314± 5.0% 116031 (408) 0.00310± 5.0%

834.13 (4) 284681 (635) 0.00923± 5.0% 299977 (785) 0.00915± 5.0%
894.327 (18) 27998 (188) 0.000886± 5.0% 31488 (215) 0.000878± 5.0%

Sample natGa 0.1mm I
72Ga 629.967 (19) 2500 (79) 0.00314± 5.0% 2645 (86) 0.00310± 5.0%

834.13 (4) 7263 (105) 0.00923± 5.0% 7311 (106) 0.00915± 5.0%
894.327 (18) 684 (56) 0.000886± 5.0% 802 (59) 0.000878± 5.0%

Sample natGa 0.1mm I on
72Ga 629.967 (19) 12177 (129) 0.00314± 5.0% 12472 (132) 0.00310± 5.0%

834.13 (4) 34935 (192) 0.00923± 5.0% 34533 (190) 0.00915± 5.0%
894.327 (18) 3217 (65) 0.000886± 5.0% 3323 (67) 0.000878± 5.0%

Sample natGa 0.3mm I
72Ga 629.967 (19) 26972 (218) 0.00314± 5.0% 26980 (216) 0.00310± 5.0%

834.13 (4) 75732 (301) 0.00923± 5.0% 76354 (296) 0.00915± 5.0%
894.327 (18) 7037 (111) 0.000886± 5.0% 7166 (119) 0.000878± 5.0%

Sample natGa 0.5mm I
72Ga 629.967 (19) 18477 (193) 0.00314± 5.0% 19407 (300) 0.00310± 5.0%

834.13 (4) 50850 (251) 0.00923± 5.0% 52822 (256) 0.00915± 5.0%
894.327 (18) 4596 (101) 0.000886± 5.0% 4821 (109) 0.000878± 5.0%

Sample natGa 0.2mm II
72Ga 629.967 (19) 21732 (206) 0.00314± 5.0% 21726 (194) 0.00310± 5.0%

834.13 (4) 57800 (264) 0.00923± 5.0% 59608 (267) 0.00915± 5.0%
894.327 (18) 5990 (122) 0.000886± 5.0% 5665 (107) 0.000878± 5.0%

Sample natGa 0.1mm I
72Ga 629.967 (19) 12729 (136) 0.00314± 5.0% 12879 (136) 0.00310± 5.0%

834.13 (4) 35145 (195) 0.00923± 5.0% 34818 (193) 0.00915± 5.0%
894.327 (18) 3214 (67) 0.000886± 5.0% 3339 (68) 0.000878± 5.0%

Sample natGa 1.0mm I
72Ga 629.967 (19) 87970 (353) 0.00314± 5.0% 81138 (359) 0.00310± 5.0%

834.13 (4) 238397 (510) 0.00923± 5.0% 242216 (514) 0.00915± 5.0%
894.327 (18) 22767 (190) 0.000886± 5.0% 23050 (188) 0.000878± 5.0%

Sample natGa 1.25mm I
72Ga 629.967 (19) 35386 (242) 0.00314± 5.0% 37942 (249) 0.00310± 5.0%

834.13 (4) 98318 (337) 0.00923± 5.0% 102509 (345) 0.00915± 5.0%
894.327 (18) 9377 (131) 0.000886± 5.0% 9876 (135) 0.000878± 5.0%

Sample natGa 1.5mm I
72Ga 629.967 (19) 107495 (392) 0.00314± 5.0% 115707 (409) 0.00310± 5.0%

834.13 (4) 291711 (566) 0.00923± 5.0% 310730 (583) 0.00915± 5.0%
894.327 (18) 27673 (204) 0.000886± 5.0% 29086 (212) 0.000878± 5.0%

Table C.22.: Counts and simulation correction factor determined after the activation of gallium
during activation IV

158



Decay of γ-energy (keV) Counts A fsim A Counts B fsim B
Monitor Au 3 and Au 7

198Au 411.80205 (17) 18669 (138) 0.0763± 5.0% 20577 (144) 0.0770± 5.0%
13693 (117) 14956 (123)

Monitor Au V and Au VI
198Au 411.80205 (17) 20211 (144) 0.0195± 5.0% 20946 (146) 0.195± 5.0%

18971 (139) 20290 (144)
Monitor Au 2 and Au 25

198Au 411.80205 (17) 52625 (233) 0.0195± 5.0% 55089 (237) 0.0195± 5.0%
14561 (122) 15207 (125)

Monitor Au 37 and Au 10
198Au 411.80205 (17) 17831 (135) 0.0195± 5.0% 19176 (140) 0.0195± 5.0%

48966 (225) 52110 (231)
Monitor Au 24 and Au 22

198Au 411.80205 (17) 14088 (120) 0.0195± 5.0% 14609 (123) 0.0195± 5.0%
11199 (107) 11861 (111)

Monitor Au 29 and Au 38
198Au 411.80205 (17) 19630 (141) 0.0195± 5.0% 20467 (145) 0.0195± 5.0%

19384 (147) 18670 (139)
Monitor Au 12 and Au VII

198Au 411.80205 (17) 18316 (137) 0.0195± 5.0% 18848 (139) 0.0195± 5.0%
102121 (323) 110815 (338)

Monitor Au 40 and Au 29.2
198Au 411.80205 (17) 9837 (100) 0.0195± 5.0% 10225 (102) 0.0195± 5.0%

86093 (297) 92536 (308)
Monitor Au 33 and Au 45

198Au 411.80205 (17) 16422 (130) 0.0195± 5.0% 17636 (134) 0.0195± 5.0%
55686 (240) 62464 (253)

Monitor Au 6 and Au 39
198Au 411.80205 (17) 2879 (54) 0.0195± 5.0% 3166 (56) 0.0195± 5.0%

18298 (138) 19085 (140)
Monitor Au IX and Au Z

198Au 411.80205 (17) 37710 (197) 0.0195± 5.0% 40510 (204) 0.0195± 5.0%
82613 (292) 86693 (298)

Table C.23.: Counts and simulation correction factor determined after the activation of gallium
during activation IV.

159



Sample fb fwm fdt

natGa 0.2mm II 1cm 71Ga 0.973 0.129± 0.01% 0.996± 0.01%
natGa 0.2mm I 1cm 71Ga 0.902 0.004± 0.03% 0.977± 0.01%
natGa 0.2mm I 5cm 71Ga 0.902 0.593± 0.05% 0.998± 0.01%
natGa 0.1mm I 5cm 71Ga 0.971 0.060± 0.01% 0.998± 0.01%
natGa 0.1mm I 5cm on 71Ga 0.971 0.287± 0.01% 0.999± 0.01%
natGa 0.3mm I 5cm 71Ga 0.977 0.306± 0.03% 0.998± 0.01%
natGa 0.5mm I 5cm 71Ga 0.970 0.101± 0.01% 0.996± 0.01%
natGa 0.2mm II act 2 71Ga 0.949 0.180± 0.02% 0.998± 0.01%
natGa 0.1mm I act 2 71Ga 0.978 0.628± 0.05% 0.999± 0.01%
natGa 1.0mm I 71Ga 0.953 0.217± 0.02% 0.997± 0.01%
natGa 1.25mm I 71Ga 0.966 0.078± 0.01% 0.993± 0.01%
natGa 1.5mm I 71Ga 0.970 0.149± 0.02% 0.993± 0.01%

Table C.24.: Correction factors for the decays during the activation fb, the decays between the
activation end and the start of and during the measurement fwm and the deadtime
correction fdt
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