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#### Abstract

Anisotropic collective flow of protons resulting from non-central heavy ion collisions is a unique hadronic observable providing information about the early stage of the nuclear collision. The analysis of collective flow in the energy regime between $1-2 \mathrm{AGeV}$ enables the study of the phase diagram of hadronic matter at a high baryochemical potential $\mu_{b}$, as well as the analysis of the equation of state at densities up to the threefold of the ground state density $\rho_{0}$.

The algorithms of the standard event plane method and the scalar product method are used to analyse directed and elliptic flow of protons in a centrality range of $0-40 \%$ most central events.

Prior to the analysis of experimental data, the respective influence of the reconstruction procedure on the algorithms is examined using Monte Carlo simulations based on the Ultra relativistic Quantum Molecular Dynamics (UrQMD) model.

Subsequently, experimental data measured in April 2012 with the High Acceptance DiElectron Spectrometer (HADES) is analysed using both methods. About $7.3 \cdot 10^{9} \mathrm{Au}+\mathrm{Au}$ events at a kinetic beam energy of 1.23 AGeV , equivalent to a centre of mass energy of $\sqrt{s_{N N}}=2.42 \mathrm{GeV}$ were recorded. A multi-differential analysis is feasible as the HADES detector provides a good transverse momentum and rapidity coverage.

Both algorithms result in identical values for directed and elliptic flow across all centrality classes within the observable phase space of protons. The calculated integrated value of $v_{2}$ at mid rapidity is in good agreement with world data.

\section*{Zusammenfassung}

Anisotroper und kollektiver Protonenfluss, erzeugt in nicht-zentralen Schwerionenkollisionen, ist eine einzigartige hadronische Observable, die Informationen über die Frühphase von Kernkollisionen zur Verfügung stellt. Die Analyse von kollektivem Fluss in dem Energiebereich von $1-2 \mathrm{AGeV}$ ermöglicht die Studie des Phasendiagramms hadronischer Materie bei hohem baryochemischen Potential, als auch die Analyse der Zustandsgleichung von Materie bei Kernmateriedichten von dem dreifachen der Grundzustandsdichte $\rho_{0}$.

Verwendet werden die Algorithmen der gängigen Ereignisebenen- und der Skalarproduktmethode zur Analyse von gerichtetem und elliptischem Protonenfluss in einem Bereich der 0-40\% zentralsten Ereignissen. Vor der Analyse von experimentellen Daten wird der jeweilige Einfluss der Rekonstruktionsverfahren auf die Algorithmen unter Verwendung einer Monte Carlo Simulation, die auf dem „Ultra Relativistic Quantum Molecular Dynamics" (UrQMD) Modell basiert, untersucht.

Anschließend erfolgt die Analyse von experimentellen Daten, gemessen im April 2012 mit dem High Acceptance DiElectron Spectrometer (HADES), ebenfalls mit beiden Methoden. Aufgenommen wurden mehr als $7.3 \cdot 10^{9}$ Gold + Gold Ereignisse bei einer kinetischen Strahlenergie von 1.23 AGeV, die einer Kollisionsenergie im Schwerpunktsystem von $\sqrt{s_{N N}}=2.42 \mathrm{GeV}$ entspricht. Da der HADES-Detektor sehr weite Bereiche des transversalen Impulses und der Rapidität abdeckt, ist eine multidifferenzielle Analyse möglich.

Beide Algorithmen resultieren in identischen Werten für gerichteten und elliptischen Fluss über alle Zentralitätsbereiche hinweg und über den gesamten beobachtbaren Phasenraum der Protonen. Der berechnete integrierte Wert für $v_{2}$ bei Schwerpunktsrapidität stimmt mit den Ergebnissen anderer Experimente gut überein.
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## 1. Introduction

### 1.1. Motivation

According to the widely acknowledged $\Lambda-\mathrm{CDM}^{1}$ model, the beginning of the universe is assumed to be point-like and a subsequent expansion led to the present universe $[1,2,3]$.

Currently, this cosmological model is favoured by the majority of astronomers as it is in accordance with four significant observables: the density fluctuations on different length scales, which are assumed to be based on quantum fluctuations at a very early stage of the universe [4], the almost isotropic Cosmic Microwave Background (CMB) originating from the first recombination of hydrogen [5], the frequency distribution of the elements in the universe due to the Big Bang Nucleosynthesis (BBN) [6] and the expansion of the universe, observable by the redshift $z^{2}[7]$. The accelerated expansion of the universe is part of current research activities $[8,9]$ and led to the introduction of dark energy.

The hot big bang theory [3], based on the $\Lambda$-CDM model combining both general relativity and standard thermodynamics, describes the cosmological evolution including stages of thermal equilibrium, transisition phases and decoupling points, see figure 1.1.


Figure 1.1: Evolution of the universe beyond Planck time $\left(t_{P l}=\sqrt{G}=5.39 \times 10^{-44} \mathrm{~s}\right.$ in the system of natural units) [3]. The expansion results in a decreasing temperature, another reference besides time, with $1 \mathrm{~K}=1 \cdot 10^{-4} \mathrm{eV}$.

The current state of the universe was influenced by these transition stages and decoupling points, determined by particle and nuclear properties and elementary forces: for instance, the temperature of transition from quark-gluon matter to hadronic matter ${ }^{3}$ is determined by the
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energy scale of strong interactions and is about 200 MeV . Chiral symmetry breaking is supposed to occur at almost the same time, meaning that a small excess of matter (one uncompensated quark per 10 billion of quark-antiquark pairs) was generated due to baryon number violating processes in the course of the cosmological evolution [3].

Also the decoupling point of neutrinos from thermal equilibrium with protons, neutrons and electrons is of interest, as the neutrino number density in the early universe is an important parameter of the BBN theory. Furthermore, relic neutrinos affect the CMB angular power spectrum and cosmological perturbations, as such as density fluctuations [10, 11]. Hence, the examination of elementary particle properties in high-energy experiments can resolve problems in cosmology and in particle physics, like the matter-antimatter asymmetry as well as the nature of dark energy and dark matter or the nature of the Equation of State (EoS), which have not found their compelling solutions yet $[3,12]$.


Figure 1.2: The Standard Model of particle physics [13].

The standard model of particle physics (SM), see figure 1.2, comprises two particle species: fermions of spin $S=\frac{1}{2}$ and bosons of integer spin.

There are three generations of fermions, separated into two groups: quarks $q$ (violet boxes) and leptons $l$ (green boxes) with the corresponding antiparticles antiquarks $\bar{q}$ and antileptons $l$. The quarks, carrying an electric charge of multiples of a third, are building all known hadrons: mesons $(q \bar{q})$, baryons ( $q q q$ ) and antibaryons ( $\bar{q} \bar{q} \bar{q}$ ). Hence, all observable hadrons are carrying integer electrical charge. Each charged lepton $\left(e^{-1}, \mu^{-1}, \tau^{-1}\right)$ has a corresponding electrically neutral neutrino $\left(\nu_{e}, \nu_{\tau}, \nu_{\tau}\right)$.

There are four known fundamental forces: electromagnetic, weak, strong and gravitational ${ }^{1}$ force; their exchange particles are the gauge bosons (red boxes). The unified electroweak force, developed in the 1960s by Sheldon Glashow, Steven Weinberg and Abdus Salam, who were awarded with the Nobel Prize in 1979, describes the electromagnetic and the weak force as different aspects of the same fundamental force. The electromagnetic force, affecting all quarks and charged leptons, has an infinite range, as the exchange particle, the photon ( $\gamma$ ), is massless and is itself not subject to the transmitted force. The potential due to the electromagnetic force diminishes with increasing distance between the two charged particles. The weak force, acting on all elementary particles, has a range of less than $\sim 10^{-15} \mathrm{~m}$, since the transmitting $Z^{0}$ and
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$W^{ \pm}$gauge bosons are not massless: $m_{W, Z}>80 \mathrm{GeV}$. The strong force is mediated by gluons $(g)$ and couples to all colour charged particles, including all quarks and the gluons themselves. The three types of colours (red, green and blue) are bound to colour neutral hadrons as such as baryons ( $r g b$ or $\bar{r} \bar{g} \bar{b}$ ) and mesons $(r \bar{r}, g \bar{g} \text { or } b \bar{b})^{1}$. Since gluons are interacting among themselves the strong force is limited to a range in the order of $\sim 10^{-15} \mathrm{~m}$, the radius of a proton. In attempting to separate two quarks $\left(q_{1} \bar{q}_{1}\right)$, a high amount of energy has to be supplied to the system. At some point, the amount of energy is high enough to generate two other quarks, building two new pairs ( $q_{1} \overline{q_{2}}$ and $q_{2} \bar{q}_{1}$ ). Hence, colour charged particles can not be isolated and are always confined in colour neutral hadrons. This is called confinement. The term asymptotic freedom means that quarks resemble free particles and interact only weakly within the volume of hadrons.

Mass of all particles is generated by the Higgs field, postulated by Peter Higgs in 1964 [15], and the quantum mechanic excitation of the field results in the massive Higgs boson (yellow box) recently detected at CERN ${ }^{2}$ [16]. Peter Higgs and François Englert were awarded with the Nobel Prize in 2013 for the discovery of the Higgs mechanism.

The fourth fundamental force, gravitation, dominant force at large scales ${ }^{3}$ [3, 18], is not part of the Standard Model and a sufficient unification theory has not been found yet.

Nuclear matter has different phases, like water has the three aggregate conditions liquid, solid and gaseous. The corresponding phase diagram is shown in figure 1.3, with the absolute temperature $T$ on the vertical axis and the baryochemical potential $\mu_{B}$ on the horizontal axis.


Figure 1.3: Phase diagram of hadronic matter with selected high energy accelerator facilities: LHC $^{4}$, the Beam Energy Scan (BES) at RHIC ${ }^{5}$ and SIS18. Experimental data of this work $(\mathrm{Au}+\mathrm{Au}$ at 1.23 AGeV$)$ are generated using the SIS18 (SchwerIonenSynchrotron with a maximum magnetic rigidity of 18 Tm ), located at the GSI Helmholtzzentrum für Schwerionenforschung GmbH.
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The baryochemic potential $\mu_{B}$ corresponds to the required amount of energy to add a baryon to a baryonic system in thermal equilibrium.

Atomic nuclei have a finite net baryon density, meaning a low temperature and an excess of baryons relating to anti-baryons at a ground state density of $\rho_{0}=0.16 \mathrm{fm}^{-3}$. If the temperature is increased at a given low baryochemic potential, the matter changes in a gas of still confined hadrons before it undergoes a smooth cross-over to the deconfined Quark Gluon Plasma (QGP). This state of high temperature QGP at zero net baryon density is assumed to have been existed in the early universe. If the baryochemical potential is increased at a low temperature, nuclear matter is assumed to undergo two phase transitions: a phase transition from hadronic gas to QGP, expected to be of first order, and a chiral phase transistion. According to current knowledge it is not certain whether both transistions exist and occur simultaneously at all hadron densitities.

Several experiments at different high-energy accelerator facilities, ALICE ${ }^{1}$, $\mathrm{CMS}^{2}$ and ATLAS ${ }^{3}$ at CERN LHC, a number of experiments at CERN SPS ${ }^{4}$, beam energy scans of STAR ${ }^{5}$ and PHENIX ${ }^{6}$ at RHIC and HADES ${ }^{7}$ at SIS18 probed the chemical freeze-out border using heavy-ion collisions to create extreme states of matter [19, 20]. The assumption of a first order deconfinement transistion is based on theoretical calculations, perturbative Quantum Chromo Dynamics (QCD). Beyond this transistion line compact and dense objects as such as neutron stars are located at low temperatures. If there is a phase transition of first order besides the verified smooth cross-over region, a critical point is assumed to exist, separating these transistions.

Besides the previously mentioned high-energy experiments, additional projects are in developement or are already under construction (BES II at RHIC, NICA ${ }^{8}$, J-PARC ${ }^{9}$ and Compressed Baryonic Matter (CBM) at FAIR $^{10}$ ) to examine the phase diagram of nuclear matter, especially the area of the assumed phase transition and the expected critical point.
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### 1.2. Heavy-Ion collisions

Heavy-ion collisions (HICs) are designed to study matter under extreme conditions: hot phases as assumed for the early stage of the universe or dense phases as assumed to exist in compact stellar objects as such as neutron stars. An access to the particular phases of nuclear matter is possible using different energies ${ }^{1}$ and varying the collision system (ions).


Figure 1.4: Illustration of the time evolution of a heavy-ion collision at 2 AGeV [21]. Initial state: the nucleons of the two nuclei (first picture) are shown in red. Mesons, created in the high density phase (second picture), are represented as smaller blue spheres as the radius scales with the square root of the particle mass. After about $30 \mathrm{fm} / c$ inelastic and elastic scattering of the particles ends as the system expands and cools down (third picture). The simulation is based on the Ultrarelativistic Quantum Molecular Dynamics (UrQMD) model [22, 23].

Ions of heavy elements consist of many nucleons, protons and neutrons. A heavy-ion collision can be described simplified as the collisions of nucleons of two colliding nuclei, $\mathrm{Au}+\mathrm{Au}$ for instance. At the first stage of a HIC, a nucleon interacts in first chance collisions with many nucleons of the other nucleus and deposits energy in the collision region. Due to this energy loss the nucleon slows down, called nuclear stopping. This energy is transformed into thermal and compressional energy of the system and is available for particle production. At SIS18 energies, this second high density stage has a lifetime of about $10^{-22} \mathrm{~s}$ and is called fireball, as the reaction zone is heated up to $T=80-100 \mathrm{GeV}$ at a net baryon density of up to $\rho \approx 3 \cdot \rho_{0}$. While expanding and cooling down, the matter undergoes two transistions: first, the chemical freeze-out takes places, meaning inelastic scattering of the particles ends and the number of the produced particles remains constant ${ }^{2}$. Second, the following kinetic freeze-out describes the end of elastic scattering of the particles, meaning the momenta of the particles remain constant. Figure 1.4 shows the three described stages of a HIC.

The total number of interacting particles (participants) and the outcome of an event depends on the collision geometry. The more central the collision, the more nucleons are involved. The centrality of a collision is specified by the impact parameter $b$, the distance between the centres of the two colliding nuclei. A detailed description of the estimation of the centrality can be found in paragraph (3.1). Non-participating nucleons are called spectators.
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### 1.3. Collective flow

The term collective flow includes radial flow and anisotropic flow. Radial flow is dominant in central HIC, as the pressure gradient of the reaction volume is radially symmetric, speeding up all particles and pushing them radially outward. The radial expansion affects the transverse spectra of outgoing particles, whereas the anisotropic expansion affects the spatial orientation of the particle momenta. Only anistropic flow will be discussed in detail, as this thesis compares analysis methods for anisotropic flow.

In short, anisotropic flow is defined as the azimuthal asymmetry in the particle distribution with respect to the reaction plane (RP), spanned by the the impact parameter $b$ and the beam axis in $z$-direction. The most common explanation of anisotropic flow is the rescattering of the constituents [24].

The developement of flow is influenced by many physical processes in each of the previously discussed stages of the HIC, depending on the collision energy, the rapidity $y$ and the transverse momentum $p_{t}$. Also the dimension and shape of the reaction volume, depending on the centrality of the collision and the species of the colliding nuclei, has to be taken into account. Figure 1.5 shows two heavy ions just after the collision.


Figure 1.5: In centre-of-mass (CoM) frame of a heavy-ion-collision: the reaction plane is spanned by the impact parameter $b$ and the beam axis in $z$-direction. The angle between the RP and the $x$-axis is referred to as $\Psi_{R}$. Target spectators, coloured in blue, and projectile spectators, shown in red, escape from the reaction centre within the RP and continue moving in opposite directions along the $z$-axis. The grey coloured participants are subject to anisotropic flow and the azimuthal component of their direction of movement is described by $\varphi$.

Anisotropic flow can only develop in the first $\mathrm{fm} / \mathrm{c}$ (about $10^{-23} \mathrm{~s}$ ) as the spatial assymetry rapidly decreases in time [25]. Thus, flow must be sensitive to the particle interactions during the early stages of the HIC. Therefore it provides direct information about this phase, in which at high energies the QGP is assumed to be dominant in this early stage.

## 1. Introduction

The anisotropic particle distribution can be characterised by the Fourier expansion of the momentum distribution relative to the reaction plane angle $\Psi_{R}$ :

$$
\begin{equation*}
E \frac{d^{3} N}{d^{3} \boldsymbol{p}}=\frac{1}{2 \pi} \frac{d^{2} N}{p_{t} d p_{t} d y}\left(1+2 \sum_{n=1}^{\infty} v_{n} \cos \left[n\left(\varphi-\Psi_{R}\right)\right]\right) \tag{1.1}
\end{equation*}
$$

with the particle energy $E$, the particle momentum $\boldsymbol{p}$ and the azimuthal angle $\varphi$ of the particle. The sine terms are not present in the expansion due to symmetry with respect to $\Psi_{R}$. The Fourier coefficients $v_{n}$, also referred to as harmonic, are functions of $y$ and $p_{t}$ and can be calculated by

$$
\begin{equation*}
v_{n}\left(p_{t}, y\right)=\left\langle\cos \left[n\left(\varphi-\Psi_{R}\right)\right]\right\rangle . \tag{1.2}
\end{equation*}
$$

$\langle\ldots\rangle$ denotes an average over all particles and over all events. For central collisions the coefficients $v_{n}$ are zero as the spherical reaction volumes lead to uniform particle distributions. For peripheral events the coefficients are non-zero. The first harmonic $v_{1}$ is called directed flow, representing an overall shift of the particle distribution. The second harmonic $v_{2}$, elliptic flow, describes the emission of particles from an elliptic shaped reaction volume, illustrated on the left side of figure 1.6.


Figure 1.6: Left side: diagrams of directed $\left(v_{1}\right)$ and elliptic ( $v_{2}$ ) flow. The interacting parts of the two colliding nuclei, shown as blue and red spheres, are greyed out. Right side: definitions of the reaction plane and the participant coordinate system [26]. The overlap zone of the colliding nuclei can be shifted and tilted with respect to the reaction plane frame $\left(x_{R P}, y_{R P}\right)$. The possible deviation of the participant plane frame $\left(x_{P P}, y_{P P}\right)$ relative to the reaction plane frame varies from event to event.

The impact parameter $b$, defining the RP, can not be directly measured in a HIC. The RP can be estimated from the particle azimuthal distribution for each event; this estimation is called the event plane (EP). As the EP is very likely to differ from the RP, an uncertainty is introduced in the analysis of different size for each event.

Moreover, the effective position of the individual participating nucleons can deviate from the geometrical ellipsoid with respect to the RP frame at fixed impact parameter. The orientation
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of the major axis as well as the eccentricity of the participant zone (see right side of figure 1.6) fluctuates around the major axis and the eccentricity of the geometric overlap region defined with respect to the RP frame $\left(x_{R P}, y_{R P}\right)$ on an event by event basis. The eccentricity fluctuation can be described by a two-dimensional Gaussian with the same width in both directions [24]. An estimation of the size of the flow fluctuations, usually referred to as flow fluctuations, is feasible using MC Glauber calculations [27]. The flow values calculated relative to the PP are always higher compared to those calculated relative to the RP [28]. The difference of the calculated flow coefficients with respect to the corresponding frame ( $v_{n, P P}$ and $v_{n, R P}$ ) can be depicted as the projection of the particle momentum vector onto each of the planes, see figure 1.7.


Figure 1.7: Scheme of two colliding nuclei in direction of the $z$-axis: the participant plane frame is inclined towards the reaction plane frame. The cosine $\left(v_{n}=\langle\cos [n(\varphi-\Psi)]\rangle\right)$ can be interpreted as a projection of the particle momentum vector (green arrow) with the angle $\varphi$ onto the respective plane $\Psi[28] . \varphi$ is the azimuthal component of the movement direction of the particle.

In addition to flow fluctuations, another interfering contribution has to be considered: nonflow, a few-particle correlation. The correlation is not associated with the RP, unlike collective flow, a correlation including all particles of an event. The rapidity of the involved particles in non-flow is expected be very alike, as non-flow effects include the Hanbury-Brown-Twiss (HBT) effect, momentum conservation, the correlation of particles, which are decay products of the same mother particle, and also jets at high energy experiments [24].

## 1. Introduction

## Directed flow

Directed flow is zero at midrapidity because $\langle\cos (\varphi)\rangle$ is an odd function. The slope $\mathrm{d} v_{1}(y) / \mathrm{d} y$ at midrapidity is often used to quantify the strength of directed flow (at SPS energies for instance [24]). Directed flow results from the pressure inside the reaction volume and has its maximum at semi-central events, as the pressure gradient is insufficient at very peripheral collisions and central events are creating the radial flow. As the created dense matter deflects remaining incoming nuclear matter during the passing time of the colliding nuclei, the magnitude of the deflection is a probe for the compressibility of the system at early times [28].

## Elliptic flow

Elliptic flow can only develop in a HIC if an anisotropic reaction volume is present and if the mean free path of the particles is of smaller size than the reaction volume (multiple scattering is present) [28]. In the absence of rescattering elliptic flow should be zero and in the low density limit it is directly proportional to the particle density in the transverse plane [29]. The initial spatial anisotropy that causes the anisotropic transverse momentum distribution of the participants can be described by the spatial eccentricity, which is defined as

$$
\begin{equation*}
\varepsilon_{x}=\frac{\left\langle y^{2}-x^{2}\right\rangle}{\left\langle y^{2}+x^{2}\right\rangle} \tag{1.3}
\end{equation*}
$$

in the reaction plane coordinate system, where $x$ is taken in the impact parameter direction. The shape of the reaction volume and the scattering mean free path are dependent on the centrality, see figure 1.8.


Figure 1.8: Development of scattering and eccentricity compared to increasing centrality. For most central events, $\mathcal{C}=0 \%$, the reaction volume is a sphere as the semi-minor and semi-major axis are of same size $\left(\varepsilon_{x}=0\right)$. Multiple scattering has its maximum at most central events.

The spatial eccentricity decreases, whereas the multiple scattering is growing for increasing centrality [30]. Due to these opposite effects $v_{2}$ has its maximum value at mid-central collisions.

The space-time evolution of the system can be described by a hydrodynamical model if the mean free path of the particles is significantly smaller than the size of the reaction volume. This model is determined by the initial conditions of the system, as such as the initial time, particle velocities and energy density $\varepsilon$, the decoupling conditions and the Equation of State (EoS).
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The EoS describes the relation between $\varepsilon$ and the thermodynamic variable $p$ (pressure) of the system. Directed and elliptic flow of protons is assumed to be a measure of the EoS since it is sensitive to the initial pressure in the reaction volume [24, 31]. As the real initial conditions and the EoS of the sytem are not known, various initial conditions or free parameters as such as the coeffcient of compressibility $\kappa$ are set as input to a number of different EoS in order to compare these results to experimental data $[32,33,34]$.

Depending on the value of $\kappa$ the EoS is called soft or stiff. The EoS is soft if the pressure change causes an energy density change of comparable magnitude. An EoS is stiff if a given change of the pressure causes a great change of the energy density. In the studies of [33] the IQMD $^{1}$ transport model ${ }^{2}$ is used with two different values of $\kappa, 200 \mathrm{MeV}$ and 380 MeV , leading to a soft and to a stiff EoS. The results of both calculations are compared to experimental data - directed flow of single charged particles for $\mathrm{Au}+\mathrm{Au}$ collisions at an energy of 90 MeV per nucleon in a centrality range ( $M 4$ ) defined by the impact parameter ( $1.9 \mathrm{fm}<b<6.1 \mathrm{fm}$ ), see figure 1.9. Since the blue data points are following the line representing calculations using a soft EoS, the conclusion can be drawn that results of HICs are leading to a soft EoS, supported by the findings of other experiments [35].

However, astrophysical observations are in contradiction with a soft EoS. The mass-radius relationship and maximum possible mass of neutron stars depends on the nature of the EoS. The observed $(2.01 \pm 0.4) M_{\odot}$ neutron $\operatorname{star}^{3}$ can not be explained by a soft EoS within the present common models [37, 38, 39]. Therefore, no applicable EoS has been found yet and is still subject of recent studies.


Figure 1.9: Experimental data measured at FoPi and IQMD transport model calculations using a hard EoS with $\kappa=380 \mathrm{MeV}\left(\mathrm{HM}^{5}\right)$ and a soft EoS $\kappa=200 \mathrm{MeV}\left(\mathrm{SM}^{6}\right)$ [33].
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In addition to its centrality dependence, $v_{2}$ is affected by the CoM energy $\sqrt{s_{N N}}$. Several experiments, FOPI ${ }^{1}$ at GSI, E895 at the Brookhaven AGS ${ }^{2}$, STAR, PHENIX and PHOBOS at RHIC for instance, studied $v_{2}$ as a function of kinetic beam energy $E$ over the mass number $A$, see figure 1.10.


Figure 1.10: Beam energy dependence of elliptic flow measurements at midrapidity for $20-30 \%$ most central events covering five orders of magnitude [40, 41, 42, 43, 44, 45, 46, 47, 48]. The experiments examined different particles: the RHIC and E877 data are for all species of charged hadrons, NA49 for charged pions, E865 for protons and FOPI used hadrons with $Z=1$ for flow analysis. Picture taken from [49].

Elliptic flow changes sign two times. First, at $E_{C o M}<100 \mathrm{MeV}$ the two colliding nuclei are attracted to each other since the interaction is dominated by the attractive nuclear field. The formed system is rotating and emits particles in the rotating plane [50]; positive elliptic flow occurs, referred to as in-plane in figure 1.10.

At higher energies the multiple scattering of the participants starts to dominate, inducing a positive pressure gradient. However, participants are prevented to escape the ellipsoidal reaction volume along the minor axis (in-plane) due to the presence of the shadowing spectators. Hence, the participants escape along the major $y$-axis perpendicular to the RP and flow of negative sign occurs: the so-called squeeze-out.

At energies above several AGeV the colliding nuclei and the spectators are contracted due to the Lorentz contraction and the passing time increases. Hence, the shielding effect of the spectators vanishes and participants are emitted in-plane as the pressure gradient is more pronounced along the minor $x$-axis than along the major $y$-axis due to the geometry.
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### 1.4. Thesis outline

This chapter has introduced the motivation of studying matter under extreme conditions in view of the evolution of the universe. Furthermore, the Standard Model of elementary particles, heavy-ion collisions and collective flow phenomena have been briefly discussed. The detector setup of HADES will be described in the second chapter as well as the principles of track and momentum reconstruction. The third chapter begins with the proton identification followed by an introduction of the two analysis methods: the Event Plane Method (EPM) and the Scalar Plane Method (SPM), which are compared by the estimation $v_{1}$ and $v_{2}$ in this thesis. Then, before experimental data is analysed using the two methods, both are verified by MC simulations. The thesis concludes with a discussion of the analysis and an outlook in the fourth chapter.

## 2. The HADES Detector System

### 2.1. Physics motivation



Figure 2.1: Stretched view of HADES - High Acceptance DiElectron Spectrometer: Six identical sectors of each detector system are arranged around the beam axis. In direction of beam line: The gaseous Ring Imaging Cherenkov detector (RICH), inner Mini-Drift Chambers (MDC I and II), IronLess Superconducting Electromagnet (ILSE), outer Mini-Drift Chambers (MDC III and IV), time-of-flight measuring devices (TOF and RPC) and the electromagnetic shower detector (PreShower). Not shown are the mono-crystalline diamond START and VETO detectors, the segmented gold target and the Forward hodoscope Wall (FW). The ion beam is visualised by a green line from the lower left to the upper right [51].

The HADES setup, see figure 2.1, in operation since October 2002 at the GSI Helmholtzzentrum für Schwerionenforschung GmbH, has been designed to analyse the dileptonic decay of the light vector mesons $\rho, \omega$ and $\phi$ produced in relativistic heavy-ion collisions [52] [53]. This electromagnetic decay channel is a probe for two reasons: The resulting $\mathrm{e}^{+} \mathrm{e}^{-}$pairs enable access to information of the conditions in the hot and dense medium created in a HIC (see section 1.2), as the lifetime of the light mesons are of comparable dimension as the duration of the compression phase. Furthermore, the $\mathrm{e}^{+} \mathrm{e}^{-}$pairs are not subject to the strong interaction, so they do not interact with nuclear matter and the gained information is not adulterated.

As the production rate of vector mesons is rare ${ }^{2}$ and in addition the branching ratio into dielectrons is small $\left(\sim 10^{-3}\right)$, high beam intensities of about $10^{6} \mathrm{~Hz}$ are neccessary. HADES fast and highly granular detectors and an appropriate Data AcQuisition (DAQ) cope with these high beam intensities [54] [55] [56].
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### 2.2. Spectrometer components

In this section the components of the HADES detector that were installed during the $\mathrm{Au}+\mathrm{Au}$ beam time in 2012 are discussed. This involves the Ring Imaging CHerenkov detector (RICH), the START and VETO detectors, the Magnet Spectrometer, see section 2.2.3, comprising of the Mini-Drift Chambers (MDC) and the IronLess Superconducting Electromagnet (ILSE), the Multiplicity Electron Trigger Array, see section 2.2.4, consisting of the Time-Of-Flight detector (TOF), the Resistive Plate Chamber (RPC) and the PreShower detector. In a distance of 7 m behind the gold target the Forward hodoscope Wall (FW) was installed in 2010. As this work is concerned with the flow analysis of protons, the devices designed especially for leptonic identification, the RICH detector and the PreShower detector, will not be introduced; in [52] a detailed description can be found.

Numerous measurements are enabled by these individual detectors: Reconstruction of particle trajectories, multiplicity determination, specific energy loss and time-of-flight measurements, furthermore momentum and event-plane reconstruction. The HADES setup has a high polar $\left(18^{\circ} \leq \theta \leq 85^{\circ}\right)$ and nearly full azimuthal coverage $\left(\phi_{\text {acc }} \approx 85 \%\right)^{1}$. In addition the FW covers a polar angle range from $0.3^{\circ}$ to $7.3^{\circ}$.

### 2.2.1. The gold target

The gold target, see figure 2.2 , is segmented into 15 disks to reduce the gamma-conversion probability ${ }^{2}$. Each disk with a diameter of 20 mm and a thickness of $25 \mu \mathrm{~m}$ is glued on a kapton strip with a thickness of $7 \mu \mathrm{~m}$. A stair-like formed carbon fibre tube houses the backing strips with its attached gold disks with a distance of 4 mm from one another. Kapton foil, a classic polyimid, and carbon fibre are well suited as backing material and support structure as they are composed of carbon, nitrogen and oxygen with low atomic numbers so their contribution to gamma-conversion is small [57].


Figure 2.2: Segmented gold target with carbon fibre support structure [58].
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### 2.2.2. The START- and VETO-detector

The mono-crystalline CVD (Chemical Vapour Deposition) diamond START detector positioned closely in front of the target is used as event trigger and for time-of-flight measurements in combination with the detector systems TOF, RPC and FW. Each side of the $60 \mu \mathrm{~m}$ thick detector consists of $16193 \mu \mathrm{~m}$ wide diamond stripes and $86 \mu \mathrm{~m}$ sized gaps, one side running in horizontal direction, the other one vertically, as can be seen in figure 2.3. Due to of this fine grating the ion beam location can be determined precisely in x-y direction. The absence of chemical impurities and structural defects of the mono-crystalline diamond leads to a high charge collecting efficiency of about $95 \%$. Also a precise time resolution of 50 ps is feasible as the drift speeds of both electrons and holes are high in the CVD diamond. Besides its radiation hardness and its resulting application as luminosity and beam-quality monitor, the lifetime can be extended by moving it through the beam line; 7 out of 9 areas were illuminated during the beam time in April 2012, as sketched in figure 2.4. To inhibit a constantly increasing leakage current appearing at high beam intensities ( $\sim 10^{6}$ beam particles per second), which leads to a rapid discharge in the end, a 50 nm Cr layer followed by a 150 nm Au layer are deposited in a metallization procedure [59].


Figure 2.3: Diamond START detector, 16 stripes on each side. Strip width $193 \mu \mathrm{~m}$, gap width $86 \mu \mathrm{~m}$ [59].


Figure 2.4: Drawing of the illumination areas on the moveable START detector in the beam-line (size in mm ) [60].

Behind the target the diamond VETO detector is installed and is used in anti-coincidence to suppress pile-up or peripheral reactions and to reduce the dead time of the DAQ. The $500 \mu \mathrm{~m}$ thick diamond with an edge length of 4.7 mm is segmented into eight equal-sized, differently shaped areas, see figure 2.5, each connected to one amplifier, as can be seen in figure 2.6.


Figure 2.5: Drawing of the segmentation of the diamond VETO detector [59].


Figure 2.6: The diamond VETO detector $\left(4.7 \times 4.7 \mathrm{~mm}^{2}\right)$ in the centre surrounded by eight amplifiers [61].

### 2.2.3. The magnetic spectrometer

The tracking system consists of four planes of the Mini-Drift Chambers (MDC I to IV) and the IronLess Superconducting Electromagnet (ILSE) and is designed for tracking and momentum measurement of charged particles.

## MDCs - Mini-Drift Chambers

In total 24 mini-drift chambers with trapezoidal outer shapes are composing the four planes of the MDC. With respect to the beam direction MDC I and II are installed in front of the magnet, MDC III and IV are placed afterwards, see figure 2.7. Each plane comprises six identical chambers with increasing active surface to ensure constant granularity (MDC I: $0.35 \mathrm{~m}^{2}$ to MDC IV: $3.2 \mathrm{~m}^{2}$ ). Every sector of each plane is composed of six layers of signal wires, orientated in different stereo angles related to the bases of the trapezoid: $+40^{\circ},-20^{\circ},+0^{\circ},-0^{\circ},+20^{\circ}$ and $-40^{\circ}$, see figure 2.8 . The full polar coverage is merely intermitted by the support structure, also housing the six coils of ILSE; the range of the azimuthal coverage is $18^{\circ}$ to $85^{\circ}$. A very precise particle localisation ( $60-100 \mu \mathrm{~m}$ in polar and $120-200 \mu \mathrm{~m}$ in azimuthal direction) is possible due to 1100 mini-drift cells per chamber. A mini-drift cell is a cuboid-shaped spatial volume as one can divide the gas-filled interior of a drift chamber by its parallel running wires into smaller sensitive units. Four cathode wires represent the longer edges of the elongated cuboid, its upper and lower faces are halved by field wires, in the middle of the front and the back are cathode wires and in the centre a sense wire is located.


Figure 2.7: Schematic layout of the magnetic spectrometer. A fictional particle track is shown, passing each MDC (I to IV). The deflexion is caused by the magnetic field of one depicted coil of ILSE [62].


Figure 2.8: Scheme of one drift chamber. Indicated is the relative orientation of the signal wires of each layer relating to the parallel edges of the trapezoid, here labelled as $u p$ and down [62].

Charged particles traversing the detector volume are ionising the gas along their trajectory. In the presence of the electric field between the sense and the field wires the electrons and ions start to drift. Shortly before the electrons reach the sense wires they are accelerated due to the increasing field strength and ionise more gas molecules. A cascade of secondary electrons is created and produces a measurable electric signal. Besides reconstruction of a
particle trajectory the MDCs provide another measured quantity which is used for PID: the specific energy-loss.

As counting gas, two mixtures are used: the innermost MDC I is filled with $\mathrm{Ar} / \mathrm{CO}_{2}$ (70:30), the other chambers with Ar /isobutane (84:16). The sense wires of MDC I consists of a CuBi alloy with a slightly higher mass occupancy compared to the otherwise used aluminum wires. The admixture of quenching gas (isobutane and $\mathrm{CO}_{2}$ ) to the counting gas argon is necessary to absorb ultraviolet radiation produced by the photoelectric effect inside the detector volume. This undesired reaction is as probable as the gas ionisation and the emerging high energetic photons would ionise more gas molecules. The real signal would be disturbed, at worst a complete discharge would take place. $\mathrm{CO}_{2}$ and isobutane convert the high level radiation into rotation and inner vibration.

## ILSE - IronLess Superconducting Electromagnet

The superconducting magnet ILSE consists of six identical coils, arranged around the beam axis in between MDC II and MDC III, see figure 2.9. To keep the azimuthal coverage of the MDCs as high as possible the NbTi-coils are designed to be narrow, stabilised via two rings on each side of the coil cases, see sketch 2.10.


Figure 2.9: Detail of the front view sketch of the tracking system. Listed are the production locations: Forschungs-Zentrum Rossendorf/Germany (MDC I and III), Dubna/Russia (MDC II) and Orsay/France (MDV IV) [52].


Figure 2.10: Sketch of the IronLess Superconducting Electromagnet (ILSE), back view. Six cases containing the solenoid coils are vertically mounted around the beam axis in an angular distance of $60^{\circ}$ [56].

As the magnetic field would disrupt the trajectories of the electrons, which are produced by an ionising particle crossing a MDC, and would therefore distort their measurement, the magnetic field is limited to the gap between MDC II and MDC III. Provided with a current up to 3464 A the field strength varies between 3.7 T on the surface of the coils and decreases to 0.8 T half way between two coils. The superconducting magnet is cooled down to 4.6 K using liquid He to fall below the critical temperature of NbTi of 10 K . The magnetic field deflects
charged particles according to their momentum. As the curvature of the track depends on the momentum one can identify precisely the momentum via track reconstruction before and after passing the magnetic field. In 2.3.2 a more detailed description can be found. In conjunction with the MDCs a mass resolution of about $1 \%$ in the range of vector mesons is achievable [63] [64].

### 2.2.4. Multiplicity Electron Trigger Array

The Multiplicity Electron Trigger Array (META) consists of three detectors and is positioned behind MDC IV in direction of the beam-line, see figure 2.11. Besides its use for particle identification and time-of-flight measurement the first level trigger (LVL1, see section 2.2.6) is obtained via a multiplicity measurement by the TOF detector and the RPC, described in the following. The appendant PreShower detector for lepton identification will not be discussed as this work is focussed on research on hadrons.


Figure 2.11: Drawing of one sector of the HADES setup. The TOF, RPC and PreShower building up the META detector are pictured behind the fourth MDC layer. A narrow polar angle range $\left(44^{\circ}-45^{\circ}\right)$ is covered both by TOF and RPC. The FW, installed in 2010, is located 7 m downstream from the target (distance not to scale) [65].

## The TOF detector

Overall 384 scintillating bars are arranged in 6 sectors and cover a polar angle range from $44^{\circ}$ to $85^{\circ}$. Each sector consists of 8 rows of stripes, as can be seen in figure 2.12 , and each stripe is made up of 8 scintillating bars. To reduce double hits the granularity is adjusted by increasing the cross section of the scintillators: the 4 inner stripes are composed of 8 rods of $20 \times 20 \mathrm{~mm}$, the rods of the outer ones measure $30 \times 30 \mathrm{~mm}$. Therefore the probability of two particles hitting the same bar at the same time is less then $10 \%$ [66]. The scintillating material BC-408 (BICRON ${ }^{\circledR}$ ), chosen for its high light yield, small light attenuation and its short decay time offers a time resolution for time-of-flight measurements in $\mathrm{Au}-\mathrm{Au}$ collisions at 1.23 AGeV
of about 190 ps in coincidence with the start signal of the START detector, see section 2.2.2 [67]. Using the start signal of the START detector and the stop signal of one of the META detectors and using the known distance between them, a time-of-flight measurement is feasible. Depending on the dimension of the scintillator a spatial resolution of $\sigma_{x} \in(25-27) \mathrm{mm}$ is achievable.

An additional use of the TOF detector is the particle identification via the determination of the specific energy loss $d E / d x$ [68]. When charged particles traverse the polyvinyltoluenebased plastic scintillators they deposit a fraction of their kinetic energy by exciting atoms and molecules of the material. This energy loss is specific for different species of particles and can be calculated by the Bethe-Bloch formula, see equation (3.5). Excited states de-excite under photon radiation. As both ends of the scintillator are connected to a photomultiplier (PMT), two time and two amplitude signals can be obtained. Using these information one can calculate the time-of-flight, the hit position (x-direction of the bar) and the light yield corresponding to the deposited energy.


Figure 2.12: One sector of the TOF detector before installation [69].


Figure 2.13: The TOF detector, view from the target region [66].

## RPC - Resistive Plate Chamber

The six RPC sectors are arranged analogously to the TOF wall symmetrically around the beam axis. With a surface area of $8 \mathrm{~m}^{2}$ they cover a polar angular range from $18^{\circ}$ to $45^{\circ}$. Each sector comprises two layers of cells, subdivided into three columns. Using double layers, displaced halfway relative to each other, yields an efficiency of particle hit detection of $97 \%$, a very accurate timing and localisation of particles crossing the detector (time resolution $\leq$ 73 ps , spatial resolution $\leq 8 \mathrm{~mm}$ ). Altogether 1122 differently sized cells, 187 per sector, 31, respectively 32 , per column, build up the RPC, see figure 2.14 . As shown in figure 2.15 each cell consists of three stacked aluminum electrodes of 1.85 mm thickness intermediated by two isolating glass plates $(2 \mathrm{~mm})$ in a shielding aluminium box $(2 \mathrm{~mm})$. These stacked panels are fixed via plastic screws and are surrounded by an insulating kapton foil against the outer aluminium walls. The shielding box eliminates crosstalk ( $\leq 1 \%$ ) and is filled with an 90:10 admixture of Freon $\left(\mathrm{C}_{2} \mathrm{H}_{2} \mathrm{~F}_{4}\right)$ and $\mathrm{SF}_{6}$ as counting gas [70]. Incoming charged particles ionise the gas. The produced electrons are accelerated towards the anode due to the electric field caused by the high voltage ( 5 kV ) supplied to the electrodes. An avalanche of secondary electrons is created and read out on both sides of a cell by the Front-End Electronics (FEE) [71].


Figure 2.14: Drawing of a RPC sector consisting of 187 cells. For orientation a coordinate system is shown [72].


Figure 2.15: RPC cell panels in and outside the aluminium box, coated inside with kapton foil [73].

### 2.2.5. Forward Wall

In 2007 the Forward hodoscope Wall (FW) for EventPlane (EP) reconstruction was installed. The active area of $1.8 \times 1.8 \mathrm{~m}^{2}$ covers a polar angular range from $0.3^{\circ}$ to $7.3^{\circ}$ and is made out of 288 cubic scintillators with a thickness of 2.54 cm connected to photomultipliers. As scintillating material the same plastic is used as in the TOF wall, BC408. Corresponding to an increasing particle flux near the beam axis the dimension of the cells is scaled: 12 by 12 rows of $4 \times 4 \mathrm{~cm}^{2}$ sized squares are surrounding a beam hole of $8 \times 8 \mathrm{~cm}^{2}$, followed by 2 rows of $8 \times 8 \mathrm{~cm}^{2}$ and three rows of $16 \times 16 \mathrm{~cm}^{2}$ sized scintillators, see figure 2.16.


Figure 2.16: Layout of the Forward hodoscope Wall. The indicated rings around the beam axis correspond to the noted polar angles. At each corner three positions are not filled with detectors. (Differently sized cells are differently coloured: Red: $4 \times 4 \mathrm{~cm}^{2}$, green: $8 \times 8 \mathrm{~cm}^{2}$, blue: $16 \times 16 \mathrm{~cm}^{2}$ ) [74].

The Reaction Plane (RP) and the centrality of $\mathrm{Au}+\mathrm{Au}$ collisions in 2012 can be determined by localising and counting the impacts of particles on the wall. As the FW is located 7 m downstream of the target, a helium filled balloon is positioned in between the HADES setup and the hodoscope to reduce multiple scattering of the spectators. Arriving particles are identified via time-of-flight measurement by communication with the START detector and their specific energy loss $\mathrm{d} E / \mathrm{d} x$. Due to the high granularity of the scintillators the probability of a double hit is moderate [75].

### 2.2.6. DAQ and trigger

The HADES Data AcQuisition (DAQ) system, network and Central-Trigger System (CTS) were upgraded in 2011 to ensure a fast and reliable read-out of about 80000 individual detector cells. Higher particle multiplicities in heavy-ion collisions, as during the $\mathrm{Au}+\mathrm{Au}$ beam time in 2012 at beam energies of 1.23 AGeV , required the enhancement. With a sampling rate of 8 kHz and a data rate written to storage of $200 \mathrm{MByte} / \mathrm{s}$ during the $\mathrm{Au}+\mathrm{Au}$ beam time the predicted sampling rate of 70 kHz was surpassed more than 10 times. In 557 hours of data acquisition a total amount of 140 TByte was recorded, equivalent to 7.3 billion events. To reduce the dead time of the DAQ and to avoid large quantities of inconclusive data, a central-trigger system is used in HADES. Only events of a minimal multiplicity, hence of a requested collision centrality, are selected by the first level trigger (LVL1). As the decision time of LVL1 is about 100 ns , it is faster than the average time between two reactions. The decision criterion for so-called PT3-trigger was a multiplicity of more than 20 hits in the TOF wall. Moreover, the PT2-trigger selected reactions with a minimum of four tracks.

To sketch how an electrical signal is processed the MDC detector is used as an example: All signals were first amplified and discriminated by dedicated Application Specific Integrated Circuits (ASICs) and afterwards the time and amplitude were digitised in Time-to-Digital Converters (TDCs) with a time binning of 500 ps via the Time-over-Threshold (ToT)-measurement. ASICs and TDCs are components of the so-called Front-End Electronics (FEEs). These processed data are passed to the Field Programmable Gate Array (FPGAs) by the read-out controllers which are linked to hubs using optical fibre and are forwarded via Gigabit Ethernet to the event builders. A complete description of the MDC read-out can be found in [76].

The event builders prepare the data for long term storage and analysis. To enable the combination of all detector systems a special network protocol, the TrbNet has been developed, see figure 2.17 .


Figure 2.17: Sketch of the DAQ system. Data from the FEE is digitised and forwarded via an optical network running a dedicated protocol (TrbNet). Several FEEs combine signals that are afterwards streamed to the server farm using Gigabit Ethernet. The Central-Trigger System (CTS) controls all operations [65].

### 2.3. Particle reconstruction

### 2.3.1. Track reconstruction

Particle trajectories are reconstructed using the magnetic spectrometer. In a first step, the intersection points of the particle track with the MDC planes have to be determined. If a particle traverses a gas-filled mini-drift cell of a MDC layer an electrical signal is induced: the cell or rather the sense wire "fired". The fired wires of all layers of two MDCs (I +II and III +IV ) are projected on a virtual plane located in between two MDCs, see figure 2.18. Crossing points of fired wires are intersection point candidates, called wire cluster. The left figure of 2.19 shows three true local maxima and several random crossing points.


Figure 2.18: Principle of the track reconstruction: a track candidate is shown with four MDCs of one sector. Each MDC is represented by one of six layers. The inner and outer projection planes are depicted in red and the kick plane in magenta. The light blue segment of the track indicates the presence of the magnetic field bending the particle trajectory [52].


Figure 2.19: Cluster finding procedure. Left side: fired sense wires projected on a virtual plane. Right side: two dimensional representation of a wire cluster [77].

By setting a threshold to the number of fired wires, random crossing points are discarded. This threshold is adjusted dynamically to the total amount of fired wires.

The track reconstruction is structured as follows: the wire clusters of the inner MDCs and the reconstructed event vertex are used in a $\chi$-minimisation procedure to obtain a continous particle trajectory. Extrapolating this trajectory, an intersection point of the line with the kick plane can be calculated. The kick plane is a virtual surface corresponding to the deflection points of charged particles due to the magnetic field, depicted in magenta in figure 2.18. Then, the wire clusters of the outer MDCs and the reconstructed intersection point are used in a further $\chi$-minimisation procedure to obtain the outer segment of the particle trajectory. The appropriate combination of the inner and outer trajectory segments is called track candidate. Extrapolating the track candidate, an intersection point of the trajectory with the METAdetector can be calculated. If this calculated point matches to a measured hit within a spatial condition ${ }^{1}$ a particle track is obtained. The result of the minimisation procedure is a $\chi^{2}$ value $\left(\chi_{\text {inner }}^{2}\right.$ and $\left.\chi_{\text {outer }}^{2}\right)$ and is a criterion for the track candidate selection [52].

### 2.3.2. Momentum reconstruction

The main principle of the momentum reconstruction of particles with charge $q$ and velocity $\boldsymbol{v}$ is their deflection passing a magnetic field of strength $\boldsymbol{B}$ due to the Lorentz force $\boldsymbol{F}_{L}=q \cdot(\boldsymbol{v} \times \boldsymbol{B})$. Assuming a two-dimensional curvature of the particle track (with constant polar angle $\phi$ ) an approximation of the deflection is feasible using the transverse kick $\Delta \boldsymbol{p}_{k i c k}$ :

$$
\begin{equation*}
\Delta \boldsymbol{p}_{k i c k}=\boldsymbol{p}_{o u t}-\boldsymbol{p}_{i n} \tag{2.1}
\end{equation*}
$$

with the momentum vectors $\boldsymbol{p}_{\text {in }}$ and $\boldsymbol{p}_{\text {out }}$ for the particle before and after passing the magnetic field. As $\left|\boldsymbol{p}_{\text {in }}\right|=\left|\boldsymbol{p}_{\text {out }}\right|=|\boldsymbol{p}|$, equation (2.1) can be reformulated using the deflection angle $\Delta \theta$ :

$$
\begin{equation*}
\left|\Delta \boldsymbol{p}_{k i c k}\right|=2|\boldsymbol{p}| \sin \left(\frac{\Delta \theta}{2}\right) \tag{2.2}
\end{equation*}
$$



Figure 2.20: Principle of the momentum reconstruction. The particle, passing the MDCs I to IV, is deflected $(\Delta \Theta)$ at the kick surface due to the transferred momentum $\Delta \boldsymbol{p}_{k i c k}$. Ten supporting points (coloured in orange) used by iterative reconstruction methods are also shown. The contour plot is a field map of the magnetic field between two coils [78].

[^9]There are two consecutive procedures to reconstruct the momentum: the spline method and the Runge-Kutta method. A first interpolation of the particle track between the inner and outer reconstructed track segments is realised by the spline method assuming that a cubic spline can describe the particle trajectory over a short distance. Supporting points, orange coloured in figure 2.20, are generated by continuous interpolation functions over small intervals on the condition that higher order derivations are continuous in the interval and at the borders.

Then, the final momentum of the track candidates is calculated using the results of the spline method as start parameters for the Runge-Kutta procedure. Commencing at the starting point the equations of motion are numerically solved and then extrapolated to the next track point. This is followed by a check of the recursively reconstructed trajectory against the measured hit points, repeated up to eleven times, to find the optimum trajectory. $\chi_{R K}^{2}$, the quality characteristic of the track, is used to select track candidates.

Multiple scattering and mean energy loss are not taken into account by this procedure, but due to the low material budget ${ }^{1}$ the average error is below $0.5 \%$ of the radiation length [52].

[^10]
## 3. Analysis

In the beginning of this chapter, the used event and particle characterisation and selection are described, followed by a brief introduction of a re-weighting procedure to correct track losses. After explaining the estimation of the Event Plane (EP) used by the standard Event Plane Method (EPM) the Scalar Product Method (SPM) is introduced. In order to obtain an accurate measurement of anisotropic flow, a number of analysis methods are applied simultaneously to data [30]. Subsequently the results of both methods are compared, first using Monte Carlo (MC) simulations and afterwards experimental data. For MC simulations the Ultrarelativistic Quantum Molecular Dynamics (UrQMD) [23] [22] event generator in combination with the full detector simulator HGEANT ${ }^{1}$ [79] are used. All analysis macros are based on the modular scientific software framework ROOT, developed at CERN ${ }^{2}$. Data of the $\mathrm{Au}+\mathrm{Au}$ collisions at 1.23 AGeV recorded with HADES in April 2012 are used for the comparative analysis of the methods.

### 3.1. Event selection and proton identification

A selection procedure, using defined quality criteria, is applied to the recorded events to filter $\mathrm{Au}+\mathrm{Au}$ collisions from background or pile-up events. Initially, only events corresponding to the Physical Trigger 3 (PT3) with a minimum number of 20 hits in the TOF detector are selected (GoodTrigger). Additionally a reconstructed hit of a beam particle by the START-detector is required (GoodStart) to enable a time-of-flight measurement. Undesired reactions of the beam particles with the detector or the support structure have to be rejected; the reconstructed event vertex has to be inside the target. The spatial constraint is related to the target position: $-65 \mathrm{~mm}<z<0 \mathrm{~mm}$ along the beam axis. Moreover, the vertex reconstruction using the inner track segments (GoodVertexCluster) and the vertex reconstruction using track candidates, see section 2.3.1, (GoodVertexCandidate)) has to be successful, $\chi^{2}>0$. Events are excluded where a VETO-signal is measured after or before the START-signal (NoVeto) $\pm 15 \mathrm{~ns}$ and whose event vertices are not located within a given spatial volume.

Three categories of adverse events have to be removed: first, events with more than one hit in the START-detector within a time interval of -5 to 15 ns , relative to the registered hit, are rejected (NoStartPileUp). Second, events with a hit in VETO-detector but without a proper START signal ( 15 to 350 ns ) are excluded. Last, events with more TOF and RPC hits than a given threshold in a time interval of 80 to 350 ns around each START hit are excluded.

In sum, using the PT3 triggered events as reference value, about $42 \%$ of the events are excluded from the analysed data [78]. Since all MDCs in the six sectors worked with best efficiency on day 108 (April 17 2012), all analysis of this work is performed exclusively with this data.
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## 3. Analysis

## Event characterisation

Almost all physical observables are affected by the centrality $\mathcal{C}$ of a heavy-ion collision, defined by the impact parameter $b$. Since a direct measurement of $\mathcal{C}$ (or $b$ ) is not feasible, other accessible observables are used for its determination in combination with pseudo-observables like $N_{\text {part }}$ from a Glauber Model simulation [80]. To calculate the multiplicity distribution, the amount of participants from simulations is used in a simple model of particle production. Considering the wounded nucleon model, a monotonous dependence of produced charged particles $N_{c h}$ with the number of participating nucleons $N_{\text {part }}$ can be assumed.
$N_{\text {part }}$ and $N_{c h}$ are correlated with the overlapping volume of two colliding nuclei. Since $N_{\text {part }}$ can not be measured, $N_{c h}$ is used to describe the degree of overlap. With assuming a minimum distance of the centre of the two nuclei ( $\mathcal{C}=0 \%$ and $b=0 \mathrm{fm}$ ) the maximum of particle production is reached. The measured charged particle multiplicities (by TOF and RPC) are compared to calculated distributions of $N_{c h}$ by folding the $N_{\text {part }}$-distribution event-wise with a Gaussian distribution. The mean and the sigma of the distribution

$$
\begin{equation*}
N_{\text {mean }}=\mu \cdot N_{\text {part }}, \quad \sigma=k \cdot \sqrt{\mu \cdot N_{\text {part }}} \tag{3.1}
\end{equation*}
$$

can be fitted with the parameters $\mu$ and $k$ by a minimisation procedure. This method is tested, realised and described in detail in [81], table 1 summarizes the results.


Figure 3.1: Impact parameter distribution from a Glauber Monte Carlo calculation of the total cross section for $\mathrm{Au}+\mathrm{Au}$ collisions with 6.8 barn. Coloured areas represent the four centrality classes used in the analysis.

| Centrality [\%] | $\left\langle N_{\text {part }}\right\rangle$ | $b[\mathrm{fm}]$ range | $N_{\text {hits }}{ }^{\text {TOF }+R P C}$ |
| :---: | :---: | :---: | :---: |
| $0-10$ | 303 | $0.00-4.60$ | $160 \leq N<250$ |
| $10-20$ | 215 | $4.60-6.50$ | $121 \leq N<160$ |
| $20-30$ | 150 | $6.50-7.95$ | $88 \leq N<121$ |
| $30-40$ | 103 | $7.95-9.18$ | $60 \leq N<88$ |

Table 1: Definition of the centrality classes using the mean number of participating nucleons $\left\langle N_{\text {part }}\right\rangle$, the corresponding $b$ range and the number of hits in the TOF and RPC detectors.

## 3. Analysis

## Proton identification

Subsequently to the event selection, several constraints are applied to discard inaccurate particle candidates before protons can be identified.

A successful momentum reconstruction by the Runge-Kutta algorithm is required. Also the measured $\beta$ of the track has to be greater than zero and the determined time-of-flight shall not exceed 60 ns . Additionally, $\chi_{R K}^{2}$ of the track reconstruction procedure has to be smaller than 400 and $\chi_{\text {inner }}^{2}>0$. After all, the extrapolation of the reconstructed particle track must have an appropriate hit in the META-detectors: the maximum permissible deviation is 4 mm in $y$ and $3 \sigma$ in $x$-direction.

If a track segment or a META-hit is shared by two or more candidates, the track with the smallest $\chi_{R K}^{2}$ of the Runge-Kutta momentum reconstruction is taken.

Moreover, tracks which have been reconstructed at the edges of each MDC are discarded from the analysis as the results of MC simulation differ from experimental data and can not be taken as a reference in other uses as such as in the verification of the detector acceptance.

The start time $t_{0}$ of the event is reconstructed using the selected tracks. Hence, the respective $\beta$ of the particles can be adjusted and inadequate tracks are removed [52].

Several quantities are used for particle identification: velocity $\beta$, momentum $p$, polarity $q$ and specific energy loss $\mathrm{d} E / \mathrm{d} x$. The reconstructed track length $s$ from the Runge-Kutta procedure and the time-of-flight measurement, determining the time interval $\Delta t$ between the STARTsignal $\left(t_{0}\right)$ and the arrival time in the META-detector $\left(t_{1}\right)$, are used for the calculation of the particle velocity $\beta$.

$$
\begin{equation*}
\beta=\frac{v}{c}=\frac{s}{c \cdot \Delta t} \tag{3.2}
\end{equation*}
$$

The momentum and the polarity of a charged particle can be estimated using the reconstructed curvature of the particle trajectory, caused by the magnetic field. Positively charged protons are bended towards the beam line due to the orientation of the magnetic field. As the degree of deflection decreases with the particle velocity, the momentum reconstruction is feasible. With these two quantities the particle mass $m$ can be obtained by

$$
\begin{equation*}
\frac{m}{q}=\frac{p}{q} \cdot \frac{1}{c \cdot \beta \cdot \gamma} \tag{3.3}
\end{equation*}
$$

with the Lorentz-factor $\gamma=(1-\beta)^{-1 / 2}$. The correlation between the velocity and the momentum is given for each particle species by

$$
\begin{equation*}
\beta=\frac{p}{m} \cdot\left(1+\left(\frac{p}{m}\right)^{2}\right)^{-1 / 2} \tag{3.4}
\end{equation*}
$$

The measured values of the reconstructed tracks after the event and track selection are distributed around this mean, drawn as a line in each panel of figure 3.2. Velocities higher than one $(\beta>1)$ can be explained by the resolution of the time measurement. In the first step of the proton identification only particles that are located within an area of $4.5 \sigma$ around this mean are selected. The second selection criterion uses the specific energy loss and the description is given on pages 28 to 30 .

Due to the slightly different resolution of the time-of-flight detectors, TOF and RPC, the measured values are shown separately.

## 3. Analysis



Figure 3.2: After event and track selection: correlation between $\beta$ and $p / q$ of all selected tracks from simulation (left column) and experimental data (right column) measured in the TOF(upper row) and the RPC-detector (lower row).

The average energy loss of a particle $-\langle\mathrm{d} E / \mathrm{d} x\rangle$ traversing a medium depends on its velocity $\beta$ and charge $z$ and is given by the Bethe-Bloch formula [82]:

$$
\begin{equation*}
-\left\langle\frac{\mathrm{d} E}{\mathrm{~d} x}\right\rangle=K \cdot \frac{z^{2}}{\beta^{2}} \cdot \frac{Z}{A} \cdot\left[\frac{1}{2} \cdot \ln \left(\frac{2 m_{e} c^{2} \beta^{2} \gamma^{2} T_{\max }}{I^{2}}\right)-\beta^{2}-\frac{\delta(\beta \gamma)}{2}\right] \tag{3.5}
\end{equation*}
$$

with:

$$
K-4 \pi r_{e}^{2} m_{e} c^{2} N_{A}
$$

$z, \beta-\quad$ particle charge and velocity over speed of light
$Z, A-\quad$ atomic number and mass of the traversed material
$I$ - mean excitation energy of the material $\left(I=I_{0} \cdot Z\right)$
with $I_{0}=18.8 \mathrm{eV}$ and $Z=18$ for Argon
and $I_{0}=13.7 \mathrm{eV}$ and $Z=22$ for $\mathrm{CO}_{2}[83]$
$N_{A}$ - Avogadro constant: $6.022140857(74) \cdot 10^{23} 1 / \mathrm{mol}[84]$
$m_{e}, r_{e}$ - electron rest mass and radius
$\delta(\beta \gamma)$ - density correction term
$T_{\max }$ - maximum kinetic energy a free proton can absorb in an elastic scattering process

## 3. Analysis

The reconstructed particles are distributed around the expected values, drawn lines in figure 3.2 according to the Bethe-Bloch formula. Besides the hard cut of $4.5 \sigma$ in the $\beta$-momentum distribution, only particles are selected if they are located within a $3 \sigma$ area around this expected curve.

Both cuts are assigned to the particle candidates. The best matching candidate (in terms of deviation from the expected values from the measured momentum by tracking) is identified as a proton [85]. The energy loss of the particles is measured with the four layers of the MDC and the momentum with the time-of-flight detectors TOF and RPC ${ }^{1}$.


Figure 3.3: After event and track selection: correlation between the specific energy loss, measured with the MDCs, and the momentum, measured with the TOF- (upper row) and the RPC-detector (lower row). Simulated data is shown in the left column and experimental data in the right column.

After applying the particle identification to select proton tracks, following distributions are obtained for simulations (left side) and experimental data (right side). The reconstructed mass spectra of simulated and experimental data are displayed in the last row of figure 3.4. Blue highlighted is the mass distribution of identified protons around their nominal mass of $\approx 938.27 \mathrm{MeV} / c^{2}[84]$. Since the measured mass is divided by the particle charge, the mass distributions of negative particles ( $e^{-}, \pi^{-}$and $K^{-}$) are shown on the left side of the figures.
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Figure 3.4: Sample of selected protons after the event and track selection and particle identification of simulated (left column) and experimental data (right column). The measurements of the momentum or rather the mass with the time-of-flight detectors TOF and RPC are shown together in each panel. In the first row the $\beta$ versus momentum distribution, in the second row the specific-energy loss versus momentum is depicted. The mass spectra are shown in the last row, highlighted is the mass distribution of selected protons.

After the event and track selection, this sample of protons is provided for the following analysis. The acceptance and the reconstruction of the HADES setup limits the observable phase space of protons in transverse momentum $\left(p_{t}\right)$ and rapidity $(y)$ as shown in figure 3.5. The rapidity $y$ is specified relative to the centre of mass ( $y_{c m}=0.741$ ).


Figure 3.5: Phase space distribution of protons, measured with HADES [74]. The black dashed lines represent polar angles, grey lines represent the transverse momentum.

### 3.2. Relative efficiency correction

As the track reconstruction is affected by high track densities, a three dimensional reconstruction correction was applied to experimental data [86]. Phase spaces with high track multiplicities, see figure 3.6 below, have to be corrected for inefficiency. Hence, a relative correction factor is calculated depending on the polar angle $\theta$, the azimuthal angle relative to the event plane angle ( $\Phi=\phi-\Psi_{E P}$ ) and the centrality class, shown in following figure 3.7. The axis, the chosen ranges and sizes of the bins of the quantities can be found in table 2.

| Coordinate | $\theta\left[{ }^{\circ}\right]$ | $\Phi$ [rad] | Centrality |
| :---: | :---: | :---: | :---: |
| Number of bins | 80 | 90 | 10 |
| Minimum | 10 | 0 | 0 |
| Maximum | 90 | $2 \pi$ | 50 |

Table 2: Bin setting of the efficiency correction.

Setting $\Phi$ to a fixed value, $\Phi=0^{\circ}$ for instance, the re-weighting matrix shows a dependence on $\theta$. Since the track reconstruction efficiency is decreasing for an increasing track multiplicity, the following parametrisation can be used, with $\mathcal{C}$ for centrality:

$$
\begin{equation*}
\varepsilon(\theta, \Delta \Psi, \mathcal{C})=\varepsilon_{0}\left(1-k \cdot N_{\text {track }}(\theta, \Delta \Psi, \mathcal{C})\right) \tag{3.6}
\end{equation*}
$$

The parameter $\varepsilon_{0}=0.98$ was determined by simulations, whereas the value of the factor $k$ has to be set such that the directed flow of protons crosses zero for mid rapidity. This correction was applied to experimental data and caused an improvement of the directed flow values calculated by both methods. No efficiency correction is applied to MC simulations. Since the particle reconstruction of MC events has a smaller influence on the calculated flow coefficients compared to the effect of the EP reconstruction, see section 3.7.1, a correction of track loss is assumed to be of minor importance.


Figure 3.6: Track multiplicity of experimental data as a function of $\Phi$ and $\theta$ of each centrality class. Each distribution of selected tracks is normalized to the value of its highest multiplicity.


Figure 3.7: Relative efficiency matrices of experimental data in dependence of $\Phi$ and $\theta$ of each centrality class.

### 3.3. Estimation of the event plane

Anisotropic flow can be defined relative to the Reaction Plane (RP), which is spanned by the impact parameter $b$ and the beam direction [28]. Since a direct measurement of the RP of a heavy-ion collision is not feasible, it has to be reconstructed and its estimation is called Event Plane (EP). To obtain the event plane angle ( $\Psi_{E P}$ ) the FW was installed to measure incoming projectile spectators (hereinafter referred to as spectators). The spatial distribution of hits from spectators is used to determine the EP, or rather the $\boldsymbol{Q}$-vector, see figure 3.8.


Figure 3.8: Drawing of a heavy-ion collision in the laboratory frame. Spectators produced by the collision (shown in red) move towards the FW in direction of the beam line. Their straight trajectories as well as their projection onto the FW are represented by solid arrows. Impact points, the end of the trajectories, are depicted as yellow circles.

Following equation (3) of [87] the $\boldsymbol{Q}$-vector can be found via summing up all hit positions $\vec{r}_{i}{ }^{1}$ :

$$
\begin{equation*}
\boldsymbol{Q}=\sum_{i=1}^{N_{s p}} \frac{\vec{r}_{i}}{\left|\overrightarrow{r_{i}}\right|} \tag{3.7}
\end{equation*}
$$

The $x$ and $y$ components of the $n$-th harmonic event $\boldsymbol{Q}$-vector are given by

$$
\begin{align*}
& Q_{n, x}=\sum_{i} \cos \left(n \phi_{i}\right) \quad \text { and }  \tag{3.8}\\
& Q_{n, y}=\sum_{i} \sin \left(n \phi_{i}\right) \tag{3.9}
\end{align*}
$$
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## 3. Analysis

However, $n$ is to set 1 since the $\boldsymbol{Q}$-vector is generated using spectators that are located within the EP. The event plane angle $\Psi_{E P}$ is given by:

$$
\begin{equation*}
\Psi_{n}=\frac{1}{n} \cdot \arctan \frac{\sum_{i} \sin \left(n \phi_{i}\right)}{\sum_{i} \cos \left(n \phi_{i}\right)} \tag{3.10}
\end{equation*}
$$

As the sums run over the hits in the FW, the precision of the event plane estimation depends on the number of measured spectators and their "dispersion". Dispersion means the event-by-event discrepancy between the estimated EP from the RP $\left(\left|\Psi_{E P}-\Psi_{R P}\right|\right)$. The discrepancies over all events are assumed to be Gaussian distributed.

### 3.4. Re-centring procedure of the event plane angle

Since the hit point of the beam is not located in the centre of the FW, see figure 3.9, a recentering procedure has to be applied [24] in order to flatten the event plane angle distribution and to remove acceptance correlations, see figure 3.10. Acceptance correlations are biases due to the finite acceptance of the detector and cause the particles to be azimuthally anisotropic in the laboratory system [28]. Uneven event plane angle distributions affect the value of the calculated flow coefficients.


Figure 3.9: Hit density: recorded hits on the FW divided by the scintillator surface within the respective centrality class. A displacement of the hit point of the beam to the top left can be noted. The innermost cells measure $4 \times 4 \mathrm{~cm}^{2}$, the cells in the middle $8 \times 8 \mathrm{~cm}^{2}$ and the outer ones $16 \times 16 \mathrm{~cm}^{2}$. Darker squares indicate incorrect working scintillators.


Figure 3.10: $\Psi_{E P}$ distribution of each centrality class before re-centering. $\chi_{y}$ is a measure of the degree of the deviation of the angular distribution from a flat distribution. The $\chi_{y}$ of an absolutely flat distribution is zero.

One method to re-centre the $\boldsymbol{Q}$-vector is to subtract the mean of all measured $x$ and $y$ positions from the individual $\boldsymbol{Q}$-vector of each event as described in [28].

$$
\begin{gather*}
\boldsymbol{Q}^{\text {corr }}=\boldsymbol{Q}_{i}-\langle\boldsymbol{Q}\rangle=  \tag{3.11}\\
\binom{Q_{x}^{c o r r}}{Q_{y}^{c o r r}}=\binom{Q_{x, i}-\left\langle Q_{x}\right\rangle}{ Q_{y, i}-\left\langle Q_{y}\right\rangle} \tag{3.12}
\end{gather*}
$$

An alternative procedure of re-centering is the following: in order to find the beam position where the angular distribution is almost flat, millimetre-sized values are subtracted from the beam position in $x$ and $y$ direction to scan the area. For each of the generated beam positions the event plane angle distribution is generated $\left(\mathrm{d} N / \mathrm{d} \Psi_{E P}\right)$ and the $\chi_{y}$ of each distribution is calculated using

$$
\begin{equation*}
\chi_{y}=\sum_{\Psi_{E P}=0}^{n=2 \pi} \sqrt{\frac{1}{n}\left(\frac{\mathrm{~d} N\left(\Psi_{E P}\right)}{\mathrm{d} \Psi_{E P}}-\mu\right)^{2}} \text { with the mean } \mu=\sum_{\Psi_{E P}=0}^{n=2 \pi} \frac{1}{n} \frac{\mathrm{~d} N\left(\Psi_{E P}\right)}{\mathrm{d} \Psi_{E P}} \tag{3.13}
\end{equation*}
$$

The smaller $\chi_{y}$, the more equally distributed are the event plane angles. An exemplary event plane angle distribution is shown in figure 3.11. Red lines represent exemplary differences between the individual values and the mean of the distribution $\left(\left(\mathrm{d} N / \mathrm{d} \Psi_{E P}\right)-\mu\right)$. The mean $\mu$ is depicted as orange line.
3. Analysis


Figure 3.11: Exemplary event plane angle distribution with exemplary differences, see text.

The $\chi_{y}$ values, calculated for each generated beam position, are shown as colour code in figure 3.12. In order to find the beam position with the smallest $\chi_{y}$ value a two dimensional gauss fit is applied: its height profile is represented as red circle lines.


Figure 3.12: Area of the artificially shifted beam position, see text. The values of $\chi$ are represented as colour code, the two dimensional gauss fit is represented as red height profile lines.

## 3. Analysis

The $x$ and $y$ position of the determined minimum of each centrality class is used to re-centre the $\boldsymbol{Q}$-vectors. The obtained event plane angle distributions are shown in the following figures.


Figure 3.13: Re-centred $\Psi_{E P}$ distribution of each centrality class using the method of [28].


Figure 3.14: Re-centred $\Psi_{E P}$ distribution of each centrality class using the alternative method.

## 3. Analysis

The $\Psi_{E P}$ distributions of all centrality classes are improved using the re-centring procedure of [28], see figure 3.13. As the difference of the $\chi_{y}$ values between the uncorrected and the corrected $\Psi_{E P}$ distributions for $30-40 \%$ most central events is the largest

$$
\begin{equation*}
\Delta \chi_{y}=\chi_{y}-\chi_{y}^{\text {corr }}=920-231=689 \tag{3.14}
\end{equation*}
$$

it may be assumed that the effect of the re-centering procedure is most pronounced for this centrality class. The alternative procedure improved three of the four distributions, see figure 3.14.

This and the higher $\chi_{y}$ values in total of the alternative method can be explained by the noninfinitesimal size of the scanning steps, whereas the mean of the $x$ and $y$ position is calculated continuously and is representing one precise value instead of an area.

### 3.5. The Event Plane Method

The standard Event Plane Method (EPM) and is based on the correlation of particles to an estimated event plane angle $\Psi_{n}$. The observed flow coefficient $v_{n}{ }^{\text {obs }}\{E P M\}$ of the $n$-th order is the average of the azimuthal angle $\phi_{i}$ of the selected particles with respect to $\Psi_{n}$ in a given rapidity $(y)$ and transverse momentum $\left(p_{t}\right)$ bin and centrality class $(\mathcal{C})$.

The term $\left\langle\langle\ldots\rangle_{p}\right\rangle_{e}$ denotes the average over all selected particles, index $p$, and over all selected events, index $e$. In the following, the parentheses are replaced by the shorter version $\langle\ldots\rangle$.

$$
\begin{equation*}
v_{n}^{o b s}\{\mathrm{EPM}\}=\left\langle\cos \left[n\left(\phi_{i}-\Psi_{n}\right)\right]\right\rangle \tag{3.15}
\end{equation*}
$$

Considering the relation of $\phi_{i}$ and $\Psi_{n}$ to the reaction plane angle $\Psi_{R P}$ one finds

$$
\begin{equation*}
v_{n}{ }^{o b s}\{\mathrm{EPM}\}=\left\langle\cos \left[n\left(\left(\phi_{i}-\Psi_{R P}\right)-\left(\Psi_{n}-\Psi_{R P}\right)\right)\right]\right\rangle . \tag{3.16}
\end{equation*}
$$

The first term of equation (3.16) represents the anisotropic flow coefficient $v_{n}\{E P M\}$ and the second the EP resolution $R_{n}\{\mathrm{EPM}\}$. Since the particle production is symmetric with respect to the RP and the emission probability of particles is the same for $-\phi$ as for $+\phi$ the reformulation of equation (3.16) is feasible as the results in the average sine are zero. Therefore, with the angle difference identity $\cos (a-b)=\cos (a) \cos (b)-\sin (a) \sin (b)$ and the symmetry relation $\cos (-a)=\cos (a)$ equation (3.16) can be expressed as

$$
\begin{equation*}
v_{n}{ }^{o b s}\{\mathrm{EPM}\}=\left\langle\cos \left[n\left(\phi_{i}-\Psi_{R P}\right)\right]\right\rangle \cdot\left\langle\cos \left[n\left(\Psi_{n}-\Psi_{R P}\right)\right]\right\rangle \tag{3.17}
\end{equation*}
$$

Dividing by the second factor leads to

$$
\begin{align*}
v_{n}\{\mathrm{EPM}\} & =\frac{v_{n}{ }^{\text {obs }\{\mathrm{EPM}\}}}{\left\langle\cos \left[n\left(\Psi_{n}-\Psi_{R P}\right)\right]\right\rangle}  \tag{3.18}\\
& =\frac{\left\langle\cos \left[n\left(\phi_{i}-\Psi_{n}\right)\right]\right\rangle}{\left\langle\cos \left[n\left(\Psi_{n}-\Psi_{R P}\right)\right]\right\rangle} \tag{3.19}
\end{align*}
$$

where the denominator is always smaller than one. The observed flow value $v_{n}{ }^{\text {obs }}\{E P M\}$ underestimates continuously the flow coefficient $v_{n}\{\mathrm{EPM}\}$ due to the finite precision of the EP determination and can be corrected by

$$
\begin{equation*}
R_{n}\{\mathrm{EPM}\}=\left\langle\cos \left[n\left(\Psi_{n}-\Psi_{R P}\right)\right]\right\rangle . \tag{3.20}
\end{equation*}
$$

## 3. Analysis

There are different approaches to estimate the EP resolution $R_{n}\{\mathrm{EPM}\}$. Generally the EP allows an estimate of all higher $v_{k}\{\mathrm{EPM}\}$, if the first order $\Psi_{n}$ is determined, using equation (3.21)

$$
\begin{equation*}
v_{k}\{\mathrm{EPM}\}=\frac{v_{k}^{\text {obs }}\{\mathrm{EPM}\}}{\left\langle\cos \left[m n\left(\Psi_{n}-\Psi_{R P}\right)\right]\right\rangle} \tag{3.21}
\end{equation*}
$$

with $k=m \cdot n$, although the precision of $v_{k}\{\mathrm{EPM}\}$ decreases for growing values of $m$.
As a direct access to $\Psi_{R P}$ is not feasible, the resolution can be estimated using the following procedure: the $M$ spectators of the full event are randomly divided into two subsets, the subevents $A$ and $B$. If $A$ and $B$ are of same size/multiplicity ( $M_{A}=M_{B}=M / 2$ ), an estimation of the resolution correction for the full event can be obtained, using the definition of [89]:

$$
\begin{equation*}
R_{n}\{\mathrm{EPM}\} \equiv \mathcal{R}_{n}(\chi) \quad=\mathcal{R}_{n}\left(\chi_{s} \sqrt{M / M_{s}}\right) \tag{3.22}
\end{equation*}
$$

with the function $\mathcal{R}_{n}$ of the resolution parameter $\chi$ for the full event or rather $\chi_{s}$ for the subevent. $\mathcal{R}_{n}$ for the subevent is defined by

$$
\begin{equation*}
\mathcal{R}_{n}\left(\chi_{s}\right)=\frac{\sqrt{\pi}}{2} \chi_{s} \cdot \mathrm{e}^{-\frac{\chi_{s}^{2}}{2}}\left(I_{\frac{n-1}{2}}\left(\frac{\chi_{s}^{2}}{2}\right)+I_{\frac{n+1}{2}}\left(\frac{\chi_{s}^{2}}{2}\right)\right) \tag{3.23}
\end{equation*}
$$

with the modified Bessel function $I_{\nu}$ of $\nu$-th order [88].
The value of the subevent resolution parameter $\chi_{s}$ can be calculated via $\chi_{s}=\sqrt{-2 \ln (2 r)}$, using the ratio $r$ :

$$
\begin{equation*}
r=\frac{\int_{-\pi}^{-\pi / 2} \mathrm{~d} \Psi_{A B}+\int_{+\pi / 2}^{+\pi} \mathrm{d} \Psi_{A B}}{\int_{-\pi}^{+\pi} \mathrm{d} \Psi_{A B}} . \tag{3.24}
\end{equation*}
$$

To obtain $r$, the angular distribution of $\Psi_{A B}\left(\Psi_{A B}=\Psi_{A}-\Psi_{B}\right)$ is used. The $\Psi_{A B}$ distribution and $r$ are determined for each centrality class to calculate the resolution correction factor. Using the ratio $r$ to find $\chi_{s}$ substitutes the procedure of solving numerically the equation [24]

$$
\begin{equation*}
\mathcal{R}_{n}\left(\chi_{s}\right)=\sqrt{\left\langle\cos \left[n\left(\Psi_{n, A}-\Psi_{n, B}\right)\right]\right\rangle} \tag{3.25}
\end{equation*}
$$

With regard to addition theorems, equation (3.25) is equal to

$$
\begin{align*}
\mathcal{R}_{n}\left(\chi_{s}\right) & =\sqrt{\left\langle\cos \left(n \Psi_{n, A}\right) \cdot \cos \left(n \Psi_{n, B}\right)+\sin \left(n \Psi_{n, A}\right) \cdot \sin \left(n \Psi_{n, B}\right)\right\rangle}  \tag{3.26}\\
& =\sqrt{\left\langle\frac{\boldsymbol{Q}_{n, A}}{\left|\boldsymbol{Q}_{n, A}\right|} \cdot \frac{\boldsymbol{Q}_{n, B}}{\left|\boldsymbol{Q}_{n, B}\right|}\right\rangle} . \tag{3.27}
\end{align*}
$$

An angular distribution with less pronounced amplitude, see figure 3.15, causes $r \rightarrow 1 / 2$, $\chi_{s} \rightarrow 0$ and a smaller resolution $\left(R_{n} \rightarrow 0\right)$. For experimental data, the $0-10 \%$ centrality bin has the lowest resolution value due to the small number of spectators at most central events. The value of the resolution for the $30-40 \%$ class is slightly smaller than that of the $20-30 \%$ class.


Figure 3.15: $\Psi_{\mathrm{AB}}=\Psi_{A}-\Psi_{B}$ distribution of simulated UrQMD events of each centrality bin, most central events $0-10 \%$ in the upper left corner, most peripheral $30-40 \%$ in the lower right corner of each group of four panels. The ratio $r$ of the green area and the full spectrum leads to the resolution $\mathcal{R}_{\mathrm{n}}$ of the event plane, see figure 3.17.


Figure 3.16: $\Psi_{\mathrm{AB}}=\Psi_{A}-\Psi_{B}$ distributions of experimental $\mathrm{Au}+\mathrm{Au}$ data.

## 3. Analysis

### 3.6. The Scalar Product Method

The method is based on the scalar product of the normalised momentum vector defined for each particle $\boldsymbol{u}_{i}$ with the $\boldsymbol{Q}_{n}$-vector of the $n$-th harmonic. Depending on the type of $\boldsymbol{Q}$-vector and how the subevents are generated, the multiplicities $M$ of the full event and those of the subevents ( $M_{A}$ and $M_{B}$ ) have to be included or not.

The $\boldsymbol{Q}_{F W^{-}}$-vector is made up of spectators $(n=1)$. A random division of the $M$ spectators leads to two equally sized subevents. Hence, an estimate of the flow coefficient is given by [24]:

$$
\begin{equation*}
v_{n}\{S P M\}=\frac{\left\langle\left\langle\boldsymbol{u}_{i}\left(p_{t}, y\right) \cdot \boldsymbol{Q}_{F W}\right\rangle_{p}\right\rangle_{e}}{2 \cdot \sqrt{\left\langle\boldsymbol{Q}_{n, A} \cdot \boldsymbol{Q}_{n, B}\right\rangle_{e}}} \tag{3.28}
\end{equation*}
$$

with the $i$-th particle momentum vector $\boldsymbol{u}_{i}(i \in 1, p)$, the average over all selected events $\langle\ldots\rangle_{e}$ and the average over all selected particles $\langle\ldots\rangle_{p}$. If the particle momentum vectors $\boldsymbol{u}_{i}$ and the $\boldsymbol{Q}_{n}$-vector are replaced by their respective unit vectors, equation (3.28) simplifies to the EPM and the resolutions are identical: $R_{n}\{S P M\}=R_{n}\{E P M\}=R_{n}$, referring to the subevent resolution $R_{n}\left(\chi_{s}\right)$ of equation (3.27).

If participants from two separated rapidity intervals are used to create the $\boldsymbol{Q}$-vector and the subevents, the subevent multiplicities are not necessarily of the same size ( $M_{n, A} \neq M_{n, B}$ ). Since this inequality introduces a variation, even for events of same total multiplicity $M_{n}$, it is necessary to normalise the vectors by their multiplicity. Referring to [30] an estimate of the flow coefficient is given by

$$
\begin{equation*}
v_{n}\{S P M\}=\frac{\left\langle\left\langle\boldsymbol{u}_{i}\left(p_{t}, y\right) \cdot \frac{\boldsymbol{Q}_{n}}{M_{n}}\right\rangle_{p}\right\rangle_{e}}{\sqrt{\left\langle\frac{\boldsymbol{Q}_{n, A}}{M_{n, A}} \cdot \frac{\boldsymbol{Q}_{n, B}}{M_{n, B}}\right\rangle_{e}}} . \tag{3.29}
\end{equation*}
$$

The nominators of equation (3.28) and equation (3.29) are the observable flow coefficients $v_{n}{ }^{\text {obs }}\{\mathrm{SPM}\}$ and the denominators are the EP resolution $R_{n}\{\mathrm{SPM}\}$ according to equation (3.19). The results of both presented methods (EPM and SPM) are affected by non-flow and flow fluctuations. Non-flow is a contribution due to azimuthal correlations between particles from other sources like the HBT effect, resonance decays and momentum conservation. Flow fluctuations are resulting for instance from the variation in the initial geometry configuration of the overlapping region of colliding nuclei [24].

### 3.7. Analysis of Monte Carlo simulations

Before addressing the calculations of the flow coefficients $v_{n}\{E P M\}$ and $v_{n}\{S P M\}$ the resolution values for directed and elliptic flow $\left(R_{1}\right.$ and $\left.R_{2}\right)$ are shown.


Figure 3.17: Event plane resolution of order 1 and 2 as a function of the centrality.

### 3.7.1. Validation using Monte Carlo simulations

Initially, both methods are validated via MC generated events of heavy-ion collisions using the UrQMD model. Three analysis approaches are realised with both methods in order to prove the accuracy of the calculated flow coefficients $v_{1}\{E P M\}$ and $v_{1}\{S P M\}$. First, the analysis methods receive protons directly from the simulation and the true RP angle $\Psi_{R P}$ to obtain the reference values. Hereinafter, this set of protons, which does not include effects of the reconstruction is referred to as "MC set". Then, protons which passed the reconstruction procedure (MC reco) are used. Last, both methods use the estimated EP angle $\Psi_{E P}$ and reconstructed protons for the calculation of the flow coefficients. Therefore a distinction between the influence of particle reconstruction or Event Plane estimation on the calculated flow values is possible.

The proton rapidity coverage $\left(-0.75<y-y_{c m}<1.05\right)$ of HADES is represented by three exemplary rapidity bins, $-0.35<y-y_{c m}<-0.25,-0.05<y-y_{c m}<-0.05$ and $+0.25<$ $y-y_{c m}<+0.35$ in figure 3.18 and 3.19. The results for each rapidity bin are shown for both methods separately. The results of the EPM are represented by squares (left column) and those of the SPM by diamonds (right column).

Both methods are not influenced by the effects of the particle reconstruction, since the results for directed and elliptic flow are only differing slightly over a wide $p_{t}$ range compared to the results using the MC set. However, the EP reconstruction has a significant influence on both methods. The discrepancies are different for the analysis of directed or elliptic flow.

As shown in the first row of figure 3.18, both methods overestimate the directed flow coefficients at backward rapidity in comparison to the results using the MC set. The results of both methods are slightly negative at mid rapidity.

The absolute difference between the obtained values $\left(\Delta v_{n}=v_{n}\{E P M\}-v_{n}\{M C\}\right)$, one including, one excluding effects of the reconstruction procedure, is displayed for directed flow in figure 3.20 and for elliptic flow in figure 3.21. It is sufficient to show exclusively the absolute difference between the results of the EPM, since the SPM yields identical values.


Figure 3.18: MC simulations: directed flow ( $v_{1}$ ) versus $p_{t}$ in $\mathrm{MeV} / c$ for $20-30 \%$ most central events in three rapidity bins. A factor of -1 is applied to the results in forward rapidities to allow for a comparison to backward rapidities. The resolution is $R_{1}=0.4655$. Both methods show differing results across the three analysis variants, see text.

The results of the reconstructed set for elliptic flow at backward rapidity fluctuate around the flow values originating from the MC set but show no significant deviation, see first row of figure 3.19. At forward rapidity the flow coefficients are are overestimated (bottom row). At mid rapidity, where the elliptic flow has its highest value, both methods result in slightly higher values compared to the results using the MC set. These fluctuations resulting from the $\Psi_{E P}$ estimation are more pronounced for elliptic flow than for directed flow.

## 3. Analysis



Figure 3.19: MC simulations: $v_{2}$ versus $p_{t}$ in a centrality range of $20-30 \%$ in three rapidity bins. $R_{2}$ is 0.145 .

Due to statistical effects, the calculated values of $v_{2}$ are fluctuating slightly compared to the values of $v_{1}$. Therefore, the calculated values of the absolute difference ( $\Delta v_{2}$ ) for elliptic flow are rebinned by a factor of 4 , whereas $\Delta v_{1}$ is rebinned by a factor of 2 , see figure 3.20 and 3.21.

The methods, using the reconstructed EP, overestimate $v_{1}$ compared to the values using the MC set, since $\Delta v_{1}$ is almost always negative along $p_{t}$. At forward rapidity the absolute value of $\Delta v_{1}$ is smaller than 0.02 and almost constant across the centrality classes and $p_{t}$, whereas $\Delta v_{1}$ in the backward rapidity hemisphere shows a centrality and rapidity dependence.


Figure 3.20: $\Delta v_{1}$ versus $p_{t}$ : absolute difference between the calculated directed flow coefficients using the reconstructed and the MC set for seven representative rapidity bins for each centrality class. Linear fit functions are applied to each rapidity data series including values within a $p_{t}$ range from 400 to $1400 \mathrm{MeV} / c$. Emphasised are the functions of the presented $y$ bins in table 6, see section 4 .


Figure 3.21: $\Delta v_{2}$ versus $p_{t}$ of both rapidity hemispheres with linear fit functions.

## 3. Analysis

Excluding the first centrality class ( $0-10 \%$ ), no explicit centrality dependence of $\Delta v_{2}$ can be observed for both rapidity hemispheres. $\Delta v_{2}$ is almost constant along the $p_{t}$-range of the applied fit functions and does not exceed an absolute value of 0.02 . The trend of the fit functions at forward rapidity indicates a $p_{t}$ dependence of $\Delta v_{2}$.

In sum, both methods receive the same results and are affected in the same way by the particle and Event Plane reconstruction for directed and for elliptic flow.

### 3.7.2. Spectra of directed and elliptic flow

Now the results of both methods using the reconstructed set are shown together with the results using the MC set drawn as solid line, see figures 3.22 and 3.23. The direct comparison in centrality bins reveals the equality of the calculated flow coefficients of the EPM and the SPM using the reconstructed protons and $\Psi_{E P}$ for directed and elliptic flow. In the upper left corner the results of the $0-10 \%$ centrality class is shown, comprising most central events. The $30-40 \%$ centrality class is located in the lower right corner. The flow value of each method, rapidity bin and centrality class is calculated.

The rapidity space is represented by exemplary rapidity bins: the mid rapidity bin and two backward rapidity bins are chosen for $v_{1}$ as directed flow is symmetric to zero at mid rapidity. As elliptic flow is less pronounced, only one backward rapidity bin is chosen for $v_{2}$. These bin selections for directed and elliptic flow are used in the following.


Figure 3.22: $v_{1}\{E P\}$ and $v_{1}\{S P\}$ versus $p_{t}$ of MC simulated $\mathrm{Au}+\mathrm{Au}$ events. Each colour represents a rapidity bin: blue corresponds to mid rapidity, red and green to backward rapidity bins.

## 3. Analysis

Both methods receive the same results for directed flow, but overestimate the MC true values nearly continuously. The deviation seems to be centrality dependent, but as figure 3.20 indicates, no clear dependence on centrality or transverse momentum can be identified. However, one trend can be observed: the deviation, higher at backward rapidity than at forward rapidity, decreases for increasing centralities until the calculated results of all rapidity bins display similar differences.

The results of both methods for elliptic flow for the $0-10 \%$ centrality class are rebinned by a factor of 2 to increase the significance. For more central events ( $\mathcal{C}>10 \%$ ) the fluctuations decrease and come closer to the MC true values but are still higher, as can be seen in the bottom right figure of 3.23 .


Figure 3.23: $v_{2}\{E P M\}$ and $v_{2}\{S P M\}$ versus $p_{t}$ of $M C$ simulated $\mathrm{Au}+\mathrm{Au}$ events.

A systematic error has to be taken into account for the analysis of experimental data, as the calculated flow values using particles that passed the reconstruction procedure and the reconstructed EP differs from the flow values calculated with the MC set.

### 3.8. Analysis of experimental data

After comparing both methods by means of simulations, now experimental data is taken: $\mathrm{Au}+\mathrm{Au}$ events at 1.23 AGeV measured in April 2012. The resolution values ( $R_{1}$ and $R_{2}$ ) of experimental data are significantly higher than for simulations and decrease towards peripheral events. Also the efficiency correction is applied.


Figure 3.24: $R_{1}$ and $R_{2}$ of the analysis methods of the four analysed centrality classes.

### 3.8.1. Directed flow

The results for experimental data are presented in a similar manner as realised in figure 3.22.


Figure 3.25: Experimental data: $v_{1}\{E P M\}$ and $v_{1}\{S P M\}$ versus $p_{t}$ in three $y$ bins.

## 3. Analysis

Both methods result in the same flow coefficients as the squares - representing results of the EPM - are lying exactly on the diamonds, representing findings of the SPM. The flow coefficients at mid rapidity are represented by blue symbols in figure 3.25. Across all centrality classes, the slightly negative values are located very close to the zero line. Directed flow crosses zero at mid rapidity. Hence, the calculated values seem to be appropriate within the systematic error.
In figure 3.26 three exemplary bins of $50 \mathrm{MeV} / c p_{t}$ width are chosen. The ending of the $(250-300) \mathrm{MeV} / c$ data points (turquoise) at $y_{c m}=0.2$ is explained by the finite phase space coverage of the HADES detector system, see figure 3.5. Just as in figure 3.25, no deviations between EPM and SPM are apparent.


Figure 3.26: Experimental data: $v_{1}\{E P M\}$ and $v_{1}\{S P M\}$ versus $y$ in three $p_{t}$ bins.
The positive slope of the $p_{t}$ bins near mid rapidity of about 0.5 is reasonable since $\mathrm{d} v_{1} / \mathrm{d} y$ of protons is positive until $\sqrt{s_{A u A u}} \approx 15 \mathrm{GeV}$ is reached and the experimental data taken in April $2012(\mathrm{Au}+\mathrm{Au}$ collision at 1.23 AGeV$)$ corresponds to $\sqrt{s_{A u A u}}=2.4 \mathrm{GeV}[90]^{1}[91]$.

Considering the two figures, both methods are leading to the same directed flow results over the entire phase space.

[^14]
## 3. Analysis

### 3.8.2. Elliptic flow

As elliptic flow is less pronounced compared to directed flow a narrower y-axis range is used in figure 3.27. Just like directed flow, $v_{2}\{E P M\}$ and $v_{2}\{S P M\}$ are equal in the two shown rapidity bins.


Figure 3.27: Experimental data: $v_{2}\{E P M\}$ and $v_{2}\{S P M\}$ versus $p_{t}$ in two $y$ bins.

An increasing maximum value of the flow coefficients of each $y$-bin can be observed for decreasing centrality. This trend is based on the fact that elliptic flow has its maximum at mid-central events, see section 1.3.

No differences between the calculated flow values appear in figure 3.28, where three exemplary $p_{t}$ bins of $v_{2}\{E P\}$ and $v_{2}\{S P\}$ versus rapidity are shown.





Figure 3.28: Experimental data: $v_{2}\{E P M\}$ and $v_{2}\{S P M\}$ versus $y$ in three $p_{t}$ bins.

The methods result in equal flow values for elliptic flow inside the accessible transverse momentum and rapidity phase space of the HADES setup.

## 4. Conclusion and outlook

## 4. Conclusion and outlook

The two analysis algorithms, the standard Event Plane method and the Scalar Product method, have been validated using Monte Carlo simulations of anisotropic flow of protons. Both methods yield identical coefficients of directed and elliptic flow but are affected by the Event Plane (EP) reconstruction.

The absolute differences $\Delta v_{1}$ and $\Delta v_{2}$ between the results calculated using the MC Reaction Plane angle and the reconstructed Event Plane angle show a rapidity dependence, see table 3 .

| Flow coefficient | $\mathcal{C}[\%]$ | $\left(y-y_{c m}\right)<0$ | $\left(y-y_{c m}\right)>0$ |
| :---: | :---: | :---: | :---: |
| $v_{1}$ | $0-40$ | $0.02<\left\|\Delta v_{1}\left(y, p_{t}\right)\right\|<0.05$ <br> $\left(y, p_{t}\right)$-dependent | $\left\|\Delta v_{1}\right\| \leq 0.02$ <br> almost constant |
| $v_{2}$ | $10-40$ | $\left\|\Delta v_{2}\right\| \leq 0.02$ <br> almost constant | $0.02<\left\|\Delta v_{2}\left(y, p_{t}\right)\right\|<0.04$ <br> $\left(y, p_{t}\right)$-dependent |

Table 3: Comparison of the values of $\Delta v_{1}$ and $\Delta v_{2}$ within the rapidity hemispheres.
Additionally, $\Delta v_{1}$ seems to be centrality dependent whereas no significant trend can be observed for $\Delta v_{2}$. Moreover, the slope of the applied linear fit functions, as discussed in section 3.7.1, can give an indication of a transverse momentum dependence for different rapidity bins of several centrality classes.


Figure 4.1: $\Delta v_{2}$ of $10-20 \%$ most central events of three exemplary rapidity bins with linear fit functions covering a $p_{t}$-range of $(400-1400) \mathrm{MeV} / c$ (backward and mid rapidity). At mid rapidity, $\Delta v_{2}$ is almost constant $(\approx 0.005)$. The fit function of the forward rapidity bin covers a $p_{t}$-range of $(400-1000) \mathrm{MeV} / c$ as the $\Delta v_{2}$-value at $1100 \mathrm{MeV} / c$ is assumed to be a statistical outlier. The $\Delta v_{2}$-value at $1300 \mathrm{MeV} / c$ (under consideration of its statistical error) can be described by the linear fit function as well.

Assuming the reconstruction procedure influences the analysis of data in the same manner, the respective $\Delta v_{n}$ is included hereinafter as a systematic uncertainty.

Following the validation procedure with MC simulations, experimental data of $\mathrm{Au}+\mathrm{Au}$ collisions at 1.23 AGeV recorded with HADES have been analysed. An application of the efficiency

## 4. Conclusion and outlook

correction improved the results of the calculated flow coefficients. The uncorrected values of $v_{1}\{S P M\}$ versus $p_{t}$ are shown on the left side of figure 4.2 , on the right side the corrected ones.


Figure 4.2: $v_{1}\{S P M\}$ versus $p_{t}$ for $20-30 \%$ most central events. Flow coefficients in forward rapidity bins (open symbols) are multiplied with -1 to enable a comparison. Left side: before applying the efficiency correction. Right side: with applied efficiency correction.

As the collision system $(\mathrm{Au}+\mathrm{Au})$ is symmetric, the particle distribution in the backward hemisphere of the centre-of-mass should be equal to the distribution in the forward hemisphere. Thus, the absolute value of $v_{1}$ at forward rapidity should be of the same size as the value at backward rapidity. After applying the efficiency correction, the magnitude of the backward rapidity $v_{1}$ (full symbols) is more alike the ones of the forward rapidity (open symbols, multiplied with -1 ). An improvement of $v_{1}$ at mid rapidity can also be observed as the corrected ones are located closer to zero and the directed flow should be zero at mid rapidity.

The re-centering procedure was applied in order to reduce acceptance correlations of an imperfect detector or the influence of malfunctioning detector elements by making the event plane angle distribution isotropic in the laboratory system [24]. Using the re-centering procedure of [28] led to an improvement of the event plane angle distributions of all centrality classes. The calculated flow values with and without re-centering correction differ only slightly (less than $0.05)$ across a wide range of the covered phase space of protons.


Figure 4.3: $v_{1}\{S P M\}$ (left panel) and $v_{2}\{S P M\}$ (right panel) versus $p_{t}$ for $30-40 \%$ most central events. The difference between the corrected (open symbols) and uncorrected (full symbols) flow coefficients is small even though the degree of the re-centering correction is at its maximum for this centrality class as described in section 3.4.

## 4. Conclusion and outlook

The results of both analysis methods for experimental data are in agreement with [92] (analysing $\mathrm{Au}+\mathrm{Au}$ at 1.2 AGeV ) as the positive slope of $\mathrm{d} v_{1} / \mathrm{d} y$ of protons near mid rapidity is of comparable size. Furthermore, the elliptic flow coefficients of this thesis are in good agreement with world data (also under consideration of systematics) [46, 49, 93], see table 4 and figure 4.4.

| $\mathcal{C}[\%]$ | $v_{2}$ | $\sigma_{\text {stat }}$ | $\sigma_{\text {sys }}$ |
| :---: | :---: | :---: | :---: |
| $0-10$ | -0.04 | 0.002 | 0.009 |
| $10-20$ | -0.06 | 0.001 | 0.005 |
| $20-30$ | -0.07 | 0.001 | 0.003 |
| $30-40$ | -0.08 | 0.001 | 0.006 |

Table 4: $v_{2}$ of all centrality classes with $\sigma_{\text {stat }}$ and $\sigma_{\text {sys }}$ (using equation (4.1) and equation (4.2)) at mid rapidity integrated over the transverse momentum range between 300 MeV and 1400 MeV .

Figure 4.4 shows world data and the $v_{2}$ value (green point) of the analysed HADES data.


Figure 4.4: Beam energy dependence of elliptic flow measurements at mid rapidity for $20-30 \%$ most central events covering five orders of magnitude [49]. Both analysis methods result in a value of $v_{2}=-0.060 \pm 0.001\left(\sigma_{\text {stat }}\right) \pm 0.005\left(\sigma_{\text {sys }}\right)$ for elliptic flow at mid rapidity for $10-20 \%$ most central events in a $p_{t}$ range of $300 \mathrm{MeV} / c \leq p_{t} \leq 1400 \mathrm{MeV} / c$ (green point).

The flow coefficient $v_{2}$ and the statistical error $\sigma_{\text {stat }}$ are the weighted sums of the individual values of each $p_{t}$ bin at mid rapidity across the defined $p_{t}$ range, using the measured proton multiplicity $N$ of each bin as a weight.

$$
\begin{equation*}
v_{2}(y)=\frac{\sum_{p_{t}=300 \mathrm{MeV} / c}^{1400 \mathrm{MeV} / c} v_{2}(y) \cdot N(y)}{\sum_{p_{t}=300 \mathrm{MeV} / c}^{1400 \mathrm{MeV} / c} N(y)} \quad \sigma_{s t a t}(y)=\frac{\sum_{p_{t}=300 \mathrm{MeV} / c}^{1400 \mathrm{MeV} / c} \sigma(y) \cdot N(y)}{\sum_{p_{t}=300 \mathrm{MeV} / c}^{140 \mathrm{MeV} / c} N(y)} \tag{4.1}
\end{equation*}
$$

## 4. Conclusion and outlook

The systematic error $\sigma_{s y s}$ is the weighted sum of the absolute difference $\Delta v_{2}$, using the multiplicity of MC generated protons $N_{M C}$ of each $p_{t}$-bin at Cumulant.

$$
\begin{equation*}
\sigma_{s y s}(y)=\frac{\sum_{p_{t}=300 \mathrm{MeV} / c}^{1400 \mathrm{MeV} / c} \Delta v_{2}(y) \cdot N_{M C}(y)}{\sum_{p_{t}=300 \mathrm{MeV} / c}^{1400 \mathrm{MeV} / c} N_{M C}(y)} \tag{4.2}
\end{equation*}
$$

A further implementation of the Scalar Product Method based on equation (4.3) is of interest for various reasons.

$$
\begin{equation*}
v_{n}\{S P M\}=\frac{\left\langle\left\langle\boldsymbol{u}_{i}\left(p_{t}, y\right) \cdot \frac{\boldsymbol{Q}_{n}}{M_{n}}\right\rangle_{p}\right\rangle_{e}}{\sqrt{\left\langle\frac{\boldsymbol{Q}_{n, A}}{M_{n, A}} \cdot \frac{\boldsymbol{Q}_{n, B}}{M_{n, B}}\right\rangle_{e}}} \tag{4.3}
\end{equation*}
$$

Previously, it should be mentioned that the presented SPM flow values are obviously identical to the flow values calculated with the EPM as the used particle momentum vectors ( $\boldsymbol{u}_{i}$ ) and the event $Q$-vectors are normalised. Since the rapidity gap between the participating protons ( $\boldsymbol{u}_{i}$, measured with the MDCs) and the spectators ( $\boldsymbol{Q}$, measured at small $\theta$ with the FW) is large, short range correlations (non-flow) are implicitly avoided.

Initially, participating protons are used in equation (3.29) to create the $\boldsymbol{Q}$-vectors of the SPM. As the number of the measured protons is higher compared to the number of spectators measured with the FW, the statistical error of the resulting flow coefficients is assumed to be slightly smaller than the results of the EPM [24]. Also an explicit EP estimation and the calculation of the EP resolution $\left(R_{n}\right)$ using the Ollitraut procedure becomes redundant. The SPM correlates the POI ( $\boldsymbol{u}_{i}$ ) with all other participating particles of an event and is therefore independent from an EP and its resolution. This makes the SPM more independent from the detector and enables a comparison between experiments [94, 95].

However, using participants to create the $\boldsymbol{Q}$-vectors introduces non-flow effects and autocorrelations. Non-flow effects are assumed to occur between particles of almost the same rapidity. Therefore, rapidity gaps between the POI and the remaining protons as well as gaps between the set of protons creating the $\boldsymbol{Q}$-vectors have to be realised.

Autocorrelations that distort the calculation of the flow coefficients significantly can be prevented by subtracting the POI from all measured protons of the event.

As the SPM correlates participants to each other, the flow values are measured in the the Participant Plane (PP) coordinate system. Therefore, the SPM is less sensitive to flow fluctuations compared to the EPM and corresponds to the root-mean-square $\left\langle v_{n}^{2}\right\rangle^{1 / 2}$, whereas the EPM complies with $\left\langle v_{n}^{\alpha}\right\rangle^{1 / \alpha}$ with $\alpha \in[1,2[$ [89]. Besides this, the calculated flow coefficients are supposed to be higher compared to the results of the EPM as the particle momentum vectors are correlated to the PP instead of the RP or rather EP (p.p.8). The PP describes the initial orientation of the overlap almond more precisely, thus, the angle between $u_{i}$ and the PP is always smaller compared to the angular difference between $\boldsymbol{u}_{i}$ and the RP [24, 89].

As the SPM estimates the flow coefficients by correlating two vectors, $\boldsymbol{u}_{i}$ and the $\boldsymbol{Q}$-vector, the results are more alike the results of a two-particle method. Therefore, the received results of the SPM ought to be compared to a two-particle correlation method as such as Q-Cumulant Method [96, 97] or a all-particle correlation method as like the Lee-Yang Zeroes [98, 99].

## Appendices

## A. Track multiplicity of MC simulations



Figure .5: Track multiplicity of MC simulations as a function of $\Phi$ and $\theta$ of each centrality class. Each distribution of selected tracks is normalized to the value of its highest multiplicity.

As the track multiplicity of MC simulations differs drom the track multiplicity of experimental data, another efficiency matrix must be calculated. The analysed harmonics, directed and elliptic flow, are less pronounced in UrQMD based MC simulations as in experimental data. Therefore, the protons are distributed differently.

## B. Exact values of the event plane resolutions

| MC simulations |  |  |
| :---: | :---: | :---: |
| Centrality [\%] | $R_{1}[\%]$ | $R_{2}[\%]$ |
| 0-10 | 20.76 | 2.77 |
| 10-20 | 38.18 | 9.59 |
| 20-30 | 46.55 | 14.50 |
| 30-40 | 49.46 | 16.49 |


| Experimental data |  |  |
| :---: | :---: | :---: |
| Centrality [\%] | $R_{1}$ [\%] | $R_{2}$ [\%] |
| 0-10 | 60.34 | 25.38 |
| 10-20 | 80.82 | 50.55 |
| 20-30 | 85.46 | 58.58 |
| 30-40 | 84.67 | 57.21 |

Table 5: Exact values of the resolutions $R_{1}$ and $R_{2}$ of the four centrality classes of MC simulations, shown in figure 3.17 and of experimental data, shown in figure 3.24.

## C. Two dimensional representation of $\Delta v_{n}$

Following figures show the absolute differences $\Delta v_{1}$ and $\Delta v_{2}$ of the accessible $p_{t}$ and $y$ phase space of protons. The one dimensional representations of the figures 3.20 and 3.21 of section 3.7.1 are realised via extracting individual rapidity bins.


Figure .6: $\Delta v_{1}$ between the calculated flow coefficients using the reconstructed and the MC set.


Figure .7: $\Delta v_{2}$ between the calculated flow coefficients using the reconstructed and the MC set.

## 4. Conclusion and outlook

| $p_{t}$ in $\mathrm{MeV} / c$ |  | $400-500$ |  | $1300-1400$ |  |
| :---: | ---: | :---: | :---: | :---: | :---: |
| Rapidity | $[\%]$ | $v_{1}\{E P M\}$ | $\Delta v_{1}$ | $v_{1}\{E P M\}$ | $\Delta v_{1}$ |
| $-0.35<$ | $0-10$ | -0.082 | $-0.019 \pm 0.002$ | -0.146 | $-0.025 \pm 0.004$ |
| $y-y_{c m}$ | $10-20$ | -0.098 | $-0.012 \pm 0.002$ | -0.159 | $-0.015 \pm 0.003$ |
|  | $20-30$ | -0.089 | $-0.011 \pm 0.002$ | -0.146 | $-0.02 \pm 0.003$ |
| $<-0.25$ | $30-40$ | -0.063 | $-0.01 \pm 0.002$ | -0.127 | $-0.024 \pm 0.004$ |
| $-0.05<$ | $0-10$ | -0.018 | $-0.013 \pm 0.002$ | -0.018 | $-0.002 \pm 0.004$ |
| $y-y_{c m}$ | $10-20$ | -0.014 | $-0.01 \pm 0.002$ | -0.014 | $-0.002 \pm 0.003$ |
|  | $20-30$ | -0.013 | $-0.009 \pm 0.002$ | -0.007 | $-0.008 \pm 0.003$ |
| $<+0.05$ | $30-40$ | -0.008 | $-0.009 \pm 0.002$ | -0.003 | $-0.018 \pm 0.003$ |
| $+0.25<$ | $0-10$ | 0.051 | $-0.006 \pm 0.003$ | 0.1 | $-0.003 \pm 0.005$ |
|  | $10-20$ | 0.074 | $-0.01 \pm 0.002$ | 0.133 | $-0.002 \pm 0.003$ |
| $y-y_{c m}$ | $20-30$ | 0.068 | $-0.008 \pm 0.002$ | 0.103 | $-0.004 \pm 0.003$ |
| $<+0.35$ | $30-40$ | 0.045 | $-0.01 \pm 0.002$ | 0.093 | $-0.015 \pm 0.004$ |


| $p_{t}$ in $\mathrm{MeV} / c$ |  | $400-600$ |  | $1200-1400$ |  |
| :---: | ---: | :---: | ---: | :---: | ---: |
| Rapidity | $[\%]$ | $v_{2}\{E P M\}$ | $\Delta v_{2}$ | $v_{2}\{E P M\}$ | $\Delta v_{2}$ |
| $-0.35<$ | $0-10$ | 0.002 | $0.012 \pm 0.018$ | 0.009 | $0.006 \pm 0.031$ |
| $y-y_{c m}$ | $10-20$ | 0.000 | $0.001 \pm 0.006$ | 0.004 | $0.001 \pm 0.011$ |
|  | $20-30$ | -0.023 | $-0.002 \pm 0.005$ | -0.027 | $-0.001 \pm 0.009$ |
| $<-0.25$ | $30-40$ | -0.050 | $-0.004 \pm 0.006$ | -0.06 | $-0.016 \pm 0.010$ |
| $-0.05<$ | $0-10$ | 0.008 | $-0.004 \pm 0.017$ | 0.002 | $0.008 \pm 0.029$ |
|  | $10-20$ | -0.009 | $-0.004 \pm 0.006$ | -0.006 | $-0.005 \pm 0.011$ |
| $y-y_{c m}$ | $20-30$ | -0.011 | $-0.000 \pm 0.005$ | -0.018 | $-0.011 \pm 0.009$ |
| $<+0.05$ | $30-40$ | -0.047 | $-0.005 \pm 0.006$ | -0.054 | $-0.002 \pm 0.010$ |
| $+0.25<$ | $0-10$ | 0.054 | $-0.002 \pm 0.021$ | 0.032 | $0.005 \pm 0.036$ |
|  | $10-20$ | -0.011 | $-0.001 \pm 0.007$ | -0.018 | $-0.027 \pm 0.013$ |
| $y-y_{c m}$ | $20-30$ | -0.026 | $-0.007 \pm 0.006$ | -0.030 | $-0.018 \pm 0.010$ |
| $<+0.35$ | $30-40$ | -0.075 | $-0.01 \pm 0.007$ | -0.076 | $-0.025 \pm 0.012$ |

Table 6: Selected values of $v_{1}$ and $v_{2}$ with absolute differences $\Delta v_{n}$ in three rapidity bins. The corresponding $\Delta v_{n}$ values are calculated using the parameters of the linear fit functions applied to the absolute difference, covering a transverse momentum range between 400 MeV and 1400 MeV . The values of $v_{1}$ and $v_{2}$ are sums along the momentum range, weighted with the track multiplicity of each bin.
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[^0]:    ${ }^{1} \Lambda$ : cosmological constant, the value of the energy density of the vacuum of space. CDM: Cold Dark Matter.
    ${ }^{2}$ A photon emitted at some moment of time in the past with a physical wavelength at the moment of emission of $\lambda_{e}\left(\mathrm{H}_{\alpha}\right.$ for instance), is observed today as photon of a longer physical wavelength $\lambda_{0} . z=\lambda_{e} / \lambda_{0}-1$
    ${ }^{3} \mathrm{~A}$ smooth cross-over from quark-gluon matter to hadronic matter.

[^1]:    ${ }^{1}$ Not described by the SM. The postulated exchange boson of $S=2$, the graviton, has not been verfied yet.

[^2]:    ${ }^{1}$ The possibly discovered pentaquark $\mathrm{P}_{c}^{+}$type in 2015 at CERN is assumed to be colour neutral as well [14].
    ${ }^{2}$ Conseil Européen pour la Recherche Nucléaire
    ${ }^{3}$ Galaxy clusters like the Laniakea Supercluster, hosting the milky way, are bound by gravitation [17].
    ${ }^{4}$ Relativistic Heavy-Ion Collider, operating over a range of $\sqrt{s}=7.7-200 \mathrm{GeV}$
    ${ }^{5}$ Large Hadron Collider at CERN

[^3]:    ${ }^{1}$ A Large Ion Collider Experiment
    ${ }^{2}$ Compact Muon Solenoid
    ${ }^{3}$ A Toroidal LHC ApparatuS
    ${ }^{4}$ Super Proton Synchrotron
    ${ }^{5}$ Solenoidal Tracker At RHIC
    ${ }^{6}$ Pioneering High Energy Nuclear Interaction eXperiment
    ${ }^{7}$ High Acceptance DiElectron Spectrometer
    ${ }^{8}$ Nuclotron-based Ion Collider fAcility
    ${ }^{9}$ Japan Proton Accelerator Research Complex
    ${ }^{10}$ Facility for Antiproton and Ion Research

[^4]:    ${ }^{1}$ STAR's BES program at RHIC for instance
    ${ }^{2}$ Weak decays and suppressed decays due to the OZI rule may occur also later on.

[^5]:    ${ }^{1}$ Isospin Quantum Molecular Dynamics
    ${ }^{2}$ Hadronic systems can be described by hydrodynamical models as well as by transport models.
    ${ }^{3}$ PSR J0348+0432 [36]
    ${ }^{5} \mathrm{H}$-MDI; Hard-Momentum Dependent Interactions
    ${ }^{6}$ S-MDI; Soft-Momentum Dependent Interactions

[^6]:    ${ }^{1}$ FOur PI ( $4 \pi$ )
    ${ }^{2}$ Alternating Gradient Synchrotron

[^7]:    ${ }^{2} 10^{-6} /$ collision in central $\mathrm{Au}-\mathrm{Au}$ collisions in the $1-2 \mathrm{AGeV}$ regime of the synchrotron SIS18

[^8]:    ${ }^{1}$ The azimuthal coverage is reduced through the support structure.
    ${ }^{2} \gamma+N \rightarrow \mathrm{e}^{+} \mathrm{e}^{-}+N$, with $\sigma_{\gamma-\text { conv }} \propto Z^{2}$ and $Z_{\mathrm{Au}}=79$

[^9]:    ${ }^{1} \mathrm{~d} x / \sigma_{x}$, with the error of the measurement $\sigma_{x}$. $\mathrm{d} y$ is defined by the dimensions of the rod of the RPC or the 4 mm sized cell of the TOF.

[^10]:    ${ }^{1}$ The total thickness per chamber is about $5 \cdot 10^{-4}$ in units of radiation length.

[^11]:    ${ }^{1}$ HADES GEometry ANd Tracking package
    ${ }^{2}$ Conseil Européen pour la Recherche Nucléaire

[^12]:    ${ }^{1}$ A representation of the specific energy-loss measured with the TOF detector is waived. A specific deviation can be found in the particle distribution: since slow particles are stopped in the detector material, a "stopping" peak appears at low momenta.

[^13]:    ${ }^{1}$ Frequently a weight $w_{i}$ is used, see equation (4) of [24] or rather equation (5) of [88], which may depend on the type of particle, its rapidity and transverse momentum. Hereinafter weights will not be mentioned as all calculations of this work are done without weighting.

[^14]:    ${ }^{1}$ It should be mentioned that a $p_{t}$ range of $(400-2000) \mathrm{MeV} / c$ and centrality range of $10-40 \%$ is used there.

