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Abstract

Discrete choice experiments have emerged as the state-of-the-art method for measuring preferences, but they are mostly used in
cross-sectional studies. In seeking to make them applicable for longitudinal studies, our study addresses two common challenges:
working with different respondents and handling altering attributes. We propose a sample-based longitudinal discrete choice
experiment in combination with a covariate-extended hierarchical Bayes logit estimator that allows one to test the statistical
significance of changes. We showcase this method’s use in studies about preferences for electric vehicles over six years and
empirically observe that preferences develop in an unpredictable, non-monotonous way. We also find that inspecting only the
absolute differences in preferences between samples may result in misleading inferences. Moreover, surveying a new sample
produced similar results as asking the same sample of respondents over time. Finally, we experimentally test how adding or
removing an attribute affects preferences for the other attributes.

Keywords Adoption - Electric vehicles - Complementary mobility services - Discrete choice experiment - Dual response -
Sample-based longitudinal study

Introduction 1900, entered the mass market with almost 1 million units sold
in 2018 (Statista), enduring peaks and troughs in between.
Even the iPhone needed more than three years after the market

launch to sell more than 50 million units.

At present in the year 2020, the fictive manufacturer ACME is
working hard to ensure that one of its recent innovations will

become a mainstream technology in the foreseeable future. As
the management at ACME know, innovations do not break
through overnight. Instead, they pass through a long process
until they become widely adopted (Rogers 1962). For exam-
ple, it took 40 years for the TV to reach a market penetration of
50 million owners. The e-bike, which was developed before
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One decisive factor for an innovation’s success is whether
manufacturers have carefully aligned these innovations with
consumer preferences (Reinders et al. 2010). To measure pref-
erences, practitioners have come to rely on discrete choice
experiments (e.g., Gensler et al. 2012; Louviere et al. 2000;
Papies et al. 2011; Schlereth and Skiera 2017). However, such
tests have mostly been used cross-sectionally (i.e., at just one
point in time), which makes it impossible to derive conclu-
sions about changes in preferences over time. Only a few
discrete choice experiments have tackled preference measure-
ment in a longitudinal setting (Ambos et al. 2019; Jensen et al.
2014; Meeran et al. 2017). However, all of them retained the
same set of attributes across the duration of their studies and,
with the exception of Ambos et al. (2019), they also surveyed
the same samples of respondents, which might explain the low
number of longitudinal studies.

Discrete choice experiments face two challenges in longi-
tudinal studies. First, it is often impossible to survey the same
sample respondents over time, particularly over several years:
some respondents may have changed their (email) address,
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lost their willingness to participate, classified the emails as
spam, or just entered a different life situation. Meanwhile, a
representative sample at one point in time might not be repre-
sentative after a few years: all subjects in the sample become
older and some may no longer be available. Second, innova-
tive technologies evolve, with some attributes (e.g., price or
certain capabilities) changing between two or more consecu-
tive studies. For example, the iPhone originally had a screen
size of 3.5" in its first four years. It has since then nearly
doubled in size—a development that Apple considered im-
practicable at the beginning. Firms might also introduce new
features in later stages of the innovation process, such as in the
case of NFC technology, which has become a prerequisite for
mobile payment. Naturally, researchers may want to adapt
later studies to evolving market needs without losing the abil-
ity to compare respective preferences.

To overcome these challenges, this paper proposes a sample-
based longitudinal discrete choice experiment. To this end, we
developed a covariate-extended hierarchical Bayes logit estima-
tor that combines the estimation of multiple discrete choice ex-
periments within a single estimation. Thereby, we make the fol-
lowing main contributions to the literature: First, despite survey-
ing different respondents, our approach enables researchers to
estimate not only the parameter values that represent individual
respondents’ preferences, but also which preferences have
changed over time and to what extent. Second, we formally
outline how to interpret the results when continuous attribute
levels, such as price, have changed over time, new attributes have
been added, or attributes from earlier studies have been removed.
These two main contributions provide a new level of flexibility
for researchers and practitioners to employ discrete choice exper-
iments. Many companies might have ready access to this kind of
data from their past applications of discrete choice experiments.
For them, our approach reduces the requirements of linking to-
gether already collected data to identify trends.

We showcase the utility of sample-based longitudinal discrete
choice experiments by eliciting preferences for electric vehicles
over more than six years. Electric vehicles are an interesting focal
point because they have yet to achieve mainstream adoption.
Besides highlighting the use of our proposed method, we exam-
ine a range of associated questions: First, we experimentally test
how adding an attribute affects preferences for all other attributes.
We find that only a subset of attributes proportionally lose im-
portance in the face of a newly added attribute, and some attri-
butes are statistically unaffected. Second, we experimentally
compare the results of surveying a new sample versus asking
the same respondents over time. The general purchase intention
remained mostly the same. Lastly, we demonstrate how to handle
changes in continuous attribute levels. We also compare our
model’s internal and predictive validity against a model that sep-
arately estimates preferences for each year and a model that
assumes a single normal distribution for the population of all
respondents.

From a theoretical perspective, we demonstrate that an in-
novation process does not necessarily follow a monotonously
increasing pattern; it might fluctuate through peaks and
troughs, thereby underscoring the benefits of using a
sample-based longitudinal study. From a managerial perspec-
tive, we conclude by performing a suite of counterfactual ex-
ercises that provide managerial guidance on an essential pric-
ing decision problem.

In the next section, we provide a literature overview of the
related streams of research in discrete choice experiments and
models describing the evolution of innovation processes.
Then, we formally describe how to reflect changes to the list
of attributes and attribute levels over time. Finally, we outline
the study context on electric vehicles, the setup, and the re-
sults. We conclude with managerial implications, conclusions,
and limitations.

Related research

In the following, we establish a theoretical framework for
embedding our new modeling approach. We start by summa-
rizing two streams of research related to longitudinal studies in
the context of innovations: One stream on the behavioral and
analytical aspects of discrete choice experiments, and the oth-
er on product innovation growth.

Related research on discrete choice experiments

Discrete choice experiments ask respondents to make hypo-
thetical choices between multiple sets of alternatives. They are
backed up by a long-standing theory (e.g., Louviere et al.
2000) and parallel real-world purchase decisions. These ex-
periments can satisfactorily explain actual purchasing behav-
ior, even when the product or service of interest does not exist
or was recently launched. Table 1 summarizes a non-
exhaustive list of related research, mostly on discrete choice
experiments that inspired our study; we will cover these in
more detail below. For a broader overview of recent accom-
plishments, we refer to, e¢.g., Agarwal et al. (2015).

Longitudinal use of discrete choice experiments We are aware
of few longitudinal studies that use discrete choice experi-
ments. One is Jensen et al.’s (2014) study, which asked re-
spondents to decide between electric vehicles and convention-
al cars. In the first round, the researchers surveyed respondents
without any experience; then, the respondents had the oppor-
tunity to use an electric vehicle for three months and were
surveyed again afterward with the same questionnaire. The
researchers compared the choice proportions of choosing an
electric vehicle before and after respondents’ experience in
real life and found that after the trial phase, respondents chose
the electric vehicle only half as often as before. Yet, their
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perceptions about the electric vehicles’ driving performance
had improved.

Meeran et al. (2017) measured consumers’ changing pref-
erences across four different product categories over six
months. They conducted the same survey three times,
questioning the same respondents and estimating the separate
and joint aggregate parameters using Maximum Likelihood
Techniques. Like in Jensen et al. (2014), the authors used
the same attributes and their levels between studies. Meeran
et al. (2017) found that consumer preferences are more likely
to shift for products that experience rapid technological
change and short lifecycles.

In another longitudinal discrete choice experiment, Ambos
et al. (2019) studied management decisions regarding interna-
tional locations at two points in time. The authors used hier-
archical Bayes to separately estimate the preferences and
found that they varied over time, although the decision-
making heuristics remained stable. Like in Jensen et al.
(2014) and Meeran et al. (2017), the authors used the same
attributes and levels across studies.

In sum, all these studies were conducted within a relatively
short time (three months, six months, four years), so prefer-
ences may not have changed that much. Observing greater
changes may require a longer study period. This short time-
span may be due to their inherent challenges: ensuring an-
swers from the same respondents and keeping the focal prod-
uct the same. Concerning the former, it is unclear whether a
study benefits from surveying the same sample of respon-
dents. Certain biases might arise, such as the mere exposure
effect (Zajonc 1968), whereby respondents assess an original-
ly neutral product or service more positively when repeatedly
asked about it. Concerning the second challenge, the shifting
nature of innovation processes makes it difficult to measure
preferences for the same set of attributes over a long period.
With our proposed sample-based longitudinal discrete choice
experiment, we aim to overcome these challenges.

Capturing the longitudinal nature of the data Comparing the
preferences of different samples of respondents over time re-
quires the joint estimation of multiple discrete choice experi-
ments. We propose a covariate-extension of the generic hier-
archical Bayes logit estimator, which explicitly allows the
sample preferences to differ. We base our implementation
on Lenk et al.’s (1996) work concerning a more flexible def-
inition of the upper-layer model in hierarchical Bayes.
Whereas the generic hierarchical Bayes model assumes a sin-
gle multivariate normal distribution for all respondents, we
explicitly allow for multiple distributions that depend on when
the data collection occurred.

Often, we think of covariates such as common demo-
graphics like gender or age; however, according to Orme
and Howell (2009), these variables have a low correlation
with preferences within choice contexts. The use of covariates

is more meaningful when researchers are concerned that the
traditional shrinkage of individual parameters toward the pop-
ulation mean goes against their expectation of different, dis-
tinguishable segments. Another reason for their use is when a
segment of respondents is oversampled: Without including
covariates, the shrinkage toward the population means can
bias the estimates of the undersampled group.

Researchers who apply covariate modeling emphasize that
improving predictions is not the main motivation. Several
studies have independently found that improvements in pre-
dictive validity are rather modest (if any) in comparison to the
generic hierarchical Bayes modeling with the single distribu-
tion assumption (Kurz and Binner 2010; Liakhovitski and
Shmulyian 2011; Orme and Howell 2009; Sentis and Geller
2010). Nevertheless, covariates are meaningful because they
“allow us to test more formally the differences between seg-
ments and the part-worth” (Orme and Howell 2009). Thus,
understanding and explicitly capturing developments in pref-
erences in longitudinal settings is the primary benefit of co-
variates for our study.

Besides using a model that assumes homogeneity on the
population level, previous studies applied two other techniques
in the case of multiple data sources. The first is to estimate each
study separately (like in, e.g., Ambos et al. (2019)); however,
changes in parameter values might not always be apparent,
especially for altered lists of attributes over time.

The stream on data enrichment, which jointly estimates
scanner data with discrete choice experiments, provides a sec-
ond technique (c.f., Louviere et al. 2000, chapter 8). This
stream combines two data sources with only a partial overlap
in the attributes (e.g., Swait and Andrews 2003; Ellickson
etal. 2019) by distinguishing two sets of attributes: a common
set across both data sources and an uncommon one. Ellickson
et al. (2019) incorporated a mean additive preference shifter
and a multiplicative variance shifter for common attributes,
assuming that both data sources share the same covariance
matrix. For the uncommon attributes, they separately captured
preferences with separate covariance matrices. Nevertheless,
their study context differs from ours because they always
fused exactly two data sources; generalizing this technique
to more than two can quickly become challenging, as the
number of distinguishable sets of attributes rises exponential-
ly. Some elements, such as the mean additive shifter, served as
inspiration for our sample-based longitudinal discrete choice
experiment.

In the empirical study, we will compare the performance of
the covariate-extended hierarchical Bayes logit estimator
against the performance of the generic and the separate esti-
mation. More importantly, we will outline how the covariate-
extended model’s estimation output (i.e., the posterior) direct-
ly provides a simple, but effective way of testing whether
changes in parameters across longitudinal samples are signif-
icant or just noise.

@ Springer
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Theory of unseen attributes Besides asking different samples
of respondents, longitudinal studies for innovations require
solutions to address changes in market-relevant attributes. In
this respect, we rely on the theory of unseen attributes to
account for situations where attributes are added or removed,
such that they are “unseen” in some of the studies. A prereg-
uisite is that preferences for attributes are structurally reliable,
even though the set of attributes does not overlap completely
across studies (see also McCullough and Best 1979; Teas
1985). This assumption complies with common theory in de-
sign generation techniques (Street and Burgess 2007), i.e., that
a rigorously constructed design improves the quality of the
parameter estimates (i.e., the standard deviations of the beta
parameters), but it does not affect the location of the beta
parameters (i.e., their means).

Based on the behavioral literature on unseen attributes, we
identified three lines of arguments on how respondents pro-
cess them (c.f., Bradlow et al. 2004; Gilbride et al. 2016): The
first argument assumes a “null effect” for missing attributes,
i.e., that respondents exclusively focus on the information that
is directly available in the choice tasks. This line of argument
builds on bounded rationality theory and assumes that respon-
dents tend to ignore information that is not directly available
(Bettman et al. 1998).

The second argument is that respondents substitute “market
means” for missing attributes in the choice sets. Used in cases
like Yang et al. (2015), it builds on experimental findings
wherein respondents treated unseen attributes as if they had
the average perceived utility in the market. Branco et al.
(2012) broadened the assumption of one commonly known
market average and proposed that each respondent inferred an
“expected individual value” that can differ across respondents,
but they did not specify the process of setting the value.

The third argument fills the lack of an explicitly specified
process by assuming that respondents impute expected indi-
vidual values through a “pattern-matching learning model”
(Bradlow et al. 2004). This means that respondents infer
values based on seen information; for example, they conclude
that a certain, yet unseen, attribute is available in case of a
higher price. Using partial profile rating-based conjoint,
Bradlow et al. (2004) showed that their model featured better
internal and predictive validity than the “null effect” model.
However, unlike in their study, where respondents were aware
that some of the information was missing, ours does not em-
ploy partial profiles. For this reason, we will concentrate our
modeling on the first two assumptions and show that they
eventually result in the same model.

Related research on product innovation growth
Growth models Another stream of research that complements

the analysis of preference evolution over time deals with prod-
uct innovation growth. We distinguish between two growth

@ Springer

processes: The first one is the Gartner hype cycle, an annually
updated model by the American research and advisory firm
Gartner, Inc (Linden and Fenn 2003), which assesses the com-
mercial viability of an emerging technology. It distinguishes
five phases, starting with the innovation trigger. The subse-
quent phase, the peak of inflated expectations, is followed by a
negative hype caused by decreasing interest (the trough of
disillusionment), as consumers come to understand that the
innovation will not fulfill all expectations. Companies can
overcome this low-point phase by developing second-
generation products that make the innovation’s utility more
visible and understandable. These efforts lead to the final
phases: slope of enlightenment and plateau of productivity.
The innovation begins to achieve wide acceptance from the
masses, and mainstream adoption begins. The theoretical ba-
sis of this non-monotonous concept is an over-expectation of
the technology’s potential, coupled with excessive confidence
in its functionality on the part of developers, stakeholders, and
early adopters. Several factors cause these initial perceptions,
such as the sheer optimism of stakeholders about promising,
but not yet proven, abilities, as well as the intended
(exaggerated) publicity as a means of facilitating rapid adop-
tion (Lucker et al. 2018). The Gartner hype cycle’s third
phase, trough of disillusionment, aligns with the expectation
disconfirmation theory, according to which individual expec-
tations interact with objective criteria to determine people’s
product satisfaction (Bhattacherjee 2001; Oliver 1980).
Market diffusion models provide the second representation
of growth processes. Fourt and Woodlock (1960), for exam-
ple, assumed that the cumulative sales curve of an innovation
follows an exponential, i.e., monotonously increasing shape.
Rogers (1962) and other researchers predicted a bell-shaped
frequency curve, with a steep rise in the early adopter segment
and a decline after reaching a peak due to market saturation.
The corresponding cumulative curve is S-shaped, again, mo-
notonously increasing, but with a low gradient at the begin-
ning as well as the end and a higher gradient in the middle.
Market diffusion models and models like the Gartner hype
cycle can complement each other and are not necessarily in
conflict. In contrast to the market diffusion models, the
Gartner hype cycle captures the evolution of expectations
rather than sales. Thus, its conceptual foundation aligns more
with preferences: Preferences translate into sales when the
innovation reaches the slope of enlightenment or the plateau
of productivity. Hence, the Gartner hype cycle’s two final
stages reflect the beginning of the market diffusion models.

Reasons for changes in preferences over time Product
assessments—and the accompanying consumer acceptance
of an innovation—are largely influenced by consumer prefer-
ences. Thus, it is important to understand why these prefer-
ences may change over time. One reason is that consumers
face a trade-off between the monetary costs of a new
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technology and its perceived benefits (Dodds et al. 1991). If
the ratio between value and price is high, customers’ usage
intention and purchase intention will increase (Venkatesh
et al. 2012). This ratio improves with decreasing prices, as is
common for technological innovations. The technology also
becomes more attractive if an innovation accumulates more
benefits over time. If both occur, the cost-benefit ratio greatly
improves.

Another reason is that unfamiliarity with new products,
lacking experience, and limited information may influence
consumer preferences over time (Coupey et al. 1998).
According to the bounded rationality theory, which acknowl-
edges that people have limited capacity for processing infor-
mation when making decisions (Simon 1955), unfamiliarity
with certain attributes may result in situations where con-
sumers only consider a subset of attributes. The more that
customers learn about those products, the more they enhance
their experience; over time, they may change the subset of
attributes used for decision-making, and assign different levels
of importance to the attributes (Meeran et al. 2017). Also, the
certainty of these decisions may change when more informa-
tion becomes available. The bounded rationality theory aligns
with decision researchers’ growing opinion that consumer
preferences are often not well-defined ex-ante; rather, prefer-
ences are constructed during decision-making (Bettman et al.
1998). Taking these arguments together, we will focus on
capturing the shift in preferences. Later, in the Web
Appendix, we will test whether the model benefits from ex-
plicitly accounting for differences in choice consistency.

Summary of potential changes

In sum, innovation processes can evolve in manifold ways,
and it is of great importance to analyze this evolution, for
which sample-based longitudinal studies are particularly well
suited. Taking into account the argumentation in the afore-
mentioned literature streams, Table 2 presents the potential
changes that need to be considered in sample-based longitu-
dinal studies. Some of these changes are induced by the re-
spondents (cases #1 and #2) and some of these changes are
induced by the researchers (cases #3-#8). Table 2 also sum-
marizes the related assumptions in handling these changes and
reveals our core findings, which we explain in more detail in
the following sections.

Model and estimation
Covariate-extended hierarchical Bayes logit estimator
We assume a utility-maximizing respondent and base our es-

timation on the random utility theory (Thurstone 1927). We
decompose the utility u, ; of respondent / and alternative 7 into

a deterministic part v, ; that contains observable, experimen-
tally manipulated elements and a stochastic, i.e., unobservable
part €, up;=vy;+ ;. The stochastic part accounts for the
Thurstone (1927) realization that respondents make errors in
their choices that cannot be explained by the attributes and
levels in the deterministic part alone. Let v;, o = 0 be the deter-
ministic utility of the reference alternative, i.e., an unobserved
outside option. We assume an extreme value distribution for
en,; and obtain the choice probability Prj,; of respondent 4 for
alternative 7 in choice set a, with 7, being the set of alternatives
in choice set « as follows (c.f., Train 2009, p. 34f):

Vh.i

14+ > e

iel,

Pry,; = (heH;iel,) (1)

We estimate the parameters for the preferences at two
layers. The upper layer captures respondents’ behavior aggre-
gated over the population, i.e., it assumes that a multivariate
normal distribution describes the behavior of all respondents.
The lower layer captures respondents’ individual behavior.
We assume that, given a respondent’s parameter values, his/
her probability of choosing an alternative i is governed by the
multinomial logit model.

Without sacrificing generalizability, we consider two discrete
choice experiments at time ¢/ and 2 (in the empirical study, we
expand the model to more points in time). On the upper layer,
we account for the change in preferences across multiple studies
through a covariate matrix Z;,, which is of size |H|x 2 and con-
sists of |H| (the number of respondents) rows z;, each with two
columns. The first column is 1 (i.e., it captures preferences at
time ¢1) for all respondents, while the second column is 1 for
responses in £2 and 0 for the reference study in #/.

On the lower layer, we use an additive model for the indi-
vidual deterministic utility v, ; consisting of a |P|-dimensional
vector of parameter values, /3, times the design vector, x;; of
product 7, where |P| is for the number of parameters to esti-
mate. Following Lenk et al. (1996), we link the lower and
upper layers through the following regression model:

By =0-7z, +c,(heH) (2)

with g, following a normal distribution N (0, X) and the matrix
# including the upper layer regression parameters to express the
sensitivity of the parameter values /3, to the study-related co-
variates z;,. Equation (2) does not include a time index because
the individual index 4 already contains the information that a
respondent participated at time ¢. € is of size |[P|x 2, i.e., one row
and two columns for each estimated parameter. The vector (3,

follows a multivariate normal distribution N (6 - z,h, X)) with

means 0 - z,h and covariance matrix 3. The Technical
Appendix (see Web Appendix) provides an outline of the esti-
mation procedure.
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Table2  Summary of potential changes in longitudinal studies

Case Type of change Induced by Main assumptions

Addressed in
empirical study

What we show

#1 Changes in respondents’ Respondent Changes in preferences can be  Section Model and Estimation: Yes
preferences for attributes captured through additive How to capture and test for the significance of
shifter on population level, such shifts through a covariate-extended
Samples are comparable model
#2 Changes in respondents’ Respondent Changes in consistency can be  Robustness section: Yes
consistency in decision captured through a variance ~ Adding a variance shifter for each year or for
making through better shifter on population level, each sample did improve neither internal nor
understanding of attributes Samples are comparable predictive validity. We conclude that
changes in consistency played a minor role
when combining multiple discrete choice
experiments
#3  Changes in experimental Researcher  Using the same design generation Not in the study focus, but c.f., Street and Yes
design process ensures structural Burgess (2007)
reliability of measured
preferences
#4 Adding attributes, which Researcher  “Null effect” or “expected Section Model and Estimation: Not in the focus
existed at times of earlier individual value” assumption ~ For discrete choice experiments: “Null effect”
studies, but were not for missing attributes or “expected individual value” assumption
included for missing attributes eventually leads to the
#5 Adding attributes, which did  Researcher “Null effect” assumption for same model for the estimation Yes (experimentally
not exist at times of earlier missing attributes tested in 2019)
studies, but are now
included
#6  Removing attributes, which ~ Researcher “Null effect” or “expected Not in the focus
remain as part of the individual value” assumption
product but are no longer for missing attributes
in the focus of the study
#7 Removing attributes, which ~ Researcher  “Null effect” assumption for Yes (experimentally
are no longer part of the missing attributes tested in 2019)
product
#8  Changing values of Researcher  Linearity in preferences for a Section Model and Estimation: Yes (demonstrated

continuous attributes levels
(e.g. price)

continuous attribute,

range effects

Changes by an additive constant
shift of level values to avoid
biases referred to as attribute

between 2013 and
2017)

Shift does not affect interpretation of the beta
parameter that is associated with the
continuous attribute, but rather it impacts
constant. Alternative solution on handling
this change in robustness section: by dummy
coding continuous values

To sum it up, 0, captures the individual preferences of
respondent / on the lower layer. On the upper layer, the first
column of # captures the preferences in ¢/ as a p-dimensional
vector a4 and the second column captures the change in
preferences A« in £2 in comparison to the reference study
(case #1 in Table 2), such that o, = v + Aa.

For more than two studies, let b quantify the number of
parameters in the vector 3, and n be the number of longitudi-
nal studies. Then, we estimate n-b + b*(b + 1)/2 parameters on
the upper layer, i.c., one set of parameters for each longitudi-
nal study and one covariance matrix. In contrast, the generic
estimation with the single, normal population assumption es-
timates b+ b-(b+ 1)/2 parameters (one set of parameters and
one covariance matrix), and the separate estimator uses n-b +
n-b-(b+ 1)/2 parameters (n sets of parameters and n covari-
ance matrices). Because the covariate-extended model explic-
itly accounts for heterogeneity across studies but assumes one
common covariance matrix, it makes the estimation more par-
simonious than separating the samples (Orme and Howell
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2009, p. 3). Next, we explain how changes in the attributes
and levels affect the interpretability of the results.

Adding and removing attributes over time

We first consider the cases #4, #5, #6, and #7 from Table 2,
i.e., that researchers added or removed some attributes in later
studies. For illustration purposes, we subsequently consider a
product class with two attributes in time #/ and ¢2 as well as a
third attribute, present only in £2. Let all attributes have two
levels, such that only one parameter per attribute is estimated.
Respondent /’s deterministic utility for that product 7 is then:

Vii = Bno + By - Xi1 + Bra - Xio + Gus -x3(h € Hy i € 1,).
(3)
Assuming an expected individual value for the missing

attribute (cases #4 and #6) implies that x; = X;, 3 and that 3, 5
Xp3 is constant across alternatives at time ¢/. Hence, the
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unseen attribute does not affect the choice decision when
using the logit model. Yet, it affects the decisions to buy or
not buy the product, which is captured in the new parametri-
zation of the constant at time 7, i.e., 5;0 = Buo + Bus - Xn3s
resulting into the deterministic utility function for:vy,; = ﬂ;o
+0Bp1 - Xi1 + B2 - Xi2- Thus, we do not need to make explicit
assumptions about the level of x; because the new con-
stant implicitly captures preferences for the unseen
information.

Assuming a null effect for missing attributes (cases
#4, #5, #6, and #7) implies that ﬂhﬁ =0 at time ¢/. The
main difference to the previous assumption is the inter-
pretation of (3, i.e., whether it contains unobserved
information or not. The estimation is the same for both
lines of arguments.

To illustrate the estimation, let Table 3 contain the exem-
plary design matrices X, for the studies in ¢/ and ¢2 for the
example in the previous section. Each row represents an alter-
native shown to respondents, and the columns contain the
effects-coded attribute levels. Since only the study at time 72
showed the third attribute, the column representing the unseen
attribute is zero at time #/.

To account for unseen attributes in sample-based lon-
gitudinal studies, we modified the standard covariate-
extended hierarchical Bayes logit estimator that turned
out to be effective. Assuming a normal distribution for
parameters that are related to zero-columns in the design
matrix (i.e., in our example for (3, ; in ¢/) would add
noise to the estimation. Instead, we set this parameter in
the Metropolis Hastings-step to zero. We also adjusted
the draw of the # -matrix (see the Technical Appendix
in the Web Appendix for details). We applied the two
modifications solely to parameters that relate to a zero
column in the design matrix. In simulations, we found
that the ability to recover parameter values substantially
increased with this change.

Adjusting continuous levels of an attribute over time

In some circumstances, researchers wish to change contin-
uous levels of attributes over time (case #8 in Table 2).
Take the attribute price, which rarely stays constant over
the years. Adjusting it in later studies based on market
prices makes the experiment more realistic. One solution
for handling changes in the continuous levels is to treat the
attribute as two separate attributes: as one newly added
attribute (the new prices) and as one removed attribute
(the previous prices). A more elegant solution may be pos-
sible if the researcher can reasonably assume a linear rela-
tionship of the preferences for the continuous levels.
Scholars have often made this linearity assumption when

dealing with the price attribute (e.g., Papies et al. 2011,
Meyer et al. 2018; Volckner 2008).

Subsequently, for illustration purposes, we consider a
product class with two attributes in ¢/ and 72. The first
attribute is the same in both studies and contains two
(effects-coded) levels x; ;. The second attribute contains
(e.g., four) continuous levels, for which we assume linear-
ity in the corresponding preferences. Furthermore, we as-
sume that all level values in 2 have been shifted by Ax,,
i.e., X200 =Xi2n + Axy. This shift by a constant factor
ensures that we do not modify the attribute range, such that
we can confidently rule out biases, which are commonly
associated with the attribute range effect (Liu et al. 2009;
Ohler et al. 2000; Verlegh et al. 2002).

On the individual layer, the deterministic utility function
vp,; for alternative i can be written as:

Vii = Bro+ Bt X + B - (xiga +w - Axv) (heH; i€l,)
(4)

where f3;,, refers to the individual preferences for the
continuous attribute, and w is a binary indicator that is
1 for observations at time ¢2 and 0 otherwise. On the
upper layer, we write the deterministic utility v;, at time
t as:

Vie = (a0 +w- Aag) + (10 +w- Aay) - xi4

+ (a27,1 +w- Aaz) . (X[,z,;l +w- sz)(iela;te{tl, 2})
(5)

For 71, (i.e., w=0), Eq. (5) shrinks to v;;1 = o, +
X1+ @ Xipg . For 12, we substitute o n = a1 + Aqy
for j € {1;2} and obtain

Vip = (Oéo,n +Aag +anp ‘sz) + a1 X

+ann-xi 4 (i€l ) (6)

Equation (6) outlines two implications on how shifts
by the factor of Ax; affect the results: First, despite the
shift in the level values, the parameter A, still reflects
the change in preferences for the updated continuous
attribute over time. Consequently, its interpretation of
the parameter value is not affected by the shift.
Second, the changes in the level values affect the con-
stant of the deterministic utility function, such that it
must be readjusted. For the study at ¢/, the constant is
aoy1 on the upper layer. For the study at 72, we must
account for the shift by readjusting the constant
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Table 3 X-matrices in case of an

unseen attribute in ¢/ Respondents in ¢/

Respondents in 72

Constant  Attribute 1 Attribute 2 Attribute 3 Constant  Attribute 1~ Attribute 2 Attribute 3

1 1 1 0 1 -1 1 -1

1 1 -1 0 1 1 1 1

1 1

1 -1 1 0 1 -1 -1 1
Attribute selection

according g, = o, + Aag + ay 5 - Axz, but we can
interpret ay,» as if the original values have been used.
Hence, f3,, on the lower layer is also comparable over
time.

Empirical study
Background

We chose electric vehicles for the study context because
they represent an innovative technology that has yet to
penetrate the market. Electric vehicles are an opportuni-
ty to reduce CO2 emissions and offer a promising al-
ternative to vehicles running on gasoline or diesel in the
face of limited oil resources and climate change. The
push for electric vehicle diffusion has been one of the
leading environmental topics for several decades
(Graham-Rowe et al. 2012).

In Germany, which constitutes the focal region of our
studies, the electric vehicle market was only 1.8% of the
total market share in 2019, according to the German
Federal Automotive Office. Like in many other countries,
Germany’s federal government has set an official target of
at least one million registered electric vehicles by 2020. In
2016, the government started a financial incentive pro-
gram that offered 4,000€ for each bought electric vehicle
with a net-list price below 40,000€. In February 2020, the
government increased the financial incentive to 6,000€
and, in June 2020, to 9,000€. Of the 9,000€, the govern-
ment contributes 6,000€, and the manufacturer pays the
remaining 3,000€. Nevertheless, given that there were on-
ly 179,473 newly registered electric vehicles as of
February 2020 (according to the German Federal Office
of Economics and Export Control), the official target will
be missed by the end of 2020. Hence, it is important to
observe and analyze preference development over time to
understand consumers’ perceptions of electric vehicles
and generate reliable estimates of the market potential.
After we discuss the market study results, we will revisit
this case and clarify how the findings support managerial
decision-making.

@ Springer

We started with a literature search (see Table Al in the Web
Appendix), focusing on consumer reports on electric vehicles
as external sources, which resulted in a list of the ten most fre-
quently used attributes. To narrow down the list, we employed
the dual questioning approach proposed by Myers and Alpert
(1968). Thereby, we surveyed 251 respondents in advance of
the empirical study and asked for the perceived importance of
and difference in the proposed attribute levels (c.f. Hinz et al.
2015). Based on this, we included the attributes purchase price,
electricity cost per 100 km, range per charge, charging time, and
motor power. For further information, we refer to the paper of
Hinz et al. (2015), which was published in a prestigious journal.

When discussing electric vehicles with industry experts,
we found that IT-enabled complementary mobility services
can substantially foster user acceptance by offering a unique
driving experience. Few studies have included the availability
of electric charging stations or permissions to use bus lanes
with an electric vehicle (Hackbarth and Madlener 2016). Still,
these attributes are exogenous to manufacturers. Together
with a consultancy agency, we created a list of nine exemplary
complementary services that could provide a unique driving
experience. Using the method of best-worst scaling, case 1
(Louviere et al. 2013), which we included after the dual
questioning task, we ranked these services according to their
importance in stimulating purchases.

The top four services, in order from most to least important,
are: “IT-based parking space and payment”, “intelligent
charging station”, “augmented reality services via head-up
displays”, and “remote diagnostics and update supply”. IT-
based parking systems guide drivers to parking spaces and
enable automatic payment. Intelligent charging stations sim-
plify charging the battery by automatically identifying drivers
and billing the consumed energy. Augmented reality services
project relevant information on the windshield via head-up
display, such as navigation, or nearby charging stations’ prices
and locations. The remote diagnostics and update supply en-
able the remote detection of defects during operation to initiate
the right measures immediately. Moreover, a decentralized
update supply for the software provides a fundamentally dif-
ferent user experience compared to conventional cars, for
which updates are often carried out locally in workshops.
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Even though some of these services might also be available
with conventional cars, they embody the exclusive experience
of using electric vehicles and thus have the potential to raise
their attractiveness.

Study setup

We conducted the study in April 2013, June 2017, and
November 2019." The questionnaire was the same with the
following exceptions: In 2017, we adjusted the level values of
two continuous attributes to reflect changes in the market offer-
ing. In 2019, we randomly assigned respondents to one of three
experimental conditions: (1) either they saw the same survey
from 2017, (2) the study contained an additional attribute, or (3)
the study featured both an additional and removed attribute. In a
fourth experimental condition, we separated all respondents
who participated in 2017 and re-invited them to take the same
survey. Re-inviting respondents from 2013 was not possible
because changes in the database system prevented the market
research firm from matching respondent IDs. According to their
expert opinion, the overlap was at most 10%. We implemented
and executed the questionnaire with the dual response task (for
illustration, see Figure Al in the Web Appendix) using the
online survey platform DISE (Schlereth and Skiera 2012).
Table 4 summarizes the setup of the studies.

In2013 and 2017, we used only the top three of the four IT-
enabled complementary mobility services. In 2017, we
accounted for the fact that, due to technological improve-
ments, range per charge improved substantially compared to
2013, while electric vehicles became slightly more expensive
(case #8 in Table 2). Accordingly, to create realistic products
in our discrete choice experiment, we increased all levels of
range per charge by 150 km and the purchase prices by 5,000
€, thereby keeping the attribute ranges constant. In 2019, we
kept the levels the same, but added the attribute “remote diag-
nostics and update supply” and removed “augmented reality
services via head-up displays” in some versions of the study
(case #5 and #7 in Table 2).

We constructed 14 choice sets using a D-optimal (4-2-2-4-
4-2-2-2) fractional factorial design that was specialized for
measuring main effects (Street and Burgess 2007). We used
this design in all studies, except for the one version with the
additional attribute, which required a different D-optimal (4-2-
2-4-4-2-2-2-2) fractional factorial design (case #3 in Table 2).
Each choice set (illustrated in Figure Al in the Web
Appendix) presented three electric vehicles. After choosing
the preferred electric vehicle, respondents had to answer
whether they would buy the chosen electric vehicle or not.

! For the year 2013, we use the data from Hinz et al. (2015). The studies in
2017 and 2019 are replications of the one in 2013 to demonstrate our approach
and to study the aspects of sample-based longitudinal discrete choice
experiments.

The two types of questions are known as dual response
(Brazell et al. 2006; Schlereth et al. 2018). This variant over-
comes a common disadvantage of including the no-purchase
option in every choice set because we now also observe re-
spondents’ trade-offs between the attributes even in cases
where respondents would rather refrain from buying one of
the presented products.

The questionnaire showed some general information about
electric vehicles and asked respondents about their gender, age,
and income. Afterward, they were asked: “Can you imagine
purchasing an electric vehicle?” Only respondents with a gen-
eral purchase intention for electric vehicles entered the discrete
choice experiment. If they claimed that they could not imagine
purchasing an electric vehicle or chose instead to use one as part
of a car-sharing service, their survey directly ended. We as-
sumed that their willingness-to-pay would be lower than the
lowest purchase price in the experiment. We hired the same
market research firm for all studies to select respondents with
the same demographic criteria to create comparable samples.

Results
General purchase intention

Table 4 summarizes respondents’ general purchase intention
in each study. In 2013, we collected 327 completed question-
naires, and 51.38% of the respondents claimed to have a gen-
eral purchase intention. In 2017, of the 553 respondents,
58.95% entered the discrete choice experiment. In 2019, we
randomly assigned 2,184 respondents to one of the three study
versions, whereby only 40.96% indicated their general pur-
chase intention. This strong decline is consistent across all the
2019 questionnaires (39.40%, 41.32%, and 42.16%).

We can only speculate about the reasons, but the observed
decrease is backed up by the Gartner hype cycle for connected
vehicles from July 2019, in which experts placed electric ve-
hicles at the trough of disillusionment (Ramsey 2019). In
2019, electric vehicles still had a low market share of 1.8%
in the focal country. As more information about the experi-
ence of using electric vehicles became available, their practi-
cal problems also became more apparent. As noted by Jensen
et al. (2014), the purchase intention for electric vehicles de-
creased after the individual trial periods.

We also note the extent to which we succeeded in re-
inviting the 2017 respondents. In 2019, 387 of the 553 respon-
dents from 2017 were still active in the panel, and 305 respon-
dents accepted the invitation (55.15%). Their general pur-
chase intention substantially declined to 40.33 %—a share that
aligns with the percentage of the new respondents in 2019.
The percentage is 63.37% among those respondents who also
indicated a general purchase intention in 2017, and 10.53%
among the others. We conclude that, in a time when electric
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vehicles became more and more available, respondents’ ten-
dency to purchase them decreased more than increased.

We next tested for differences in gender, age, and income.
Using multiple t-tests with a Bonferroni correction, we found
no significant differences for gender in any comparisons (all
p>0.1). Concerning age, the 2019 group of retakers was sig-
nificantly older than they were in 2017 (p < 0.01); while we did
expect this result, we found no significant differences in age
when compared to the three other groups of new respondents in
2019. Further, for income, we did not observe any significant
difference between the 2017 and 2019 retakers (p > 0.1), as well
as between the three groups of new respondents in 2019 (all
p>0.1). Yet the 2019 retakers indicated that they earned sig-
nificantly more (p <0.01) than the other respondents in 2019,
such that among all the tests, the only one that could indicate a
problem of the sample’s representativeness is the significant
income difference between 2017 and 2019. It could also indi-
cate some changes over time in the general population. In the
Web Appendix, we provide robustness tests, which rule out that
the differences in income systematically biased our results.

Model comparison

We assumed a linear relationship for the purchase price and
range per charge (c.f., Table Al in the Web Appendix). We
estimated purchase price per 10,000€ and range per charge per
100 km to ensure that all X-matrix values vary with a similar
magnitude and that prior distributions are consistent across
parameters. In total, we ran 7,000 iterations, of which we used
the last 2,000 iterations to estimate the posterior. We visually
assessed the convergence of the posterior in the burn-in phase
using trace plots of the likelihood function.

We compared the log-marginal density (LMD) of the
covariate-extended hierarchical Bayes model against the sepa-
rate estimation and the generic model. The estimation that used
most of the parameters on the upper layer, i.e., the separate
estimation with 475 parameters (=5-11 + 1-12 parameters plus
S5.(11#(11 + 1)/2) + 12*(12 + 1)/2 for the six covariance matri-
ces), performed best concerning internal validity (LMD of -
16,297, see Table A2 in the Web Appendix). It is followed
by the model with the second most parameters, i.c., the
covariate-extended model (145 parameters; LMD of -16,410)
and the model with the least number of parameters, i.e., the
generic one (90 parameters; LMD of -16,676) performs worst.

Yet an improvement in fitting the choices that were used
for the estimation does not necessarily equal a better model.
Overfitting can occur if these parameters do not improve the
fit to the choices held out for validation (Ellickson et al. 2019;
Orme and Howell 2009). For the two holdouts, the covariate-
extended model (-4765) edges out the separate (-5953) and
generic (-4940) models. The separate estimation performs
worst, such that the improved internal model fit does not
translate into better predictions. To assess the size of the

differences, we adapted a test from Ellickson et al. (2019),
which entails leaving out 100 respondents and predicting the
mean absolute differences of their observed choice shares.
Even though the covariate-extended model is best here, the
differences are rather small (between 6.73% and 6.87%).
Orme and Howell (2009, p. 19) wrote that predictions are
not the main reason for using covariate models, but they “allow
us to test more formally [...] the differences between segments
and the part-worth.” And indeed, we can see the main advan-
tage of using the covariate-extended model, as this modeling
approach best aligns with the goals of a sample-based longitu-
dinal study. These goals are to link multiple studies within one
estimation (which the separate estimation cannot do) and to
explicitly capture differences in preferences across samples
(which the generic model cannot do). Besides, it enables re-
searchers to formally test whether changes in preferences across
samples are substantial or merely noise: We simply inspect the
signs of the posterior draws for each parameter in the -matrix
(Orme and Howell, 2009). The matrix contains the upper
layer’s changes in preferences relative to a reference study
(Eq. 2); hence, when >95% or< 5% of draws are positive,
these covariate weights are significantly different from zero,
at or better than the 90% confidence level (two-sided test).
We will subsequently demonstrate the value of such a test.

Changes in preferences

In Table 5, we report the results of the covariate-extended
model. All signs and magnitudes are consistent and reason-
able, indicating high face validity. Table 5 also reports the
percentage of positive and negative draws with the 2017 study
as a reference, when the general purchase interest in electric
vehicles peaked. For example, when comparing the 2013
study results to the ones of 2017, the preferences that largely
changed related to the electric vehicle-specific attributes, but
not to the complementary mobility services. Respondents in
2013 were more price-sensitive, with a greater emphasis on
charging time (the “1 h” attribute level had a positive change
and “4 h” a negative one) and less emphasis on motor power
(the less-preferred 40KW had a positive change and the more-
preferred 8OKW had a negative one).

Table 5 demonstrates the benefit of inspecting the signs of
the posterior draws of the O-matrix: A pragmatic approach
would have been to compare the absolute or relative differ-
ences in parameter values between two samples. However, in
Table 5, we observe that large differences do not automatical-
ly imply that the two samples differ in preferences. For in-
stance, a rather large difference has the constant between 2017
and the 2019 retakers (i.e., 0.65 =-1.34 — (-1.99)), and a rather
small difference has the attribute intelligent charging station
(i.e.,, 0.10=0.63 — 0.53). Yet, the 0 draws only statistically
support that the preferences for the complementary mobility
service “intelligent charging stations” decreased; there was no
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Table 5 Average parameter values based on covariate-extended model
2013 2017 2019 1 same 2019 2 add 2019 3 add remove 2019 4 retakers
(reference)
Attributes Attribute Parameter Change Parameter Parameter Change Parameter Change Parameter Change Parameter Change
level values values values values values values
Constant -1.35 -1.99 -1.54 -1.20 + -1.01 ++ -1.34
Range per charge Per 100 km 0.71 0.70 0.60 0.63 0.62 0.69
Purchase price per 10,000 -1.18 - -0.94 -1.10 -1.18 -- -1.15 -- -1.15
€
Charging time lh 0.29 ++ 0.14 0.24 0.26 ++ 0.28 +++ 0.28 ++
4 h -0.29 -- -0.14 -0.24 -0.26 -- -0.28 --- -0.28 -
Electricity cost 1€ 1.07 0.99 0.96 0.93 1.04 0.90
per 100 km 3€ 0.48 ++ 0.34 0.53 +++ 0.44 + 0.42 + 0.45
5¢€ -0.30 -0.32 -0.43 - -0.27 -0.38 -0.33
7€ -1.25 -- -1.02 -1.06 -1.10 -1.08 -1.02
Motor power 40 kW -0.41 + -0.52 -0.43 -0.25 +++ -0.38 +++ -0.42
80 kW 0.41 - 0.52 0.43 0.25 --- 0.38 --- 0.42
IT-based parking Supported  0.42 0.50 0.40 -- 0.29 --- 0.36 --- 0.44
space and Not -0.42 -0.50 -0.40 ++ -0.29 +++ -0.36 +++ -0.44
payment support-
ed
Intelligent Supported  0.58 0.53 0.53 0.32 --- 047 0.63 +
charging Not -0.58 -0.53 -0.53 -0.32 +++ -0.47 -0.63 -
station support-
ed
Augmented Supported  0.20 0.22 0.22 0.24 0.15 -
reality services Not -0.20 -0.22 -0.22 -0.24 -0.15 +
via head-up support-
displays ed
Remote Supported 0.21 +++ 0.26 +++
diagnostics Not -0.21 --- -0.26 -
and update support-
supply ed
Posterior assessment of change in parameters in comparison to 2017 study: +: >90%; + +:>95%;+ + +:>99%; -: < 10%; - -: < 5%; - - -: < 1% positive
A draws

statistical support for a change of the constant. Hence, looking
only at the value of parameters (as with the separate estima-
tion) might provide misleading insights Table 5.

Fig. 1 compares and graphically displays the average attri-
bute importance weights (Louviere and Islam 2008) over time.
Economic considerations (i.e., electricity costs and purchase
price) dominated choice decisions. This is particularly inter-
esting because electricity costs, which were the most impor-
tant attribute throughout the three studies, are rather neglected
in communication about electric vehicles. Range per charge
came in third: It gained importance in 2017, but lost some in
2019. Obviously, it was initially important to be able to over-
come a certain range, which was still too small in 2013.
Considering that we have adjusted the range per charge be-
tween 2013 and 2017, the benefit of the longer range de-
creases after 2017 as the market-observed ranges increase fur-
ther. Overall, the importance weights for the attributes
remained mostly stable for over six years. There were some
position changes, but rarely by more than one rank.

Adding and removing an attribute
Next, we examine how the inclusion of the ninth attribute

affected preferences for the other attributes. Thereby, we used
only the experimental conditions of the 2019 study and reran
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the estimation, using 2019 [ same as a reference. Table A3
in the Web Appendix contains the posterior mean for each
study, together with a test on the percentage of positive and
negative 0 draws indicating whether differences are substan-
tial or mere noise.

We observe that the fourth complementary mobility service
(2019 2 add vs. 2019 1 _same) proportionally drew its im-
portance weight mostly from the four lower-ranked attributes,
i.e., the other three complementary mobility services and mo-
tor power. All other attributes are unaffected. This may be
because the new variable itself is one of the lower-ranked
attributes. When the fourth complementary mobility service
replaced the head-up display attribute (2079 3 add remove
vs. 2019 1 same), the other importance weights did not
change on a significant level.

Preferences of retakers vs. new sample of
respondents

Using Table 5 and Table A3 (in the Web Appendix), we
compare the preferences of the retakers (2019 4 retakers)
against their preferences in 2017 and the new sample of re-
spondents (2019 1 _same). In comparison to 2017, the attri-
bute “charging time” is the one that changed on a substantial
level by gaining importance. There were also some changes
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[19.37%; 21.72%]

[20.70%; 23.18%] [21.45%; 24.21%] [21.08%; 23.64%] [18.35%; 21.88%]

Motor power

[9.29%; 11.90%] [10.78%; 12.94%]

purchase price 18.50% 17.07% 18.46% 18.77% 19.65% 20.27%
P [16.53%;20.47%] [15.54%; 18.51%] [16.89%; 20.03%] [17.35%; 20.19%] [18.02%; 21.29%] [17.84%; 22.69%]

— A = Range per charge 17.39% 18.34% 16.13% 16.64% 16.71% 17.40%
= 9e P 9 [15.75%;19.08%] [16.94%; 19.74%] [14.79%; 17.47%] [15.24%; 18.04%] [15.44%; 17.98%] [15.21%; 19.58%]

) ; ) 11.63% 11.32% 11.58% 8.09% 10.14% 12.94%
=== Intelligent charging station [10.51%;12.75%] [10.50%; 12.14%] [10.76%; 12.40%] [7.33%; 8.84%] [9.39%; 10.90%] [11.52%; 14.37%)]

10.60% 11.86% 11.00% 8.79% 10.30% 10.04%

.79%
[9.95%; 12.05%] [7.87%; 9.70%] [9.39%; 10.90%] [8.59%; 11.50%]

9.00% 10.54%

IT-based parking space and payment [8.05%; 9.95%] [9.87%; 11.20%]

9.39% 7.04% 8.44% 9.11%
[8.75%; 10.03%] 6.51%; 7.58%] [7.88%; 8.99%) 8.24%; 9.98%)

- 5.80% 5.36%
el Charging time (5.14%; 6.45%)] [4.84%; 5.87%)

6.0 . . .
5.52%; 6.56%] 6.76%; 8.24%) [5.90%; 7.05%)] 5.68%; 7.14%)

4 ¢ ¢ Augmented reality services via head-up 3.89% 4.97%
displays [3.40%; 4.38%] [4.60%; 5.33%)

5.46% 5.56% 3.72%
[5.06%; 5.86%] [5.18%; 5.94%] [3.14%; 4.29%]

Remote diagnostics and update supply

o 9,

83% .93%
[4.59%; 5.07%] [5.71%; 6.14%)

Note: Lower and upper bound of 95% confidence intervals in [brackets,

Summary of the Key Findings:
= Importance weights remain mostly stable over six years

- Economic considerations (electricity cost, p price) di choice decisi:

; Range per charge ranked third

= The most important attribute is electricity costs, which is rarely mentioned in the communication of an electric vehicle

= Additional attribute does not draw importance from the higher-ranked attributes, but mainly from the lower-ranked attributes
Retakers: higher purchase price sensitivity but lower for electricity costs in 2019 compared to 2017

Fig. 1 Average importance weights and key findings

for the complementary mobility services “intelligent charging
station” and “augmented reality services via head-up dis-
plays”; however, we consider these changes as minor because
the former one slightly gained in importance and the latter lost
some. When comparing the sample of retakers against the
same study with completely new respondents (2019 1 same),
we detected nearly no differences in the attribute parameters.

Overall, we conclude that it is valuable—if possible—to
invite the same respondents again. There is great value in
the potential to modify certain aspects in the selected list of
attributes and levels, as proposed by the sample-based longi-
tudinal discrete choice experiment. However, if it is not pos-
sible, then entirely new respondents provided similar insights
in our study.

Changes in purchase probabilities

In the last column of Table 6, we report the share of purchase
decisions. Whereas the general purchase intention decreased
from 2017 to 2019, the share of purchase decisions increased
monotonously among those respondents with a general pur-
chase intention.

The subsequent counterfactual simulation combines the
joint effect of the two trends. We created a stylized scenario,
in which we report the purchase probabilities for a “status
quo” scenario. We derived this scenario by analyzing a basic
electric vehicle offer (here: range per charge of 250 km; charg-
ing time of four hours; motor power of 40 kW; purchase price

0f 40,000€; electricity cost per 100 km of 5€, and no comple-
mentary mobility services) and then alternately varied several
attribute levels one by one. We summarize the results in
Table 6.2 For each scenario, we averaged the individual pur-
chase probability by employing the second term in Equation
(A1) (c.f., Technical Appendix in the Web Appendix) and
then multiplied this probability by the average purchase inten-
tion of the respective year. For better readability, we combined
the three versions in 2019.

In all scenarios, purchase probabilities increased from 2013
to 2017, but decreased in 2019. In 2013, only 4.60% of re-
spondents would buy the status quo product, compared to
7.21% in 2017 and 4.38% in 2019. Considering the 4,000€
governmental incentive in 2016, we observed a purchase
probability of 4.68% in 2019, but 5.23% when the subsidy
increased further to 9,000€ in June 2020. The additional 5,000
€ subsidy increases the probability of buying an electric vehi-
cle by + 0.55% or, in absolute figures, by 19,855 electric ve-
hicles (i.e., 0.55% - 3.61 million newly registered vehicles in
Germany in 2019, according to Statista).

2 We replicate the counterfactual simulation for the separate and generic esti-
mation. The market shares of the generic estimation are close to the ones of
Table 6 with a mean absolute difference in the percentages of .39% (std.dev.
.18%). For the separate estimation, the percentage differences between each
simulated condition are similar in size compared to the ones of Table 6.
However, the overall market shares discriminate more between samples: the
separate 2017 shares are on average .78% (std.dev. .79%) higher and the other
market shares are 1.57% (.47%) lower.
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Comparing the predictions of the counterfactual between
the new 2019 samples and the retakers, we also observed only
minor differences. These results further suggest that surveying
a new sample vs. asking respondents from previous studies
provides comparable insights.

Model-based managerial decision

Finally, we used the 2019 estimates to present an illustrative
optimization problem for automobile manufacturers. Since
June 2020, the government supports the purchase of an elec-
tric vehicle with a discount of 9,000€. This discount comprises
a 6,000€ federal subsidy and an obliged manufacturer’s share
of 3,000€. The market simulation in Table 6 assumed that the
car manufacturer passes on the whole discount directly to the
consumer. A more realistic view is that the manufacturer
would have offered a voluntary discount, even without the
governmental program, and thus must decide on how much
of the 9,000€ it should pass on to its customers to maximize
profits. This maximization problem is also relevant beyond
the context of electric vehicles. Essentially, the 6,000€ federal
subsidy represents a reduction of the manufacturer’s variable

discount, although the exact amount is not known and varies
between manufacturers. Thus, we distinguished three pricing
strategies in order to determine the effects of a subsidy. We
considered a manufacturer who, with a previous discount of
11,000€, has already granted a discount of more than 9,000€
before the government subsidy. As a second pricing strategy,
we assumed a previous discount of less than 9,000€ (i.e.,
7,000€). Finally, we also considered a manufacturer that does
not offer a discount at all.

Assuming a manufacturer’s margin m, the variable costs
Cyer Without governmental support are ¢,,.=p * (I —m). The
new regulations of the federal government reduce the variable
costs by 6,000€, such that ¢, =p” - (I —m) — 6000€, where
p x is the new purchase price corresponding to the new dis-
count d". Let customer /’s purchase probability equals (c.f.,

Equation (A.1)): Pr; (p) = %. For better readability,

we omitted the index i for an electric vehicle. The maximiza-
tion problem is:

*

maxw(d) =(I—d)-(I—c

var)

* *

costs. The underlying general decision problem is: What per- : Z [P rp =1—d )] (7)
centage should a manufacturer pass on, in case the variable hett
costs decrease?

We assumed a list price / and an average discount d, which
would have been offered without an incentive program, such  d~ > 9000€ (8)
that the actual purchase price p is p =/ —d. Since manufac-
turers vary in their discounts, we examined the optimal
decision-making of a car manufacturer under different pricing d > d 9)
strategies. While Tesla, for example, communicates a zero-
discount strategy, other manufacturers usually grant a certain
Table 6 Counterfactual simulations on purchase probabilities

Status Quo 40,000€ 40,000€ 5€ per 100 km 250 km IT-based parking
—36,000€ —31,000€ —3€ per 100 km range space and payment
(government’s financial (government’s financial —325 km
incentive 2016) incentive 2020) range

2013 4.60% 5.04% 5.89% 5.76% 5.29% 5.96%
2017 7.21% 7.51% 8.12% 8.13% 8.30% 9.25%
2019 4.38% 4.68% 5.23% 5.39% 5.02% 5.28%
(average across

the 3 versions)
2019_retakers 3.87% 4.35% 5.09% 4.57% 4.61% 527%

Intelligent Augmented reality services ~ Remote diagnostics and With top two Share of Purchase Decisions
charging via head-up displays update supply mobility
station services

2013 6.37% 5.25% 4.60% 8.07% 42.64%
2017 9.29% 8.30% 7.21% 11.47% 45.33%
2019 5.57% 4.80% 4.88% 6.67% 46.03%
(average across

the 3 versions)
2019_retakers 5.77% 4.67% 3.87% 7.51% 45.88%

Status Quo: range per charge: 250 km; charging time: four hours; motor power: 40 kW; purchase price: 40,000€; electricity cost per 100 km: 5€, no

complementary mobility services
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The decision variable in the model (7)-(9) is the new dis-
count d". The objective function (7) maximizes the profit 7 of
an electric vehicle manufacturer. The constraint in (8) ensures
that at least 9,000€ will be passed on to customers, and (9)
ensures that the manufacturer offers at least the discount it
would have offered, even without governmental support.

Besides the pricing strategy (i.e., the discount), we also
vary the margins in two levels (5% and 20%). Thus, we ex-
amine the maximization problem for a total of six settings. For
this analysis, we map the characteristics of one of the best-
selling electric vehicles in Germany in 2019 (according to
Statista) to the corresponding attribute levels of our study
design (List price: 35,900€; range per charge: 300 km, charg-
ing time: 1 h; motor power: 80 kW; electricity cost per
100 km: 7€, none of the complementary mobility services).
In Table 7, we report the results for the (3 - 2 =) six settings.

The model recommends the minimum discount in all set-
tings, determined by the constraints (2) and (3). Thus, manu-
facturers with previous discounts lower than 9,000€ (e.g.,
7,000€ or no discount at all) should now offer a discount of
9,000€, and manufacturers with a previous discount greater
than 9,000€ should stick to their previous discount (i.e.,
11,000€). The pricing policy of the manufacturer determines
how much it benefits from the governmental incentive pro-
gram. Manufacturers, who charged list price without a dis-
count before the program, face a decrease in their margin or
even losses. Their rationale for taking part in such a program is
probably rather due to reasons of competitiveness. Those with
originally large discounts benefit from the federal subsidy.
The larger the original margin, the more they benefit.

The results indicate that the purchase probability does not
increase sufficiently if manufacturers partly pass on the feder-
al subsidy. This observation implies that the price sensitivity is
too low (respectively, the parameter for the purchase price is
too close to zero). The electric vehicle’s features and the con-
sumers’ general attitudes toward buying one mainly drive the
decision to buy an electric vehicle—the price is less of an

issue, thereby indicating a price-inelastic demand. To com-
pensate for a passed-on discount of 1,000€, the average pur-
chase probabilities would have to change by at least 1.81% to
increase the manufacturer’s profits (see the last column in
Table 7).

Although the results of our longitudinal study indicate an
increase in the price sensitivity between 2017 and 2019 (see
Table 5), a sufficient increase in purchase probabilities is cur-
rently out of reach. From today's perspective, the governmen-
tal incentive program encourages consumers to buy the elec-
tric vehicle before the program runs out, but it is barely able to
stimulate additional purchases. Nevertheless, it is important to
observe whether changes will occur to the price sensitivity in
the near future.

Conclusion

Methodological contribution and contribution to
theory

Discrete choice experiments are well known, but they are
rarely used to study preferences over time. In this research,
we proposed a sample-based longitudinal discrete choice ex-
periment, together with the covariate-extended hierarchical
Bayes logit estimator, to track changes in preference over time
using different samples of respondents. We also structured all
elements that can change from a respondent’s and the re-
searcher’s perspective in order to guide researchers in their
modeling. Hence, the sample-based longitudinal discrete
choice experimental approach can be easily transferred to oth-
er research topics.

When examining the performance of the covariate-
extended model, we found that its utility is motivated more
by theoretical arguments and its statistical testing ability than
by its potential gains in internal and predictive validity (in line
with Orme and Howell 2009; Sentis and Geller 2010). We

Table 7 Optimal discount strategy for manufacturers with new governmental program
Purchase price p Discount d Margin  Original Optimal Optimal ~Change in New Required change in purchase
without without per average new discount average margin per probability to compensate for
governmental governmental electric  purchase purchase d purchase electric passing on an additional 1,000€
support support vehicle  probability price p* probability vehicle
Pr(p)
24,900€ 11,000€ 5% 18.05% 24,900€ 11,000€  +0% 29.10% +2.89%
24,900€ 11,000€ 20% 18.05% 24,900€ 11,000€  +0% 44.10% +1.81%
28,900€ 7,000€ 5% 16.10% 26,900€ 9,000€  +0.93% 20.24% +3.83%
28,900€ 7,000€ 20% 16.10% 26,900€ 9,000€  +0.93% 36.36% +1.94%
35,900€ 0€ 5% 13.62% 26,900€ 9,000€  +3.41% -4.48% not applicable
35,900€ 0€ 20% 13.62% 26,900€ 9,000€  +3.41% 15.54% +5.35%
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consider its testing ability to be the core benefit because it
answers a range of questions that researchers typically have
when conducting longitudinal studies. One of these questions
is whether it is appropriate to survey different samples of
respondents. Here, we statistically observed that upper layer
preferences do not differ for the new sample relative to the
respondents from previous studies. While we cannot general-
ize from this single study, this finding suggests that
interviewing new participants is viable. At the same time,
we demonstrated the need to ask different respondents in later
studies: After 2.5 years, only 55.15% of the respondents from
2017 responded to our survey invitation in 2019. Without our
approach, it would have been necessary to gather large, costly
sample sizes at the beginning of the studies to guarantee an
appropriate sample size for later studies. Our approach relaxes
this requirement. Thus, it reduces the expenses for conducting
longitudinal studies and even allows researchers to expand
sample sizes in later studies—for example, to experimentally
test for different attribute specifications, as we did in the 2019
study.

Concerning the testing ability of the covariate-extended
model, we showed that statistically testing for differences is
necessary; looking only at absolute or relative changes in pa-
rameter values can be misleading in detecting significant
changes. Thereby, our approach can be more general than
comparing groups of respondents over time: It enables a
new level of flexibility in analyzing multiple studies that only
partially overlap. For example, a globally operating company
has data sets available at not only several points in time, but
also for different groups (e.g., different market regions like
U.S. vs. European car buyers) that the management would
like to combine and evaluate. For these groups, different attri-
butes or attribute characteristics are conceivable depending on
the country, and researchers can now account for them sepa-
rately in our proposed model.

Moreover, adding and changing attributes enables re-
searchers to react to future changes in the market. There are
manifold reasons why the ability to change attributes may be
beneficial to a longitudinal study (c.f., Table 2). For example,
the importance of some attributes may not be recognized until
later, or new technology features arise after the longitudinal
study begins. We explicitly considered this prospect in our
modeling and provided a theoretical base, with explicit assump-
tions, about how respondents of earlier studies take unseen
information into account. We also help explain changes in the
continuous levels of attributes by outlining that they mostly
affect the constant, but not the parameter related to the changed
attribute. Concerning adding attributes, we experimentally
demonstrated that their percentage in importance weights were
not drawn proportionally from all other attributes; rather, some
of the attributes were unaffected. Having knowledge about
which attributes are affected can support product managers in
their decision-making and communication.
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A final finding relates to the evolution of preferences for
innovations. As one of the very few who have conducted a
longitudinal study over a longer period of time, we show that
preferences do not necessarily evolve monotonously.
Accordingly, forecasting models that extrapolate the develop-
ment of preferences into the future are rather difficult.
Longitudinal studies are all the more suitable for this purpose.

Managerial contribution

Let us return to the previously mentioned manufacturer
ACME, which might use these analyses and the correspond-
ing information for future management decisions. Based on
the first two studies in 2013 and 2017, ACME might have
made larger investments since 2017, as the curve showed a
strong growth trend promising a constant and rapid break-
through of the technology. However, since we observed an
inverted U-shaped curve with a peak in 2017 as the overall
effect over the entire period, these investments would not have
paid off to the extent hoped for so far. The sales market for
electric cars has continued to grow, but not to the extent that
firms expected. With the third major study in 2019, the man-
ufacturer would gain more up-to-date information about the
market and adjust its marketing measures accordingly.
According to the Gartner hype cycle, innovation diffusion
can fluctuate in the pre-mass market phase, which is why
not all investments should be discontinued. It may be that
the breakthrough to the plateau of productivity is imminent.
Notably, the preferences for the different attributes
remained largely constant. Price sensitivity was relatively
low, although electricity costs and purchase price were the
most important attributes. From this, we can deduce that man-
ufacturers should more directly communicate information
about electricity costs, as these are consistently among the
most important attributes. The low price sensitivity suggests
that the purchase price is not that important: People either
have strong preferences toward owning an electric vehicle or
continuing to drive a conventional fuel-based vehicle. A po-
tential reason for this is that the media excessively covers the
problems of electric vehicles. For example, people might hear
about the low number of charging stations in Germany, or that
small accidents can damage the battery—the car’s main
value—and lead to a total loss relatively quickly. Moreover,
prospective buyers were concerned about batteries setting fire
to the entire electric vehicle or the garage in the house and that
the monetary advantage of an electric vehicle may be lost
when charging at commercially operated charging stations.
Finally, critical reports question the environmental friendli-
ness of electric vehicles, e.g., if the electricity is generated in
coal-fired power plants. In sum, researchers can use sample-
based longitudinal studies to analyze the overall perception of
an innovation within the population and, above all, test
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possible solutions that will achieve acceptance among end
customers.

Limitations

Like any research, our study features some limitations. First,
we only studied one product in our longitudinal study. We
encourage future studies to examine other products over a
longer time to observe possible similarities or differences in
terms of product development or market penetration. By in-
cluding different product categories or product lifecycles, fu-
ture studies could address cases #4 and #6 (Table 2), which we
left out empirically.

Second, the available options were characterized solely by
their attribute levels. The preference and purchase decisions
were, therefore, hypothetical. This is exacerbated by the fact
that the market penetration of electric vehicles in the focal
country is still very low, so our respondents may have felt a
lack of experience with the product under consideration.

Third, in using a D-efficient design, we only measured the
main effects and could not observe interaction effects. This
limitation probably applies to almost all discrete choice exper-
iments. Some authors have proposed designs that can also
handle a selected set of attribute-interaction effects (e.g., Yu
et al. 2006). However, we are not aware of any research that
applies them in an empirical setting, as they require a substan-
tially higher number of choice sets—a situation we wanted to
avoid for our study. Follow-up studies could conceivably ad-
dress this limitation.

Finally, our study results suggest that surveying the
same respondents over time provides similar insights com-
pared to questioning a new sample of respondents. Future
research could challenge the boundary conditions and the
generalizability of this finding. Research on biases, such
as the mere exposure effect (e.g., Zajonc 1968), could
serve as a suitable starting point together with dynamic
models that allow for individual-level heterogeneity around
an aggregated trend (e.g., Liechty et al. 2005). Another
boundary condition is the number of changed attributes
and levels, i.e., how much change is possible to guarantee
a certain level of temporal stability and structural reliabil-
ity of the results.
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