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Zusammenfassung

In dieser Arbeit wird die Entwicklung und das Prinzip einer neuartigen Design-
methode fiir supraleitende CH-Kavitédten beschrieben, welche auf einem modularen
Kavitatendesign basiert. Bei dieser Methode fiir das Design von Kavitdten wer-
den dabei zahlreiche Komponenten der einzelnen CH-Kavitéten eines supraleitenden
Linearbeschleunigers trotz der sich &ndernden Spaltmittenabstinde und den damit
einhergehenden sich dndernden Radien der Kavitdten mit denselben geometrischen
Dimensionen designt und gefertigt und nachtréglich an die jeweiligen geometrischen
Randbedingungen der zu betrachtenden CH-Kavitét angepasst. Dieser Ansatz di-
ent dabei dazu die ansonsten fiir einen gesamten Linearbeschleuniger zeitaufwendige
und kostenintensive Designphase und Fertigung deutlich zu vereinfachen und somit
sowohl Kosten als auch Zeit zu sparen, da CH-Kavitiaten, die auf diesem modularen
Kavitatendesign basieren, in Massenproduktion gefertigt werden kénnen. Als Aus-
gangspunkt fiir die Entwicklung dieser Designmethode dienten die supraleitenden,
216,816 MHz CH-Kavitaten CH3 bis CH11 des Helmholtz Linear Accelerator (kurz
HELIAC), welcher sich an dem GSI Helmholtzzentrum fiir Schwerionenforschung in
Darmstadt aktuell im Aufbau befindet. Dieser neuartige Beschleuniger soll dabei
Schwerionen mit einem Masse-zu-Ladung Verhaltnis von bis zu 6 bei einem sehr
hohen Tastverhéltnis bis zum CW-Betrieb beschleunigen. Dabei wird er durch den
Hochladungsinjektor (HLI) mit einer Eingangsenergie von 1,4 MeV /u gespeist und
beschleunigt den Teilchenstrahl auf eine variable Ausgangsenergie von 3,5MeV/u
bis 7,3 MeV /u. Der Hauptfokus der Experimente, die durch den HELIAC mit Ionen
versorgt werden, liegt dabei auf der Synthese neuer, superschwerer Elemente (SHE).
Fiir die Entwicklung des modularen Kavititendesigns wurde das bereits erfolgreich
umgesetzte und gefertigte Design der beiden baugleichen supraleitenden CH-Kavitéa-
ten des HELIAC CH1 und CH2 analysiert und nach Riicksprache mit dem Her-
steller dieser beiden Kavititen die modularen Komponenten ausgewéhlt. So wurde
entschieden aus diesem erfolgreichen Design die Deckel, die Spokes, die Flansche,
die Heliumtanks, sowie die statischen Tuner als auch die dynamischen Balgtuner zu
entnehmen und sie mit einem Einheitsdesign zu entwerfen. Die Auslegung dieser
Komponenten unterlief dabei unterschiedliche Designprozesse. Zunéachst wurde be-
gonnen die Kavitdt mit dem geringsten Spaltmittenabstand, CH3, zu entwerfen.
Hierbei wurde besondere Aufmerksamkeit der Optimierung hinsichtlich der Druck-
sensitivitat der Kavitat gewidmet und sowohl die Spokes als auch die Deckel so
ausgelegt, dass die Kavitat moglichst stabil gegentiber auleren Druckschwankungen
ist. So wurde an den Spokes sowohl die Dimension des Spokefufles als auch die des
geraden Spokestiickes nahe der Strahlachse angepasst und bei den Deckeln der Ra-
dius der konischen Vertiefung. Dabei wurden diese Bauteile direkt so entworfen, dass
sie zu Beginn der Auslegung der Kavitat eine deutlich groflere Dimension aufweisen,
als beno6tigt, um sie auf die im Radius wachsenden, spéteren Kavitdten anpassen zu
konnen. Auf die Deckel wurden dann die sich bei CH1 und CH2 niitzlich erwiese-
nen Spiilflansche fiir die HPR (high pressure rinsing zu deutsch Hochdrucksptilung)
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abseits der Strahlachse und die Ablaufflansche fir die BCP (Buffered Chemical Pol-
ishing) angebracht. Dabei sind jeweils zwei Spiilflansche pro Deckel vorhanden, so
dass zuséatzlich zur Strahlachse alle vier Quadranten der Kavitit gespiilt werden
kénnen.

Das Design der dynamischen Balgtuner, welches als Teil des modularen Kavitaten-
design entworfen wurde, wurde im Vergleich zu dem Design der dynamischen Bal-
gtuner in CH1 und CH2 stark angepasst. So wurde der Radius des Balgtuners soweit
vergofert, dass ein Auslagern nach auflen hin der Balglamellen nicht mehr notig
ist. Dies ist durch den vergréflerten Spaltmittenabstand und somit den grofleren
Abstand zwischen den Spokes moglich. Der Radius der Lamellen und damit des
Tuners wurde dabei so gewéhlt, dass eine Auslenkung von +1 mm bei drei Lamellen
durch eine wirkende Kraft von circa £300 N bewirkt wird. Dabei darf der innere von
Mises Stress oy, von Mises den kritischen Wert von Niob im kalten Zustand, aus dem
die gesamte Kavitéat gefertigt wird, von oy, von Mises, yield, Nb cold = 0,49 GPa nicht iiber-
schreiten. Das im Rahmen dieser Arbeit entworfene dynamische Balgtunerdesign des
modularen Kavitdtendesigns erfiillt diese Randbedingungen bei einem inneren Stress
VON Oy, von Mises =~ 0,24 GPa, sodass es fiir den spéteren Betrieb geeignet ist. Zudem
wurde die Rundung des Tunerkopfes weiter vergrofiert, um die die Supraleitung lim-
itierenden, elektrischen Spitzenfelder am Tunerkopf weiter zu reduzieren und somit
die Performanz der Kavitit zu steigern. In Abb. I ist stellvertretend fiir alle Kav-
itdten CH4 in einem Dreiviertelschnitt gezeigt.

Abb. | Stellvertretend fiir alle Kavitdten: CH4 des HELIAC ohne angebrachten Helium-
tank. Zu sehen sind die konischen Deckel, die geraden Spokes und sowohl die dynamischen
Balgtuner als auch die statischen Tuner.
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Zuletzt wurden verschiedene Moglichkeiten betrachtet den die Kavitat umgeben-
den Heliumtank modular fiir alle Kavitat zu entwerfen. Die auftretende Prob-
lematik dabei ist, dass durch den wachsenden Spaltmittenabstand der Kavitdten
auch der Radius anwéchst, um die Zielresonanzfrequenz des HELIAC zu erreichen,
wodurch bei einem wachsenden Kavitdtenradius aber konstant bleibendem Helium-
tankradius die Menge an fliisssigem Helium als Kiihlmittel der Kavitdten, um die
Supraleitung aufrecht zu erhalten, signifikant abnimmt. Zudem begrenzt der Ra-
dius der bereits vorhanden Kryostaten den maximalen Radius der Heliumtanks.
Nach Absprache mit den spéateren Operatoren des HELIAC wurde beschlossen, den
durch die Kryosta-ten begrenzten maximal méglichen Radius der Heliumtanks auf
320 mm zu setzen und die Flansche in ihm zu versenken. Dies ergibt fiir die grofite
Kavitdat CH11 ein Heliumreservoir von circa 801, was nach der Aussage der Oper-
atoren ausreichend sein sollte. Nachdem alle benotigten Bauteile des modularen
Kavitatendesigns fertig entworfen waren, wurde die benotigten Dimensionen wie die
Spaltmittenabstande und die Spaltenanzahl aus der vorliegenden Strahldynamik
entnommen und die Kavitdten modular aufgebaut.

Nachdem alle neun Kavitdten modular entworfen worden waren, wurden sie auf
ihre Tauglichkeit untersucht. So waren die Anforderungen des HELIAC Projekts
an die neuen Kavitaten, dass sie ausreichend stabil gegeniiber mechanischer Ver-
formung durch Druckschwankungen und Evakuieren des Innenraumes sind, ein Fre-
quenztuningbereich durch die dynamischen Balgtuner von circa 150 kHz abgedeckt
ist und nach einer Oberflichenbehandlung (BCP) von 200 ym ein Puffer bis zur
eigentlichen Zielfrequenz von ungefahr 250 kHz bestehen bleibt. So wurde zunéchst
die Drucksensitivtat aller neun Kavitaten durch Simulationen mit CST Studio Suite
untersucht und festgestellt, dass mit einer maximalen Drucksensitivitat von Af/Ap
= 10,8 Hz/mbar trotz des modularen Aufbaus die Kavitiaten ausreichend stabil
gegeniiber Druckidnderung sind. Zudem konnten die Kavitaten so ausgelegt wer-
den, dass alle Kavitdten nach der gewiinschten Behandlung mit BCP den Puffer
von ungefihr 250 kHz zur Zielfrequenz von 216,816 MHz erreichen. Dies bestéatigt
die Tauglichkeit sowohl aller neun Kavitaten fiir den spateren Bau und Betrieb als
auch das modulare Kavitatendesign an sich als eine geeignete Designmethode fiir
supraleitende CH-Kavitaten fiir die Massenproduktion eines gesamten supraleiten-
den Linearbeschleunigers.

Der letzte Schritt in der Designphase der Kavititen war die Optimierung jeder
einzelnen Kavitat hinsichtlich der Reduzierung der elektrischen und magnetischen
Spitzenfelder. Da durch den modularen Aufbau eine individuelle Optimierung der
Deckel und der Spokes nicht moglich war, beschrankte sich die Optimierung auf die
Driftrohrengeometrie und auf den Radius der Kavitiat. Dabei wurde zunéchst der in
CST Studio Suite integrierte Optimizer, basierend auf der Nelder-Mean-Methode,
auf die Kavitaten angewendet und anschliefend die Parameter hiandisch angepasst.
Dabei konnten die Spitzenfelder so weit optimiert werden, dass im Vergleich zu den
beiden Vorgiangerkavitdten CH1 und CH2 eine deutliche Verbesserung hinsichtlich
der elektrischen Spitzenfelder bei allen Kavitdten und hinsichtlich der magnetischen
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Spitzenfelder eine Verbesserung bei den Kavitdten CH3 bis CHS8 erzielt werden kon-
nte. Diese Verbesserung wird ersichtlich, wenn das Verhéltnis der Spitzenfelder Epeax
und Bpeax zu dem Beschleunigungsfeld E, betrachtet wird (siehe Abb. II). Diese
Verhaltnisse Fpeax/Fa und Bpea/E, geben an, wie viel Leistung in eine supralei-
tende Kavitéit eingespeist werden kann, bevor die resultierenden Spitzenfelder die
Supraleitung zusammenbrechen lassen. Je niedriger diese Verhétlnisse sind, umso
besser performt eine supraleitende Kavitdt. Dabei konnte die Performanz hin-
sichtlich der Reduktion der elektrischen Felder um 15 % und hinsichtlich der mag-
netischen Felder um 4 % im Vergleich zu CH1 und CH2 gesteigert werden. Somit
wurde nicht nur die Tauglichkeit der Kavitdten sowie des modularen Kavitéiten-
designs gezeigt, sondern es konnte auch die Performanz der aus dem modularen
Kavitatendesign hervorgegangenen Kavitaten im Vergleich zu den Vorganger deut-
lich verbessert werden, sodass die im Rahmen dieser Arbeit entwickelte Methode

angewendet und die damit entworfenen Kavitaten gebaut werden kénnen, um spéter
in den HELIAC der GSI zum Einsatz zu kommen.
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Abb. Il Die Ergebnisse der Optimierung der Kavitdten CH3 bis CH11 in Form der Ver-
héltnisse Fpeak/FEa (schwarz) und Bpeak/FEa (rot).

Neben der Entwicklung des modularen Kavitatendesigns sowie dem Design der
Kavitaten CH3 bis CH11 des HELIAC werden in dieser Arbeit die Ergebnisse eines
aufgeschobenen Kalttests der Kavitat CH2 vorgestellt. Dieser Kalttest wurde zuvor
bereits einmal angesetzt, musste jedoch auf Grund eines auftretenden Kaltlecks
vorzeitig abgebrochen werden. Im Rahmen dieses Kalttests wurde die Kavitat
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im vertikalen Kryostaten des IAP Frankfurt der Goethe Universitdt Frankfurt am
Main auf 4K Betriebstemperatur herunter gekiihlt und anschiefend vermessen.
Diese Messungen beinhalteten die Drucksensitivitdatsmessung, bei der mit einem
Wert von Af/Ap = —9,6 Hz/mbar die beim vorherigen abgebrochenen Kalttest
aufgenomme Drucksensitivitat bestéatigt werden konnte. Zudem wurde wahrend des
erneuten Aufwiarmens der Kavitidt auf Raumtemperatur die durch die thermische
Kontraktion/ Expansion auftretende Frequenzanderung auf A fipermisen = 0,405 MHz
zwi-schen Raumtemperatur und 4 K bestimmt. Dabei liegt eine Abweichung von
A frheorie = 0,095 MHz vor. Dieser Unterschied lasst sich so erklaren, dass die Aufhén-
gung, in der die Kavitdt in den vertikalen Kryostat gelassen wird, aus Aluminium
besteht und somit einen unterschiedlichen thermischen Ausdehnungskoeffizienten als
die aus Niob bestehende Kavitéit aufweist und sich dadurch unterschiedlich stark ver-
formt, was eine Abweichung der Kontraktion und der Frequenz verursacht. Wéahrend
des Kalttests wurde mehrfach versucht zu bestatigen, dass die Kavitat CH2 den vom
HELIAC geforderten Beschleunigungsgradienten von E, =5,5 MV /m bei einer Giite
von Qp = 3 - 10® erreicht. Auf Grund eines seltsamen Verhaltens, dessen Ursprung
im Rahmen dieser Arbeit aus zeitlichen und infrastrukturellen Griinden nicht nédher
untersucht werden konnte, konnte dieses Ziel insgesamt nur bei den ersten beiden
Messungen erreicht werden. In allen darauffolgenden Messungen konnte dies nicht
reproduziert werden. Daraufhin wurde der Kalttest erneut abgebrochen und die
Kavitat zum Hersteller zuriickgeschickt. Dort wurde sie erneut gespiilt und der He-
liumtank angeschweifit.

Im letzten Abschnitt dieser Arbeit wird das entwickelte Prinzip eines im Rah-
men dieser Arbeit designeten Balgtunerteststands genauer erlautert. Wéhrend der
ersten Charakterisierung der Kavitat CH1, die im Rahmen der Doktorarbeit von
Markus Basten [1] durchgefithrt wurde, wurde der dynamische Balgtuner verse-
hentlich einer grofleren Kraft als der maximalen Belastungskraft ausgesetzt, was
eine dauerhafte Verformung des Balgs nach sich zog. Dieser Umstand warf die
Frage auf, wie langlebig diese Art von dynamischen Tunern ist. Anders als bei nor-
malleitenden Tunern, welche bei Beschéddigung einfach ausgetauscht werden kénnen,
sind die dynamischen Balgtuner der supraleitenden CH-Kavitéten fest mit der Kav-
itdt verschweifit, was ein einfaches Austauschen unmoéglich macht und somit eine
Beschadigung des Balgtuners eine Beschadigung der gesamten Kavitat bedeutet was
lange und kostenintensive Reparaturen nach sich ziehen wiirde. Dieser Umstand
bedeutet zusatzlich, dass die Lebenszeit des Balgtuners gleichzusetzen ist mit der
Lebenszeit der Kavitat. Deshalb wurde beschlossen einerseits sowohl die Lebenszeit
eines Balgtuners als auch die maximale Belastungsgrenze experimentell zu bestim-
men. Dabei wird fiir die Untersuchung der Lebenszeit der Balgtuner mehrfach tiber
seine gesamte Auslenkungsstrecke von +1 mm ausgelenkt und tiberprift, ab welcher
Anzahl von Auslenkungen eine dauerhafte Verformung des Balgs durch Materialer-
midung auftritt. Bei der Bestimmung der maximalen Belastungsgrenze wird die
Kraft auf die Tunerstange so lange erhoht, bis ein Bruch im Material auftritt. Fur
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die Realisierung dieses Balgtunerteststandes wurde beschlossen, die sich bereits am
IAP Frankfurt befindliche Pillbox-Kavitit so zu modifizieren, dass sie fur den Bal-
gtunerteststand geeignet ist (siehe Abb. III).

Einlasstasse fllssiges
Stickstoff

I

_—Pillbox—__ y. o *

Zu untersuchender
dynamischer Tuner

Tuner zur Erhéhung
Des elektrischen Feldes

-II O |/ —— ||

Abb. Il Auf der bereits am TAP Frankfurt befindlichen Pillbox-Kavitit basierender
Tunerteststand. Zu sehen sind die erweiterte Einlasstasse fiir den fliissigen Stickstoff,
der statische Tuner zur Felderhthung und der zu untersuchende dynamische Balgtuner.

Diese Modifikation der Pillbox beinhalten dabei vor allem Mafinahmen zur Ge-
wahrleistung der Arbeitssicherheit wahrend des Betriebs. So wurde eine Stickstoff-
tasse und eine Einfiilllanze fiir die sichere Befiillung des Balgtuners mit fliissigem
Stickstoff wihrend der Tests entworfen. Das Prinzip des Balgtunterteststandes ist
dabei, dass der Balgtuner permanent durch fliissiges Stickstoff auf 77 K herunter
gekiihlt wird, da Niob im kalten Zustand andere mechanische Eigenschaften als
im warmen aufweist. Wahrend der mehrfachen Auslenkung des Tuners wird per-
manent die Resonanzfrequenz der Pillbox durch einen Netzwerkanalysator aufgeze-
ichnet. Durch Vergleich der Resonanzfrequenz wahrend des Nulldurchgangs des
Tuners kann auf Verformungen im pm-Bereich zuriickgeschlossen werden, welche
mit einer Langenmessung nicht aufzulésen waren. Zudem kann durch den Vergle-
ich der Frequenzédnderungen, die durch den Tuner bewirkt werden, darauf zurtick-
geschlossen werden, ob das Material des Tuners durch die vermehrte Auslenkung
weicher oder harter wird. Das Innere der Pillbox wird dabei durch Turbopumpen
abgepumpt und der innere Druck durch Druckmesskopfe gemessen. Sollte ein Bruch
des Tuners wihrend einem der Tests auftreten, so wiirde der Druck in der Pill-
box auf Grund des in die Pillbox stromenden Stickstoffs rasant steigen, was durch
die Druckmesskopfe eindeutig gemessen werden konnte. Da die Pillbox einen deut-
lich grofleren Radius als die Spéateren Kavitdten des HELIAC aufweisen, musste
der zu untersuchende Tuner an die gegebenen Randbedingungen angepasst wer-
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den. Hierfiir wurde er so verlingert, dass der Tunerkopf bis zur Mitte der Kav-
itdt reicht, da dort die Messung durch die Frequenzénderung die beste Auflosung
garantiert. Um zusétzliche Freiheitsgrade durch den verldngerten Tuner zu un-
terdriicken, wurde das Tunerrohr bis zum eigentlich Balg verlangert. Um Kosten
zu sparen, werden die fiir die Untersuchung unwichtigen Teile des Tuners aus Ti-
tan gefertigt, da es einen dhnlichen thermischen Ausdehnungskoeffizienten wie Niob
aufweist. Lediglich der Balg und der Tunerkopf werden aus Niob gefertigt. Es kon-
nte durch unterschiedliche Simulationen bestétigt werden, dass die Anpassungen des
zu untersuchenden Tuners keinerlei Einfluss auf die Ubertragbarkeit der Messung
von dem Balgtunerteststand auf die spateren Tuner aufweisen, da die Verformung
lediglich im Balg auftreten. Zudem konnten Simulationen eine mogliche Auflésung
der Verformung des Tuners auf £1 um bestitigen. Das im Rahmen dieser Arbeit
entwickelte und vorgestellte Prinzip des Balgtunerteststand ist somit fiir die Un-
tersuchung und Charakterisierung der dynamischen Balgtuner supraleitender CH-
Kavitaten geeignet.
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1 Introduction

1.1 Synthesis of Superheavy Elements

The first version of the periodic table of the elements, in which all elements known
until then were ordered according to their properties and grouped together, was
published independently of each other in 1869 by several chemists, including Dim-
itri Mendeleev! and Julius Lothar Meyer? [2]. This arrangement of elements made
it possible to make predictions about so far undiscovered elements as well as their
properties. This search for new elements, which began with the definition of the first
periodic table, is still today an attempt to answer questions of fundamental nature
[3].

After the discovery of naturally occurring elements, attention was devoted to the
synthesis of new elements. The foundation for these syntheses was laid in 1934 by
Iréne Joliot-Curie® and Frédéric Joliot!. By bombarding chemical elements with
alpha particles® they were able to convert light nuclei into other elements. This
discovery, of the transformation of elements by bombardment of an accelerated par-
ticle, enabled the Italian physicist Enrico Fermi® to produce artificial radioactivity
in 1934 by bombarding atomic nuclei with neutrons [4]. In addition, he discovered
that neutrons can enter the atomic nucleus freely because they are not subjected to
the Coulomb repulsion. The neutron now in the nucleus decays by S~ decay into a
proton emitting an electron and an electron antineutrino. Thus, an atomic nucleus
with the same atomic mass A as the previously excited nucleus is formed but with
the atomic number Z increased by one. This process is called neutron capture.

By neutron capture and bombardment with other particles, the first 6 transuran-
ics” were synthesized in a time period from 1940 to 1950 by colliding Uranium or
one of the previously produced transuranics with accelerated neutrons, protons, or
alpha particles. As a result, the elements Neptunium (93Np), Plutonium (94Pu),
Americium (gsAm), and Curium (96Cm) could be synthesized for the first time at
Ohio State University, Columbus, Ohio [5] and shortly after the elements Berkelium
(97Be) [6] and Californium (9gCf) [7] were synthesized at the University of Califor-
nia, Berkley, California. The following elements, Einsteinium (g9Fs) and Fermium
(100Fm), were accidentally detected in the fallout® in the United States in 1952 after
a test explosion of the first American hydrogen bomb, 'Ivy Mike. Fermium is the

1%27 January 1834 in Tobolsk, Russian Empire; +20 January 1907 in Saint Petersburg, Russian
Empire

2%19 August 1830 in Varel, Germany; +11 April 1895 in Tiibingen, Germany

3412 September 1897 in Paris, France; +17 March 1956 in Paris, France

4419 March 1900 in Paris, France; +14 August 1958 in Paris, France

5Alpha particles, or a particles, are equivalent to a Helium-4 atomic nucleus consisting of 2
protons and 2 neutrons.

6x29 September 1901 in Rome, Italy; +28 November 1954 in Chicago, USA

"elements with an atomic number Z greater than Z = 92

8radioactive fallout produced after a nuclear weapon explosion or nuclear reactor accident
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heaviest element that can be produced in this way. Neutron capture in Fermium
followed by 5~ decay produces isotopes which, because of their short half-lives, decay
either into fission products or into lighter nuclei via a-decay.

Heavier elements or SHE? greater than the atomic number Z = 100 can only be
produced by fusion reactions. For this purpose, ions, so-called projectiles, are accel-
erated by means of a particle accelerator so that their kinetic energy is sufficiently
large to overcome the Coulomb repulsion. When these projectiles collide with the
heavy nuclei of the so-called target, the strong nuclear interaction takes effect and a
compound nucleus is created, which is in an excited state. By emitting one or more
neutrons, the compound nucleus falls back from an excited to the ground state and
forms a new element. In this reaction, also called "hot fusion’, a thin foil of the size
of 1mg/cm? is used as target, because a thicker target would cause a higher energy
loss of the projectiles, so that the energy distribution would be too broad for the
production of fusion nuclei [3].

The ’hot fusion’” made it possible to synthesize for the first time the elements Z =
101 up to and including Z = 106'° at the JINR!'!, at the LBNL'? and at LLNL!3.
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Fig. 1 Number of stable isotopes against the number of nuclides. It is seen that at the
magic numbers for protons (a) and neutrons (b) there are more stable isotopes [8].

9Super Heavy Elements

0Mendelevium (19;Md) LBNL, Nobelium (192No) LBNL, Lawrencium (;03Lr), Rutherfordium
(104Rf) JINR, Dubnium (105Db) JINR, Seaborgium (1065g) LLNL

1 Joint Institute for Nuclear Research in Dubna, Russia

2Lawrence Berkeley National Laboratory in Berkley, USA

BLawrende Livermore National Laboraory, Livermore, USA
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The stability of the generated nuclei depends on the number of protons and

neutrons in the nucleus. Similar to the shell model for the stability of atoms, the
nuclear shell model describes the stability of atomic nuclei [8]. It shows that in the
case of closed shells for protons and neutrons, the binding energy of the nuclides is
particularly high and the nuclei thus form more stable isotopes than the neighbour-
ing nuclei (see figure 1).
These closed shells are also called 'magic’ and ’double magic’ numbers, if both the
proton and the neutron shell are closed. Experimentally, the magic numbers Z = 2,
8, 20, 28, 50, 82 and N = 2, 8, 20, 28, 50, 82, 126 have been confirmed so far. Other
magic numbers predicted so far by theory but not experimentally confirmed are Z =
114 or 120 — 126 and N = 184 — 196 [3]. The shell model theory therefore predicts
additional stable nuclei, which are not yet discovered. These stable elements are
suspected to exist around the presumably double magic isotope Flerovium #{$F1 or
3OF1 [9] (see figure 2), whose synthesis has not yet been successful.

Spontaneous Fission
Stable ‘Mountains’
Lead - Uranium
s EA 9 F Ing 7 -
P Island of Stability
",. - superheavy spherical nuclei

100

y N _&:,'.;rrq

Zhm 130 120
Sl

(%]

2w Neutron Number, N

= 100

S| m 160 %0

elm

Proton Number, Z

70

Deformed Nuclei 190

Fig. 2 Island of stability around the double magic nuclid 2{§F1 or $1F1 [10].

The disadvantage of 'hot fusion’ is the high excitation energy of the compound
nucleus, which entails a high probability of spontaneous fission. For this reason,
the approach of so-called ’cold fusion’ is being pursued at the GSI'4. This involves
bombarding naturally occurring, moderately heavy elements such as Lead (s2Pb)
and Bismuth (g3Bi) with comparatively heavy projectiles such as Argon (;3Ar). The
excitation energy of the compound nucleus is several times lower than in "hot fusion’.
Using the ’cold fusion’ method, it was possible at GSI to synthesize the elements

14GSI Helmholtz Centre for Heavy Ion Research in Darmstadt, Germany (founded in 1969 as
Gesellschaft fiir SchwerIonenforschung)



)

[ ,-Q‘c- The sc cw-LINAC HELIAC at GSI Thorsten Conrad
Page 4 PhD Thesis

P
“
A

with the atomic number Z = 107 to Z = 112 [3] [11]. Finally, in 1999 at JINR, the
element 114F1 was successfully synthesized by ’cold fusion’ by bombarding a target
of the heavy isotope 23°Pu of the element Plutonium with a beam of Calcium (35Ca)
[12]. It exhibits a significantly longer half-life than the neighbouring elements, which
seems to confirm the atomic number Z = 114 as a magic number. The confirmation
of the double magic isotope like that of the island of stability as a whole is still
pending.

1.2 The sc cw-LINAC HELIAC at GSI

At GSI, the linear accelerator UNILAC!® [13] and the high charge injector HLI [14]
were crucial for the production of SHE by ’cold fusion’. With the HLI and the high
current injector HSI, the UNILAC can be fed from a total of six different ion sources.
The HSI is thereby fed by a total of five ion sources (PIG!", MUCIS!®, CHORDIS'?,
MEVVA? and VARIS?'), which are supplied by two high-voltage terminals (South
and North terminal), and the HLI by a 14.5 GHz ECRIS?%. The ions of the HSI are
accelerated in a 36 MHz RFQ? and two TH?? cavities at a mass-to-charge ratio A/q
< 65 to a final energy of up to 1.4 MeV /u and their charge state is increased in a
subsequent gas stripper (for example from U*t to U%T) [15].

The HLI runs parallel to the UNLIAC, as shown in figure 3. The ions are here also
accelerated in a 108 MHz RFQ and an IH cavity to 1.4 MeV /u and injected directly
into the poststripper [16]. The poststripper, which can be supplied with a total
of three different ion species from both injectors, consists of five 108 MHz Alvarez
DTLs%* and accelerates the ions to an energy of up to 11.4MeV /u. At the end of
this there is a sequence of single-gap resonators that can be used to vary the output
energy between 3.6 and 12.4 MeV /u [15].

15Bohrium (197Bh), Hassium (10sHs), Meitnerium (199 Mt), Darmstadtium (119Ds), Roentgenium
(111Rg), Copernicum (1120p)

16UNTIversal Linear ACcelerator

"Penning Ionization Gauge ion source

BMUIti Cusp Ion Source

19Cold or Hot Reflex Discharge Ion Source

20Metal Vapor Vacuum Arc ion source

21'Vacuum Arc Ion Source

22Electron Cyclotron Resonance Ion Soure

23Radio Frequency Quadropole

MInterdigital H-mode

25Drift Tube Linac
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Fig. 3 Representation of the current structure of the UNILAC [17].

As part of the upgrade of GSI to the FAIR?-project, which was conceptualized in
2001 [18] and approved by the BMBF? in 2003, UNILAC together with the normal
conducting synchrotron SIS18%® will be used as injector for the superconducting

SIS100%” synchrotron currently under construction (see figure 4) [19].
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Fig. 4 Existing accelerator facility at GSI (blue) and the planned expansion within the

FAIR project (red) [20].

26Facility for Antiproton and Ion Research
2"BundesMinesterium fiir Bildung und Forschung

28Schwer Ton Synchrotron (heavy ion synchrotron) with a magnetic rigidity of 18 mT

Schwer Tonen Synchrotron (heavy ion synchrotron) currently under construction, with a mag-

netic rigidity of 100 mT and a circumference of 1084 m
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Due to a new distribution of tasks for UNILAC, it was decided to establish a new
linear accelerator at GSI for the synthesis of SHE. A continuous-wave (cw), super-
conducting (sc) linear accelerator consisting of compact CH*" cavities was chosen,
as this ensures efficient acceleration over a short distance [21]. Another reason why
a sc cw linac was targeted is that the effective cross section of the generation of
SHE decreases significantly with increasing nuclear charge number. To compensate
for this, a higher beam intensity or repetition rate is needed [22]. Furthermore, the
reduction in cost due to the lower power requirement and the higher production
rate of the SHE in this case outweighs the higher investment cost compared to a
normal conducting linear accelerator. As a result, the superconducting HELIAC
could synthesize SHE up to a factor of 20 faster compared to the existing UNILAC,
so that the production of one atom of element Z = 120 could be expected in about
four days [23]. In order to realize HELIAC at the GSI as the first sc CH linac, a
collaboration between GSI, the IAP3! and the HIM?? was established.

Cryomodule 1 Cryomodule 2 Cryomodule 3 Cryomodule 4

LEBT RFQ QT Qar, CHO CH1 CH2 CH3 CH4 CH5 CHé CH7 CH8 CH9 CH10 CH11

H HH H HA H
H H H H !
I O O : i 1 : {
H H H i H
RB, QT, QT RB, S1B1 s2 $3 B2 S4 S5B3 S6 s7 B4 S8
0.3 MeV/u 1.4 MeV/u 7.3 MeV/u
z (m)
) T T T T T T T T T T T 1
0 10 20 30
Y Y
normal conducting superconducting
Jeplalbp oplsom Cpliclom oms sl 5
S i wiike] PO MEOC OMIO S S g =l
cM 1 CM 2 CM 3 CM 4 | |
| I
~19m = 10m

Fig. 5 Schematic diagram of the heavy ion linear accelerator HELIAC. Top: Entire acceler-
ator from source to last cryomodule [24]. Bottom: Superconducting part with subsequent
drift and the final buncher [25].

The HELIAC will be filled from a new 28 GHz ECR?*? source and then pre-
accelerate the ions to 0.3 MeV /u in a normal-conducting cw-capable RFQ, analo-
gous to the HLI [22] (see figure 5). After focusing by a quadrupole magnet and
bunching of the beam by a rebuncher cavity, the ions are accelerated to 1.4 MeV /u
in a normal conducting IH cavity. Further acceleration takes place in a total of
twelve CH cavities, which accelerate the ions at a frequency of 216.816 MHz, which
is twice the frequency of the HLI, and a gradient of about 5 — 7.1 MV /m [21] [24].

30Crossbar H-mode

3Institute of Applied Physics, Goethe University Frankfurt
32Helmholtz-Institute Mainz

33Electron Cyclotron Resonance
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At a mass-to-charge ratio A/q < 6, the ions are accelerated from the input energy
1.4 MeV /u to the output energy of 7.3 MeV /u. Thereby, a variable final energy of
3.5 — 7.3 MeV /u should be able to be set at a beam current of 1 mA with an energy
width of < + 3keV/u [22]. In the normal-conducting segment of the accelerator,
the beam is focused in the transverse planes by a total of four quadropole mag-
nets (QT; to QT4) and in the superconducting segment by eight sc solenoids. The
particle bunches are focused in the longitudinal direction by a total of six buncher
cavities, with two rebuncher cavities (RB;, RB5) in the normal conducting segment
and four sc bunchers (B1 to B4) in the superconducting segment. The total length
of the accelerator is 30 m, with the superconducting part being about 19m long.
The accelerator is followed by an approximately 10 m normal conducting transport
section with a subsequent final buncher (FB). The superconducting section here
consists of a total of four cryomodules, in each of which two solenoids, one buncher
and three CH cavities (starting at CHO) are cooled with liquid Helium [24].

The first superconducting CH cavity [26] CHO was created as part of the above-
mentioned collaboration in 2009 in the course of the so-called demonstrator project.
The cavity consists of 15 acceleration cells. The drift tubes are located in hollow
spokes, which are mounted on a so-called girder [27]. In 2017, as part of the demon-
strator project, CHO was tested in a horizontal, variably operational cryostat with
two superconducting solenoids, each with 9.5 T, under realistic conditions and was
able to successfully accelerate ions [28]. The design of the CH1 and CH2 cavities
was further adapted compared to the CHO design (figure 6). The CH cavities were
shortened to a maximum of eight accelerator cells per cavity, and the geometry was
also simplified by, among other things, removing the girders, which on the one hand
direct the generated magnetic fields better around the spokes but on the other hand
reduce the mechanical stability because of a break of the cylindrical symmetry. The
simplified geometry of CH1 and CH2 thus increase the mechanical stability of the
cavities and should reduce the manufacturing time and possible manufacturing er-
rors [1].

The angular end spokes have also been eliminated, which also increases mechan-
ical stability and makes it possible to use a consistent spoke geometry. The end caps
of the cavities have also been changed from a rounded geometry to a conical geom-
etry. As a result, a similar amount of electric as well as magnetic field is displaced
when the cavity is evacuated, so the resonant frequency is less affected than with
CHO, which has the effect of significantly reducing the pressure sensitivity [1].

In this thesis, a concept for simplifying the design and manufacturing process of
superconducting CH cavities is presented, in which the cavities CH3 to CH11 fol-
lowing CH1 and CH2 can be mass produced and thus both the production time and
the production costs can be reduced. For this purpose, based on the successfully
realized cavities CH1 and CH2, certain components such as the spokes, the lids,
the Helium vessels, the dynamic bellow tuner, the static tuner and the flanges were
standardized on a unit geometry. The individual cavities were then built modularly
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with these standardized components. This novel modular cavity design is thereby
different from the classical design process of CH cavities, where each component is
customized to the specific cavity. By optimizing the drift tube geometry of each
individual cavity, it was possible to optimize performance in terms of reducing peak
electric and magnetic fields. In addition, the design of the dynamic bellow tuner was
further improved. Finally, a concept for the experimental investigation and charac-
terization of the dynamic bellow tuner with respect to their mechanical properties
is presented.

Fig. 6 Exploded view of CHO (left) [27] compared to CH1/CH2 (right) [1].
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2 Theoretical Fundamentals of
Superconductivity

At the beginning of the 19th century, it was still controversial how the electri-
cal resistance of metals behaves at low temperatures. Although a dependence of
resistance on temperature was already known, three theories were still under dis-
cussion for low temperatures. According to the theory of Heinrich Friedrich Ludwig
Matthiesen*, the electrical resistance at decreasing temperatures runs towards a
fixed limit. William Lord Kelvin®, on the other hand, believed that electrical re-
sistance would pass through a minimum at low temperatures and then approach
infinity for very low temperatures. The last theory, put forward by Sir James De-
war’® stated that electrical resistance would go continuously towards zero with
decreasing temperature [29].
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Fig. 7 Heike Kamerlingh Onnes (be- Fig. 8 Historical plot of the disap-
fore 1926) with signature, Nobel pearing electrical resistance of Mer-
laureate in Physics 1913 [30]. cury (Hg) at low temperatures from
1911 [31].

The Dutch physicist Heike Kamerlingh Onnes®” (figure 7) presented a talk in
which he described how the electrical resistance of a sample of Mercury (Hg) in an
experiment in which the sample had been cooled to low temperatures with previ-

34422 September 1830 in Fissau, Germany; +14 November 1906 in Rostock, Germany
35426 June 1824 in Belfast, United Kingdom; +17 December 1907 in Largs, Scotland
36420 September 1842 in Kincardine, Scotland; +27 March 1923 in London, England
37421 September 1853 in Groningen, Netherlands; +21 February 1926 in Leiden, Netherlands
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ously liquefied Helium (He) was measured and became immeasurably small below
a temperature of 4.2 K. However, contrary to Sir James Dewar’s prediction, the
resistance did not fall steadily with temperature but abruptly (see figure 8). Onnes
himself called this condition superconductivity [29].

Superconductivity, discovered by Onnes in 1911, has a wide variety of applications
in modern times, including high-frequency accelerator physics. When designing an
accelerator, for example, the fundamental question arises as to whether normal-
conducting or superconducting components should be chosen. Probably the clearest
advantage of superconducting components over normal conducting ones is the orders
of magnitude lower surface resistance and the associated lower power dissipation dur-
ing operation. However, superconducting components require a tremendous amount
of energy to maintain the superconducting state, which offsets the previously men-
tioned efficiency. Therefore, a generalized decision for superconducting cavities is
not recommended. The decision to use one type of structure or another must take
into account the particular boundary conditions of the project. These boundary
conditions are the desired particle energy, the desired beam power and the neces-
sary duty cycle (see figure 9).

high

low

Fig. 9 Schematic representation of the selection criteria whether an accelerator should be
planned normal or superconducting. The decisive criteria particle energy, beam power and
duty cycle as well as the preferred choice depending on the magnitude are shown.

If particle energy and duty cycle are high and beam power is low, it is advis-
able to use superconducting components, in the opposite case normal conducting
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ones. In large projects, however, the question is often not whether superconducting
structures should be used, but at what energy. In the following chapter, super-
conductivity will be explained in more detail. To this end, the basic properties of
superconductivity and the classification into Type I and Type II superconductors
will first be explained. A brief theoretical description of superconductivity as well as
of the BCS theory?® is also given. A comprehensive description of superconductivity
is beyond the scope of this thesis, for a more detailed and comprehensive description,
literature can be consulted [29] [32] [33].

2.1 The Characteristics of Superconductivity

The properties of superconductivity include some magnetic properties in addition
to the disappearance of surface resistance above a critical low temperature T dis-
covered by Kamerlingh Onnes. The two physicists Fritz Walther Meissner®® and
Robert Ochsenfeld® discovered that external magnetic fields are displaced from the
interior of the superconductor upon entering the superconducting state at temper-
atures below T¢ [34]. This displacement of the external magnetic field is called the
Meissner-Ochsenfeld effect and describes the superconductor as an ideal diamagnet
(1 = 0). Since, according to this effect, an arbitrarily large magnetic field can-
not be displaced from the superconductor, the magnetic field is a limiting quantity
of superconductivity in addition to the temperature, so that there exists a critical
magnetic field strength He in addition to the critical temperature T;. Whether
this is an external magnetic field or a magnetic field generated by a current flowing
through the superconductor is irrelevant. The following relationship exists between
TC and Hci [32]

He ~ Ho(0) [1 - (gcﬂ . (1)

The limiting critical magnetic field generated in the superconductor leads directly
to a third limiting parameter, the maximum current within the superconductor
and thus to the critical current density jo. If the three limiting parameters are
represented graphically, they span a critical area within which the material under
consideration is in superconducting state (figure 10).

38named after John Bardeen, Leon Neil Cooper and John Robert Schrieffer; they recieved the

Nobel Prize in Physics for their theory in 1972
39416 December 1882 in Berlin, Germany; +15 November 1974 in Munich, Germany
40418 May 1901 in Helberhausen, Germany; +5 December 1993 in Helberhausen, Germany
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Fig. 10 Graphical representation of the critical surface and the parameters critical tem-
perature T¢, critical magnetic field Hc and critical current density jc.

A closer look, however, reveals that the displacement does not take place com-
pletely, since this would result in an infinitely high current density at the surface
of the superconductor. The brothers Fritz Wolfgang London*' and Heinz London??
described the Meissner-Ochsenfeld effect theoretically in 1935 [35]. With the Lon-

don equations named after them [29]

nee> nge>

a =2 — o — —
—)=—F, Vxj=-— B 2
875‘7 Me xJ Me (2)
and the Maxwell’s equations
= =/ S B
V.E=£ (3) vxB=-28 (5)
€o ot
V. B = 5 = o OF
V-B=0 (4) V x B = ugj "‘MOEOE (6)
results
V2B = ooy + sHo® 5 (7)

Me

4147 March 1900 in Breslau, Germany; +30 March 1954 in Durham, USA
4247 November 1907 in Bonn, Germany; +3 August 1970 in Oxford, United Kingdom
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Since in good conductors pgey << ngpge®/me holds, (7) can be further simplified to

2
V2B =" = %E. (8)
AL

The first solution of this differential equation would be a constant magnetic field,
but this can be discounted by the Meissner-Ochsenfeld effect. The second solution
of this equation indicates that an external magnetic field inside a superconductor
decays exponentially. The quantity describing the depth from which the magnetic

field has decayed to the e-th part is called London’s penetration depth Ap, [35]

Me
N o= [ —2 . 9
- ns,u0€2 ( )

Where here m, corresponds to the mass of the electron pairs, e to the elementary
charge and ng to the density of the superconducting charge carriers. The magnitude
of Ap is typically a few 10nm. This definition of A, from (9) is valid only for
temperatures close to 0 K. For higher temperatures up to the critical temperature
Tc applies: [32]

)~ —220 o 0 <T <), (10)

4
1= (%)

Where here A (0) is the London penetration depth at 0 K. Tab. 2 gives examples
for some superconducting elements critical temperature T, critical magnetic flux
density Bg, London penetration depth A;, and Ginzburg-Landau coherence length
&aL (see section 2.3).

The phenomenon of superconductors occurs in a variety of elements of the periodic
table, with Niobium having the highest critical temperature of 9.2 K among all ele-
ments. In addition, the critical magnetic field strength of Niobium is quite high at
0.195T, due to the fact that Niobium is a so-called Type II superconductor. The
classification into Type I and Type II superconductors and their differences will be
discussed in more detail in the following section. These two quite high critical lim-
its, as well as the property that Niobium is well formable and thus its processability
is high, make Niobium so suitable for the fabrication of accelerator components.
To optimally enhance the performance of accelerator components fabricated from
Niobium, it is advisable to use the purest Niobium possible. One measure of the
purity of superconducting materials is the residual resistance ratio (RRR). This
value sets the resistance of the material at room temperature®® Rszp0k in relation to
the resistance of the material in the normal conducting state immediately above the
critical temperature T (Rr,)

“3Temperature of 300 K. This corresponds to a temperature of 26.85°C
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Tab. 1 A selection of different superconducting elements used in engineering. Listed are
the critical temperature T, the critical magnetic field Bg, the London penetration depth
AL and the superconducting coherence length gy, [29].

Element Tc Bc AL éar

in K in T in nm in nm
Aluminium (Al) 1.18 0.01 50 1600
Mercury (Hg) 4.15 0.04 55
Niobium (Nb) 9.2 0.195 3244 39-40
Lead (Pb) 7.2 0.08 32-39 01-83
Tantalum (Ta) 4.4 0.08 35 93
Tungsten (W) 0.01  1.24.107*

RRR = Réfj (11)

Starting at a RRR of about 300, one can already speak of high-purity Niobium,
with the theoretical achievable maximum being RRR = 35000 [36].

2.2 The Classification in Type I and 11

The classification of superconductors into Type I and Type I is based on the behav-
ior of the material with respect to the magnetization M in an external magnetic field
H.. A superconductor of Type I completely displaces the field from its interior (H;
= 0) below the critical magnetic strength H¢ according to the Meissner-Ochsenfeld
effect as described above, except for a thin boundary layer. This regime is also
described as the Meissner-phase. If H, increases, the current generated in the sur-
face of the superconductor also increases and thus M, so that the interior of the
superconductor remains field-free. If H, exceeds the critical value Hg the material
is no longer magnetizable and H; jumps to the value of H, (see figure 11). The
superconductor becomes normal conducting [32].

In contrast to a Type I superconductor, a Type II superconductor has two criti-
cal magnetic field strengths He; and Heo. The behavior is analogous to that of the
Type I superconductor up to Hgi. M increases until H, reaches the value of Hcq
and causes the interior to be field-free (Meissner-phase). Once Hc is exceeded, the
magnetic field penetrates the superconductor so that the internal magnetic field H;
increases while M decreases. This phase, where Hoy <H.<Hcs, is called the mixed
phase or Shubnikov-phase. Once Hco has been exceeded, the material is no longer



)

Thorsten Conrad The Classification in Type I and II
PhD Thesis Page 15 X

74

magnetizable and the material becomes normally conducting (see figure 12) [32].

Meissner-phase
Meissner-phase

> >
» >

0 He H, 0 Hc He

Fig. 11 Left: H; as function of H,. Right: Mas function of H,. In both figures, it can be
seen how the Type I superconductor enters the Meissner-phase below H¢.

Shubnikov-

Shubnikov- phase

— phase

Meissner-
Meissner- phase
phase

Fig. 12 Left: H; as function of H.. Right: M as function of H,. In both figures it can
be seen how the Type II superconductor enters the Meissner-phase below Hc; and after
passing it is in the Shubnikov-phase until it reaches Hco.

In the Shubnikov phase, the magnetic field penetrates further into the material
than in the Meissner phase without cancelling the superconducting state. The mag-
netic field is guided through the material by flux tubes. This was discussed in 1957
by Alexei Abrikosov**. According to him, the flux tubes form a regular lattice of N
tubes, also called Abrikosov vortex. The sum of all magnetic fluxes ®(, which are
equal in each flux tube, correspond to the total external magnetic flux @, [32]

o, h

yp= —<=—=207-10""Vs. 12
0= N T 3 07 -107%Vs (12)

44495 June 1928 in Moscow, Russia; +29 March 2017 in Palo Alto, USA
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The interior of the flux tubes is normal conducting, while the remaining material
is superconducting. The magnetic flux enclosed by the flux tubes decreases along a
length the magnitude of the coherence length &y. If H, increases, the density of the
flux tubes also increases, until at H, = Hgo the entire material is interspersed with
flux tubes and superconductivity has collapsed.

In summary, figure 13 shows how a superconductor behaves in a magnetic field.
Far left is the normal conducting state shown, when the material is completely
penetrated by the magnetic field. Second picture from the left shows the Meissner-
phase which exists in both Type I and Type II superconductors. The magnetic
field is displaced into a small layer on the surface. The third picture displays the
Shubnikov-phase. It only occurs in Type II superconductors. The magnetic field
can penetrate the material through so-called Abrikosov vortexes. On the far right
the magnetic field is above Hgs, both Type I and Type II superconductors are
completely penetrated by the magnetic field and the superconductivity collapses
(32].

Hu<H<Hg,

Fig. 13 Schematic representation of a superconductor penetrated by a magnetic field once
in the normal state (1" > T¢) and in the superconducting state (T < T¢).

The value of Hgy limiting Type II superconductors can be significantly larger
than H¢ for Type I superconductors, which is what makes Type II superconduc-
tors, like Niobium, so interesting for building accelerator components. A param-
eter describing the classification between Type I and Type II superconductors is
the Ginzburg-Landau parameter , which relates the coherence length &, (see sec-
tion 2.3) and the London penetration depth A, [37]. The classification is as followed:

AL 1 AL 1
Typel: k= — < — Typell: Kk = — > — 13
P & V2 P & V2 (13)
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2.3 The Bardeen Cooper Schrieffer Theory

A theoretical description of superconductivity was established in 1957 by John
Bardeen®®, Leon Neil Cooper®® and John Robert Schrieffer®”, who were also awarded
the Nobel Prize in Physics in 1972 [38]. This theory is based on the observation
made experimentally in the 1950s that there is a dependence

1

between the transition temperature T; and the atomic mass M of the metal isotope.
From this dependence it was concluded that there must exist a connection between
superconductivity and the mass-dependent lattice oscillations*®. For simplification,
one can imagine a lattice of the atomic nuclei in the material, which initially do
not move but are not completely stiffly bound to their position. If there is an elec-
tron between the positively charged atomic nuclei, it attracts them, causing them
to move slightly out of their original position, so that the lattice is polarized at
this deformed point by the accumulation of the atomic nuclei. A second electron is
affected by this deformation. There is an attraction of the second electron by the
first electron via the lattice polarization. The energy transfer of the first electron to
the lattice is equal to the energy transfer of the lattice to the second electron and
must be larger than the Coulomb repulsion between them. To realize this condition,
both the electrons and the atomic nuclei must move sufficiently slowly, which is true
at low temperatures below T [29].

If one now extends the model by an electron moving through the lattice of the
atomic nuclei, a track of polarization within the lattice is created. Due to the inertia
of the atomic nuclei, this deformation within the track of the lattice persists for a
certain time of

2T
Tl a 107 B, (15)

Wwp
Here wp is the so-called Debye frequency, which indicates the oscillation frequency of
the atomic lattice. Also, the distance between the electrons must not be arbitrarily
large, otherwise the effect of the lattice polarization would decrease too much. The

largest possible distance between the electrons is called the coherence length &, [32].

. FL’UF
"~ kgTe

€o (16)

Where h is the Planck constant, v is the Fermi velocity, and kg is the Boltzmann
constant. The order of magnitude of the coherence length is a few 100 to 1000 nm.

45423 May 1908 in Madison, USA; +30 January 1991 in Boston, USA

46428 February 1930 in New York City, USA

47431 May 1931 in Oak Parks, USA; +27 July 2019 in Tallahassee, USA

481f a lattice oscillation is considered quantized, it is also referred to as a phonon
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Compared to the average spatial distance between two conduction electrons, which
is a few 0.1 nm, the coherence length is much larger, so that the pairs of electrons
overlap strongly. In the region of a pair lie 10° to 107 of unbound electrons. New
pairs of electrons are constantly forming and existing ones are breaking up, so that
the formation of pairs of electrons represents a dynamical system [29].

In the case of moving electrons there are two possibilities. First, both electrons
could move with the same momentum p, so that both form a so-called electron pair,
whose momentum is exactly equal to the double of the momentum of each electron
(p1 = p2). In the second case, both electrons move with exactly opposite momentum,
so that p; = —ps applies. Such a pair has therefore the total momentum of 0 and is
called Cooper pair (see figure 14), since Cooper could prove that such a coupling of
the electrons leads to a lowering of the total energy [29].

oo 0 00 0
® e 0 0 0 o o
®© ¢ 0 0 0 o

S 6@

(ii)

Fig. 14 Schematic representation of the formation of a Cooper pair. The positive atomic
nuclei are shown in green, the electrons in red, the impulses of the electrons in black, the
blue arrows represent the coulomb attraction and the purple arrows the coulomb repulsion.

Taking further into account the intrinsic angular momentum, also called spin, a
Cooper pair consists of two electrons that have equal momentum in opposite direc-
tions and opposite spin.
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The total spin of the Cooper pair is therefore integer, which means that it belongs
to the bosons and is therefore no longer subject to the Pauli principle and can oc-
cupy the quantum mechanical ground state. On the one hand, the correlation of
the Cooper pair is energetically more favourable than that of the electron pair with
respect to the polarization of the positive lattice [29]. On the other hand, a Cooper
pair is thereby subject to the Bose-Einstein wave function for interaction-free par-
ticles. A Cooper pair therefore no longer interacts with the phonons of the atomic
lattice and can move unhindered through the metal, which causes resistance-free
charge transport and thus explains the characteristic of vanishing electrical resis-
tance in superconductors [33].

Only at a temperature of T' = 0 all electrons are coupled in Cooper pairs. At a
temperature T > 0, the number of unpaired electrons increases with temperature ac-
cording to exp(kBAT) [32]. Here A corresponds to the energy gap between the Cooper
pairs and the unpaired electrons. If a DC voltage is applied to the superconductor,
the charge transport within the superconductor takes place exclusively through the
Cooper pairs. In the case of an AC voltage, however, the increased inertia of the
Cooper pairs due to their increased mass (2m,) causes a delay between the electric
field and the motion of the Cooper pairs, so that the unpaired electrons are not
fully shielded and contribute to the charge transport. From this follows the surface
resistance Ry of the superconductor according to BCS theory, which depends on the
number of unpaired electrons:

A
RS,BCS == sze(’ﬂ?) (18)

Where w corresponds to the frequency of the AC voltage and A to the material
constant of the material used. Usually values for R;pcs are in the range of some
1078 to 1072 Q [32].
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3 Physical Principles of RF CH Cavities

In the following section, the physical principle of a CH cavity will be explained in
more detail. For this purpose, a classical cylindrical cavity resonator is first assumed,
since the CH cavity is based on a cylindrical tank with integrated components.
These components include spokes and drift tubes as well as static and dynamic
tuner, which will be discussed in more detail later in this thesis (see section 8).
The spokes in the cavity are arranged alternately rotated by 90° (crossed), which
is also the reason for the C of the acronym in CH, which stands for crossbar. The
H stands for H-mode, which indicates the direction of propagation of the magnetic
field. Thus, the CH belongs to the resonators in which the H-mode (or TE*-mode)
is used as operating mode, to be more precise the Hyj;-mode (see section 3.1). The
CH cavity was developed at the IAP of the Goethe University Frankfurt in 1998
[39]. Another representative of the H-mode resonators is the IH-cavity, which was
developed before. The spokes of the IH cavity run alternately on the upper and
lower side of the cavity. The CH is a further development of the IH. Figure 15
shows the geometric differences between these two structures.

Fig. 15 Two simple examples of an IH cavity (left) and a CH cavity (right) designed
with CST Studio Suite and rendered in Autodesk Inventor 2020. It can be seen that the
difference is in the spoke geometry and the rotated arrangement.

Due to this modified spoke geometry, the CH cavity has a few key advantages
over the IH cavity in the context of superconducting accelerator technology. For
one, cooling the spokes and drift tubes is easier in a CH cavity because the liquid
Helium can flow completely through the spokes, whereas in an IH cavity it must
flow both in and out through the same spoke foot, which can cause turbulence. On
the other hand, a CH cavity is mechanically more stable due to the continuous and

T ransversal Electric
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alternately rotated spokes, which helps to reduce frequency fluctuations due to ex-
ternal influences in superconducting cavities, which are often very thin-walled (the
wall thickness is only a few mm).

3.1 Field distribution within a CH Cavity

The field distribution inside a cavity resonator, which includes both IH and CH
cavities, can be derived using Maxwell’s equations [(3), (4), (5), (6)]. However, to
simplify the next calculation steps, they are considered in vacuum and in a charge-
free space®. This leads to the four Maxwell equations in form of

V-E=0 (19) ﬁxﬁz_aj (21)
ot
V-B=0 20 L 7
( ) V x B :M0€0%§. (22)

By rotating (21) and (22), the wave equations for the electric (23) and magnetic
(24) fields in vacuum follow. Here applies for the electric field

oo 1 OPE
- = 2
\Y 290 0 (23)
and for the magnetic field
.~ 10°B
B———— =0. 24
v c? ot? (24)

These two equations are homogeneous, linear partial differential equations of the 2nd
order. However, they can only be solved for simple special cases and are therefore
unsuitable for a realistic consideration of a CH cavity. Numerical programs such as
CST Microwave Studio [40], though, can simulate a real cavity in an approximated
way. For simple structures such as rectangular or circular wave guides and rect-
angular or circular cylindrical cavity resonators, the wave equation can be solved
analytically. A circular cylindrical cavity resonator with radius R¢ and length L is
first considered to approximately derive the field distribution of a CH cavity, since
these two structures have the most in common. Due to the cylindrical symmetry of
the cavity resonator, a consideration in cylindrical coordinates (p, ¢, z) is appropri-
ate. For the examination the boundary conditions

0p(x) =0 VE, j(x) =0VZ
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0B

E,=FE,=0 25 = z
6 \p: . (25) By=—=| . (27)
By =E, =0 2=0,2=L (26) B, =0 2=0,2=L (28)

are considered. These boundary conditions represent the conducting walls of the
resonator at the locations p = R¢, 2 = 0 and z = L. A distinction is made between
solutions which have only transverse magnetic field components (B, = 0), also called
TM or electric E-modes, and solutions which inversely have only transverse electric
field components (E, = 0), also called TE or magnetic H-modes. Considering the
field distribution within the circular-cylindrical cavity resonator in cylindrical coor-
dinates, transverse (p, ») and longitudinal (z) field components are obtained. The
transverse field strengths (E,, Ey, B,, B,) can be fully expressed by the longitudinal
field strengths (£, B.).

o1 [2ES woB. 1 [@B] woE @)
. “ k2 | 0pdz  p 09 a © —k2 | 9pdz  pc O
(29)
277 2 3 B, — 1 182322_@@
Ey = — 1 - 19°E; _iwaBz ¢ ‘Z—;—kﬁ p 0p0z ¢ Op
k2 |p 0¢p0z 8/2 | (32)
30

It can be seen that a determination of the longitudinal components of (23) and
(24) is sufficient. The propagation direction of the standing wave is in z-direction
due to the choice of the cylindrical coordinates. With the solution approaches

E(p, ¢, 2,t) = E(p, p)e=F==eit (33)

for the electric and

B(p, ¢, 2,t) = B(p, p)e===e™ (34)

for the magnetic field, the wave equations (23) and (24) and the boundary condi-
tions (25) to (28), E, and B, and hence E,, Ey, B,, and By can be calculated with
(29) to (32). The analytical solutions for the TM and E-modes, respectively, where
B, = 0 hold are:
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5.0, 6,201) = Bod (220 cos(mg)eos (272 ) e (35)
c
nl R mn . ;
(P, b, 2, ) = —ZZ; CEoan (a;%cp> cos(mae)sin (Tz) et (36)
o pﬂ-mR2 Lmn . . pT iw
s(p, b, 2,1) = i CEoJ, (ch) sin(mae)sin (LZ> et (37)
B.(p, ¢, 2,t) = 0 (38)
, R? . |
B,(p,¢,2,t) = —g;:;;pEng (chp) sin(mao)cos (pgz) et (39)
= jwR o .
By(p, ¢, 2,t) = ;:in; EyJ), (xRC p) cos(ma)cos (Tz) ewt (40)

Here Ej represents the amplitude of the electric field, J,,, the Bessel function of the
first type and m-th order, z,,, the n-th zero of the Bessel function as well as J/, the
derivative of the Bessel function and 2/, its n-th zero [41]. The respective modes
are named after the corresponding indices m,n and p. These give the number of
nodes and antinodes of the field component E, along a given coordinate. The reso-

nant frequency of the TM mode is calculated by

P ) (2 m

3.1.1 The CH cavity operation mode

The operating mode of CH, Hsyyy, is a TE or H-mode, where E, = 0 holds. The
analytical solutions for this case are:

5 * (x;nn ) . pm iwt
B.(p, ¢, z,t) = By Jm, p | cos(me)sin (z) e (42)
Rc L

B,(p, ¢,z t) = prhic BiJ] (xlmnp> cos(me)cos (mz> et (43)
T Lat, 0™\ Re L

§¢(p ¢, z,t) = _p?TmR% BjJ, (min"p> sin(mae)cos <p7rz) et (44)

R Rl pr;%n oYm RC L

_)z(pa ¢,Z,t) =0 (45)

Ey(p,¢,z,t) = _iwmBg BjJ (mlmnp> sin(mae)sin (mz> et (46)
P I » l’;%np oYm RC L

; /
Eulpno.2.0) = 2 5, (o) costmasin (*F =) (47)

Here B is a quantity proportional to the amplitude of the magnetic field and J,,,,

Tmn, J}, @b are analogous to the TM mode solutions, the Bessel function, its zeros,
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the derivative of the Bessel function and its zeros [41]. However, here the indices
m,n and p, after which the modes are named, describe the number of nodes and
antinodes, respectively, of the field component B,. The frequency of a TE mode is
calculated from

TE :E;nn )2 <p )2
— o] [ Fmn Py 4
0o = (27ch 21 (48)

As can be seen in (45), the operating mode of the CH cavity has no electric field
component in the z-direction, which is, however, necessary for the acceleration of
charged particles inside the cavity. For this reason, spokes with enclosed drift tubes
are installed in the cavity to generate an electric field component in the z-direction.
As a result, the time-dependent, longitudinal magnetic field induces a potential dif-
ference in the tank quarters between two neighbouring spokes.

@@ __[4B4, (49)

Uin = 0 =
d dt A dt

Between the drift tubes embedded in the spokes, an electric field is formed whose
polarity changes. The drift tubes serve to focus the electric field on the beam axis
(see figure 16).
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Fig. 16 Simulated magnetic (left) and electric (right) field of the Ha;j-mode of a CH cavity.

Since after (28) the magnetic field component B, must vanish completely, no
real zero mode H,,,( can exist. However, since a homogeneous E, component would
be preferable for the acceleration of charged particles, a pseudo-zero mode Hy(g) is
generated by adjusting the lengths of the drift tubes and tank caps in such a way
that a homogeneous field distribution is achieved by the capacitive loading.
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3.1.2 The Slater Perturbation Theorem

The resonant frequency of the cavity fy can still be influenced during operation by
changing the cavity geometry. For this purpose, for example, dynamic tuners are
moved into or out of the cavity, or external forces slightly deform the cavity walls, as
in the case of elliptical Tesla cavities. Consequently, a change in the internal volume
V' of the resonator body causes a frequency change Afy. To be able to explain this
circumstance, the classical harmonic oscillator is considered first. This is invariant
to adiabatic change, which in this case does not correspond to the thermodynamic
description of a time rapid change of state, but to the fact that the frequency change
occurring due to the volume change is several orders of magnitude smaller than the
resonance frequency itself. The constant energy, which is stored in a classical oscil-
lator is given by [41]

2 2.2

P mwyq
H =W=_— . 50
(pa)=W =0+ (50)

Here p corresponds to the momentum, m to the mass and g to the displacement.
The energy within the system is preserved, so that ¢ and p span an ellipse, whose
area is constant and the semi-axes are ¢y and py. These semiaxes are calculated
from [41]

2W
go = 1/—— and py = V2mWV. (51)
mwo

This gives the constant area of the ellipse A to

AmWW+4 w
A=m-py-q=m-,|——=— = — with = 27 fo. 2
T-Po-qo=T m - (27 fo)? A with o 7 fo (52)

A change of the stored energy AW thus causes a change of the frequency A fj
for a constant area A.

W-Afy AW Af
o W T fo

This is called the Boltzmann-Ehrenfest theorem® and applies to both mechanical
oscillators and electromagnetic resonators [41]. In an electromagnetic resonator,
such as a CH cavity, the stored energy W is equally distributed on time average
between the stored, electric energy W, and the stored, magnetic energy Wy, (see
section 3.2.3). The stored energy thus oscillates between the electric and magnetic
fields. If, for example, a dynamic tuner is moved into or out of the resonator, it
causes a change of the resonator volume by AV. Depending on the position of the
tuner, either W, or W, is changed more strongly, and in each case there is a change

AW = A-Afy = (53)

*lnamed after Ludwig Eduard Boltzmann (x20 February 1844 in Vienna, Austria; +5 September

1906 in Duino, Italy) and Paul Ehrenfest (x18 January 1880 in Vienna, Austria; +25 September
1933 in Amsterdam, Netherlands)
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in the resonant frequency A fy until the equilibrium between the two stored energies
has been restored. Depending on whether the electric field or the magnetic field
has been influenced in several parts, a distinction is made between capacitive and
inductive frequency influence. This relation is also called the Slater perturbation
theorem [42] [41].

Afy AW, — AW,
fO B Wm+We

(54)

3.2 Fundamental Characteristics

In the following section some important parameters are presented, which are used for
the description and comparison of different cavity resonators. The following section
will only concentrate on parameters which are also important for this thesis. For a
larger selection and a more detailed description of the parameters, please refer to
the literature ([32], [39], [41]. [43], [44]).

3.2.1 Acceleration Field E,

For cavities that are to be used to accelerate charged particles, one of the most mean-
ingful quantities is the acceleration gradient E,. This is a measure of the voltage
difference experienced by the charged particles as they pass through the accelerator.
The voltage that builds up between the drift tubes is calculated by

Uy = / g (e (55)

—Z1)2

Here Z is the cell length of the accelerating cell, which is defined from drift tube
center to drift tube center. Since the electric field and thus the voltage changes in
time, a particle passing the cell does not experience the maximum voltage during its
entire flight through the cell, but (assuming an ideal time of injection, i.e. passing
the center of the drift tube while the field changes sign) the maximum electric field
only in the center of the cell. The voltage which the particle finally experiences
effectively is called U.g and includes the build-up of the electric field at the entrance
into the cell and the decay of the electric field at the exit of the particle from the
cell (see figure 17). This results in Ueg:

Uest = /ZL/2 E.(z)cos (?) dz (56)

—Z1)2 c

The ratio between the effective and the maximum voltage is called the time transit
factor T' [41].

o Us _ JZ50 Bz()cos (57) dz (57)
Uo f%ﬁ? Ez(z)dz
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Fig. 17 Schematic representation of the time-dependent field curve in an accelerator cell.
The maximum field E; max, the field when entering or leaving the cell £, ;, /oy and the
effective field E, , are shown.

Thereby T can be solved analytically only for quite simple structures, for more
complex structures like a CH, for example, the running time factor must be deter-
mined numerically. Since U.g is always smaller than Uy, it is always T" < 1. Typical
values for 1" are between 0.7 and 0.9. If there are several accelerator cells within
a resonator, as it is the case in a CH, the total electric field on the beam axis is
calculated by the quotient of the sum of all single gap voltages and the effective
total length Leg [39].

1 Lot

E, =
Leff 0

|E.(2)cos(wt)|dz (58)

E, is the effective acceleration gradient and is given in MV /m. The total effective
length Leg is defined differently. In this thesis, the definition range of L.g is set
to take into account that the electric field still extends into the first and last drift
tubes, so the sum of the individual cell lengths is used for definition (also called

[BA/2-definition) [44]:

Lg=n- B; (59)

Here n represents the number of acceleration cells within the resonator.

3.2.2 Impedance Rp

A quantity that can be used to estimate the efficiency of resonators is the so-called
impedance R,. It indicates how well the resonator is able to transfer the within
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stored power P. into the accelerator voltage Ug.
_ U
=7

The greater the impedance is, the greater is the acceleration voltage at constant
injected power.

Ra

(60)

3.2.3 Stored Energy W

In order to generate an acceleration field in a resonator, power must be injected into
the cavity. A certain part of the injected energy is stored within the cavity. This
stored energy can be calculated from both the magnetic and the electric field within
the resonator volume, since the energy content of both fields is the same on average
over time. This results in the following for the stored energy W

| 1
W= §“°/v | Ho[2dV = 560/‘/ | B2V (61)

3.2.4 Power Dissipation Pc

The magnetic fields induced inside the resonator in turn induce surface currents on
the inner wall surface of the resonator S, which generate Ohm losses. The dissipated
power FPg is calculated from:

1
P:fs/HQd 2
o= LR, [ |1 (62

Where R here represents the surface resistance.

3.2.5 Quality Factor @)

The Q-factor is another important parameter used to characterize resonators. It is
a measure of how much of the stored energy W is dissipated per oscillation period.
Different types of Q-factor are defined, such as the intrinsic quality or quality factor
o, the external quality (). and the loaded quality (). The intrinsic quality is

calculated from -
Wo
= ) 63
Q=2 (63)
The higher the quality, the lower the losses of the oscillating system. However, the
intrinsic quality )y only considers the losses within the cavity. In real cavities losses
also occur at both the input and the output couplers. These losses are referred to

as P,)°* and P;,%, and together with Pq give the total power loss Py [32].

Py = Po + Poy + Py (64)

52L0ss by emitted
3Loss by transmitted
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The definition of the loaded quality (), is analogous to the definition of @)y, except
that the total power dissipation P,y is considered [32].

Qu="5" (65)

The determination of the influences of the coupler or the pick-up for realistic condi-
tions is only possible under special circumstances, which makes the determination
of Qo only possible to a limited extent. For this reason, the loaded quality @)y, is
usually determined and Q) is derived from it. Dividing (64) by wWj gives

Py  Po+ P+ Py I n P, n P

UJWO CUWO OJWO QJWO LUWO .
The subexpressions from (66) correspond to the reciprocal of the definition of the
quality, so that one can assign a quality of its own to the cavity (Qo), the coupler

(Q.), and the pick-up(Qy).

(66)

— =t — (67)

When the injected RF power is turned off, the stored energy within the cavity de-
creases, with the rate of decrease corresponding to the power dissipation Py [32]

dw WOW

=Py =— 68
dt ot QL (68)
The solution of this equation is an exponential function with the time constant 7.
_t _wot
W(t):WDG( TL) :Wo'e( QL) with T:@ (69)
w

This measurable 7 can now be used to determine (J1,, but this is only the case if the
injected RF signal is pulsed. To determine the Q-factor for a continuous RF signal,
the so-called 3dB method is used. For this, the resonance curve A(w) must first
be determined. To determine the resonance curve, the fields inside the cavity are
considered, which also decay with 1/7. The time dependence of the field amplitude is

wot

At) = Aoe(_ﬁ)e(i“‘)”. (70)

To express the field amplitude A(t) as a frequency w dependent function A(w), it has
to be Fourier transformed. This results in the frequency dependent field amplitude

1 | Ao|

|A(w)| = : (71)
2 wo \2
VI ()" + o —ap
The maximum of this function is at wy and is calculated from
20| A
A(WO) o QL| 0| (72)

Y 21wy
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In order to determine @), using the 3dB method, the so-called half-width of the
resonance curve is calculated first. Figure 18 represented this method graphically.

3dB

Aw

v v

}
w 1 0)0 w 2 (7]

Fig. 18 Graphical representation of the concept of the 3dB method.

The half-width indicates the width of the resonance curve Aw = ws — w; at the
point where the decay of the resonance curve corresponds to 3dB, hence

Au,

Alw) = ek (73)
Putting this into (71) gives:
Awy _ 2Qu|A] 1 | Aol
\/§ \/ﬁwo\/§ \/ﬁ \/(2‘&)2 L (w B w0)2 (74)
w
= w2 = wp = ﬂ

This allows to directly determine the width of the resonance curve and thus the
loaded quality @y, to
Wo

Qu (75)

Wo

Aw = wy —wy =

= QL =
Wy —wq
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3.2.6 Coupling Factor

A quantity that is directly related to the quality and can be used to determine the
quality factor is the so-called coupling factor 5. The individual qualities can each
be assigned their own coupling factor. Thus, the coupling factor of the coupler is 3.
and that of the pick-up is f;. These indicate in each case how strongly the associated
coupler influences the resonator field. They are defined by the associated qualities
to [32]:

b= (76) b= (77)
From these definitions and from (67) results
Ql:l(l+ﬁe+ﬁt) = Qo =Qu(1+Be+ B). (78)
L Qo

Thus, the quality factor )y can be determined from the loaded quality )1, and the
two coupling factors 3, and ;. In practice, the pick-up is usually designed in such
a way that it has very little influence on the fields, so that [, &~ 0 applies. )o thus
depends only on @, and §.. The strength of the coupling is thereby divided into
three different cases, the distinction of which is defined by the value of §.. Thus,
the coupling is considered weak or undercoupled if 0 < 5, < 1. If S, = 1 then the
coupling is said to be critical. In this case, the qualities of the resonator and the
coupler are equal and @)y is twice the loaded ()y,. In the last case S, > 1, which is
called strong coupling or overcoupling.

To determine the coupling factors, a square-wave pulse from the signal generator
is applied to the resonator and the reflection and transmission behavior of the signal
is observed when the high frequency is switched on or off. At switch-on, all power
is initially reflected (P = P,%) because the excitation of the resonator requires a
settling time and is thus delayed. After this settling time, the reflected power de-
creases, until it reaches an equilibrium state. Since the output coupler was chosen to
couple as weakly as possible (; = 0), almost all the injected energy of the resonator
flows back through the coupler at the end of the square pulse (P, ~ P,). Figure 19
shows the plots of P, P,°¢ and P, for different couplings [32].

For critical coupling (. = 1) it can be seen that P, almost completely disappears
after the settling time and thus P can be injected into the resonator almost without
loss. For weak coupling (8, < 1), P, does not drop that far, and for strong coupling
(Be > 1), P, initially drops almost to 0 after the settling time, but then rises again.
In practice, these curves can be read directly from an oscilloscope and from the two
maxima of P, . can be derived [32].

54forward power
S5reflected power
56transmitted power
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Fig. 19 Schematic representation of the reflected (P;) and the transmitted (P;) signal for
a coupled square pulse (P) for a total of three different coupling factors (5).

1

- P,
2. /B -1

Be (79)

When determining [, with this method, care must be taken that the pulse length
used is sufficiently large so that the resonator is in the equilibrium state. However,
it is not necessary to know how strongly the coupler couples. With constant applied
RF power, [, can be calculated via [32]

1£,/%
fo= — VI (30)

L¥ 5
The upper sign in (80) is used when overcoupling and the lower sign when under-
coupling.

3.2.7 Surface Resistance normal state R,

In addition to the surface resistance of a superconductor in the superconducting
state according to BCS theory given in (18), a superconductor also has a surface
resistance in the normal conducting state. This is needed for measurements in the
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normal conducting state. To derive it, Maxwell’s equations are used again, but this
time not in a current- and charge-free space. This time, Maxwell’s equations are
used in a sourceless space®” to derive the so-called telegrapher’s equation:

V-E=0 (81) O x P 0B (83)

The derivation of the telegrapher’s equation is analogous to the derivation of the
wave equation, but here additionally the electric conductivity o, which is defined
as a constant of proportionality between the current density 7 and the electric field

strength F

j=0E (85)

is used. This results in the so-called telegrapher’s equation

S0 2 OF OE?
’F = — —.
\Y4 oo 5 + Lo€o oTe (86)
The telegrapher’s equation for the magnetic field is derived analogously
- 0B 0B
°B = jgo—— —. 87
\ Hoo 2, + foco o2 (87)

In good conductors pgeg < oo is valid, so that (86) can be simplified to

= OF
VE = uoaa for pgeg << poo. (88)

For a time-dependent electric field®®, (88) results in

V2E = iwo,uoaﬁ = o’E with o? = 1Wo o0 (89)

The surface can be assumed to be a conductive half-space x > 0 whose electrical
conductivity is between 0 < ¢ < co. A harmonic time-dependent field is now gen-
erated at this surface. A further assumption is that the field is constant in y- and
in z-direction and thus independent of y and z. Therefore, the solution of (89) for
the field components is

E,(z) = E.(x) = Epe™ ", (90)

Since j: oF is valid, it becomes obvious that not only the transverse electric field
components within the conductor decrease exponentially, but also the respective

575 = 0 Vi
58E o eiwot
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current densities. Thus, current does not flow homogeneously in an electric con-
ductor when a high-frequency alternating field is applied to its surface, but only
in a thin layer immediately below the surface. In this case, it penetrates only a
certain depth. The electric field and thus the current decrease exponentially from
the outside to the inside of the conductor. The penetration depth at which Ej has
decreased to 1/e is called the skin depth 0 and the entire effect of the decrease is

called skin effect [32]
|1 | P
5 = = 91
o folokr T fokopr (1)

Where p is the resistivity of the conductor and pu, the permeability of the conductor.
As a simplification, it is now assumed that the current within the conductor does
not decrease exponentially, but that a constant current I flows within a layer of
depth §. In addition, it is assumed that no current flows outside this layer. This
current can be calculated by integration of the current density:

> Jo
1:@:/ (2)dx =20 92
y= L= [T =2 (9

The surface impedance Zg is now given by the field E at the surface and the current
I inside the layer.
By B Epa  «

— = R, +iX, (93)

Z : — =
I Jo cEy o

The real part of this surface impedance Z; is now called the surface resistance R;.

mfoprpo 1
Ryn = | ——1—= = — 94
’ o od (99)

It can be seen that R, increases as the skin depth ¢ decreases, this seems logical
as there is less room for the current to flow. Also noticeable is that Rs, increases
proportionally to v/fo, while the surface resistance in the cold state R;pcs depends
quadratically on the frequency (see (18)).
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4 Phenomena limiting Superconductivity

In chapter 2 of this thesis, the theoretical basis of superconductivity was explained
and it was mentioned that there are limiting phenomena that limit superconduc-
tivity, such as a critical temperature T, a critical current density jo or a critical
magnetic field Ho. In addition to these limiting variables, superconducting res-
onators have other constraints that can occur during operation. These technical
limitations, which can also occur during the fabrication of the cavity or during the
preparation of the Niobium used, will be discussed in more detail in the following
section. A more detailed description of these issues can be found, as in chapter 2,
in the respective literature [29] [32] [44].

4.1 Electric and Magnetic Peak Fields Eyeax & Bpeak

As already explained, a too strong magnetic field B¢ exceeding a certain critical
value leads to the breakdown of the superconductivity. Since superconducting res-
onators are designed to excite strong electric and magnetic fields inside to oscillate,
it is interesting to know the strength of both the electric and magnetic peak fields
(Epeak and Bipeax) generated inside the cavity. While a too strong magnetic field
will directly lead to superconductivity breakdown, a too strong electric field could
cause field emission (see section 4.5), which would severely limit the performance
of the resonator or could even lead to superconductivity breakdown. Since these
peak fields depend on the injected power and the cavity structure, it is interesting
to consider them in relation to the maximum achievable field gradient E,.

Eea
23721(310 (95)

The smaller this ratio, the lower the probability of field emission for a given gradient.
This ratio is already minimized during the design of the cavity by optimally adjust-
ing the drift tubes within the cavity and simulating the electric field distribution and
the peak fields. Values for E, e/ E, are between 2, for example for superconducting
elliptical Tesla cavities, and 10 [44]. The sc CH cavities are in the middle range with
an Fpe/E, of about 6 [1].

In practice, it is shown that the superconductivity of superconducting resonators
can already break down at magnetic field strengths well below the critical magnetic
field strength of Niobium Bcs (see Tab. 1). This is caused by so-called defects within
the material, which form a normal conducting region. Within this region, a temper-
ature rise occurs which is sufficiently large to cause superconductivity breakdown,
also known as quenching. For this reason, the ratio between peak magnetic fields
and field gradients must also be minimized as much as possible from the beginning.
Typical values for Bpeax/E, are between [44]:
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3 < ZPRE <90 96
MV/m = E, = MV/m (56)

Minimization of these two ratios can only be achieved for complex structures such
as the CH cavity using numerical software such as CST Microwave Studio [40]. In
chapter 8 the way of this minimization will be discussed in more detail.

4.2 Residual Resistance

In reality, the resistance of a superconductor reaches a value above the theoretical
R pes calculated in (18) when cooling down to low temperatures. Thus, the actual
resistance R is composed of the sum of the temperature-dependent resistance s gcs
and a temperature-independent residual resistance Ry [32].

Rs = RS,BCS (T) + RO (97)

The causes for Ry can vary and range from welds and contamination of foreign atom
inclusions. The value of Ry is typically in the order of a few 10 n2, although 1-2n{2
has also been achieved. Furthermore, Ry can be divided into two components, a
material-dependent resistance R, and a magnetic field-dependent resistance Rpag.
As explained in section 2.2, a magnetic field applied to the superconductor from the
outside can penetrate the superconductor as long as it is a Type II superconductor,
such as Niobium for example. Thus, if the external magnetic field strength H, is
between the two critical magnetic field strengths He <H.<Hco, the magnetic field
penetrates the superconductor within flux tubes whose centers are normal conduct-
ing and are surrounded by induced circular currents. These flux tubes can move
within the superconductor by a force generated by the superposition of the induced
circular currents and the currents flowing through the superconductor, creating an
electrical resistance and increasing Rs. For this reason, it is necessary to shield Type
IT superconductors from external magnetic fields such that H.<Hcg;, which corre-
sponds to a complete displacement of the magnetic field by the Meissner effect. For
the shielding, g-metal® is used. The magnetic component of the residual resistance
Rynag can be calculated from [32]

H,
—— R ..
2Hco 7

Using for Heo = 2400 Oe and the normal conducting surface resistance for Niobium
with a RRR = 300, R, ~ 1.5mQ at 1 GHz this gives (98) to [32]

Riag = 0.3 (nQ2) He(mOe),/ f(GHz). (99)

59 -metals belong to the group of soft magnetic nickel-iron alloys, which have a high magnetic
permeability of p, = 105 — 10°.

Riag = (98)
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A permanent, external magnetic field is the magnetic field of the earth (Heatn =
500mOe). If this was not shielded, the residual resistance would be of the order
of 10012, which is significantly higher than Rsgcs and thus strongly dominate the
surface resistance.

4.3 Multipacting

The term multipacting describes the creation of an electron avalanche within a
cavity by repeated emission and impact of electrons on the resonator walls. This is
a resonant process. Initially, an electron is emitted from the wall of the resonator
by, for example, cosmic rays, photoemission, radioactive decay, or field emission,
and then accelerated in the electric field Epsin(wt) [32]. If the kinetic energy of
the electron is sufficiently large and it hits a wall, it is able to release secondary
electrons, which again can be accelerated in the field and hit a wall (see figure 20).
If these release electrons again, an exponential increase in the number of electrons
can occur. If the number of emitted electrons is larger than the number of incoming
electrons, an electron avalanche occurs and it is called multipacting [32].

Vacuum

E,sin(wt)

electron avalanche

Fig. 20 Sketch of the development of an electron avalanche inside a cavity by multipacting.

The electron avalanche triggered in the cavity compensates to a certain extent
for the power injected into the cavity, since a large part of it is used to accelerate
the emitted electrons. The absence of the power, which is no longer included in the
accelerating voltage U.g, can be observed directly from the curve of the transmitted
power P;. Once an electron avalanche has been initiated, P, cannot increase any
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further and enters a plateau. In figure 21 this plateau is shown for a measurement
with the network analyser or with an RF pulse. After the field energy inside the
cavity has flattened out sufficiently to not provide the necessary energy to release
secondary electrons, the course of the transmitted power normalizes [44].
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Fig. 21 Schematic representation of transmission signals when multipacting occurs. Left:
The transmission signal as it would be displayed on a network analyser. Right center: The
transmission signal during an RF pulse, while the forward and reflected signals remain
invariant.

Besides the sufficiently large field energy, another condition for multipacting is
the trajectory of the electrons. A distinction is made between one-point multipact-
ing, in which the electrons strike at the same point of their emission, and two-point
multipacting, in which the electrons strike at a new location. The transit time of
the electrons in one-point multipacting is an integer multiple of the radio frequency
period. In this process, the emitted electrons are accelerated by the electric field
component perpendicular to the resonator walls, while the magnetic field compo-
nents deflect them along quasi-circular paths so that they strike again at their origin
(see figure 22). The number of high frequency periods between emission and impact
are called 1st, 2nd and 3rd order [32].
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Fig. 22 Schematic representation of 1-point multipacting for modes 1, 2, and 3.

The number of generated electrons IV, is composed of the originally emitted elec-
trons Ny and the material specific SEC® §(K) [32].

k
Ne = No [] 6Kom (100)

m=1

Here K,, is the kinetic energy after the m-th impact and k& the number of impacts.
As described above, a condition for multipacting is that N, goes to infinity when &
goes to infinity, which is satisfied by (100) when 6>1 [32]. § varies from material to
material and can be affected by different surface preparations, so that later condi-
tioning is simplified (see figure 23).

Secondary Emission Coefficient

—— Wet Treatment
— 300°C Bakeout
—— Ar Discharge Cleaned

Kinetic energy / eV

Fig. 23 Schematic profile of the secondary electron emission coefficient of Niobium as a
function of the kinetic impact energy of the electrons for different surface preparations.

60Secondary Electron emission Coefficent
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At low field levels, the kinetic energy of the emitted electrons is not sufficient
to trigger secondary electrons (6<1). If the energy increases, it is sufficiently large
so that the emitted electrons can trigger secondary electrons when they hit the res-
onator wall (6>1). If the energy is too high, the emitted electrons penetrate the
surface of the material to such an extent that the secondary electrons cannot escape
from the material, causing ¢ to drop again until it is <1 again [32].

When the desired acceleration gradient FE, is first set within a resonator, so-
called multipacting barriers typically appear. A distinction is made between ’soft’
and "hard’ barriers. Soft barriers are usually residues on the surface of the resonator,
which can be removed by the impact of the electrons. So, at constant power P,
intended multipacting is triggered to remove these residues. At a constant applied
vacuum, the stripped residues are extracted and the soft barriers are eliminated.
This process of removing residues by intentionally triggering multipacting for a
certain time is called conditioning. A hard barrier, however, often occurs due to
geometric boundary conditions and cannot be removed by conditioning. If a hard
barrier affects the maximum achievable acceleration gradient F, excessively, it may
be necessary to redesign the resonator. Barriers can be recognized by the decrease
of the unloaded Q-factor Qo in the Qg versus E, curve (see figure 24) [32].

A

log (Qp)

soft barrier

hard‘ﬁ barrier

E,

Fig. 24 Typical ()¢ versus E, curve of a superconducting cavity in case of multipacting.

Another limitation is that in superconducting structures, the impact of electrons
into the resonator walls can cause local heating of the material. With a large number
of electrons up to an electron avalanche, these impact areas can be heated to such
an extent that local normal conduction spots or even quenching can occur.
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4.4 Thermal Breakdown

The thermal breakdown of superconductivity is also called quench, as described
above. The reason for a thermal breakdown is due to defects in the surface of the
superconductor and are caused by submillimeter sized inclusions in the raw material
of the superconductor or at welds. The defects are normal conductors. In the case
of a DC voltage, the conduction electrons would simply pass around the defects
and no effect would occur. When an AC voltage is applied, however, the normally
conducting electrons within the defect are also excited to move, so that a certain
amount of the injected power is dissipated in the defects. As the field level increases,
so does the temperature rise in the defects until they exceed the critical value T¢
and the superconducting material surrounding the defects also becomes normally
conducting (see figure 25). As a result, more power is now dissipated in a larger
region and the temperature increase spreads until superconductivity in the entire
structure can collapse [32].

Defect Defect

Nb Nb

He He

Fig. 25 Schematic representation of a thermal breakdown of superconductivity in Niobium.
Left: If the strength of the field is not high enough to raise the temperature above T due
to the power dissipated in the defect. Right: Now the field is sufficiently strong to raise
the temperature by the dissipated power above T¢.

A thermal breakdown can be recognized by its characteristic course of the re-
flected and transmitted power P, and P; with an RF pulse switched on. When the
power F; is coupled into the cavity, after an initial maximum P, decays with time
as P; increases. When the field level reaches a sufficiently large value to cause a
quench, the superconductivity breaks down and the Q factor (g of the resonator
changes, and with it the coupling factor (3, so that all power is now reflected. Thus
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P, increases again and P, decreases. If the field level decreases and the cavity is
cooled sufficiently again by the liquid Helium surrounding it, it re-enters the super-
conducting state so that (g increases again. Thus, the resonator is properly coupled
again and the P, decreases while P; increases again. After a sufficiently large field
level is reached, the process starts again [32]. Figure 26 shows schematically the
course of the three readings P, P, and P; for the occurrence of a quench.

Fig. 26 Course of the powers in an RF pulse during a thermal breakdown

To counteract quenching, Nb of particularly high purity (RRR > 250) should be
selected, and the surface should be chemically treated and rinsed with high-purity
water. This prevents the formation of defects.

4.5 Field Electron Emission

Another effect that influences the performance of superconducting cavities is the
so-called field emission. Electrons are released from the metal surface by the influ-
ence of an electric field. These emitted electrons are then accelerated in the field,
analogous to multipacting (see section 4.3), and can strike the surface of the cavity
and deposit heat there, which can lead to a quench under certain circumstances.
The power required to accelerate the electrons is a part of FP; in this case, so the
stored energy within the cavity does not increase with an increasing P;. From (63)
it can be seen that at high acceleration gradients FE, the quality Qo decreases as
soon as field emission occurs (see figure 27).

In a metallic conductor, the electrons bound in the material are enclosed in a
potential well, so that their energy is insufficient for them to leave the surface. How-
ever, if energy is supplied to the electrons in the form of heat (thermal emission)
or radiation (photoelectric effect), they can overcome this potential barrier and be
released. Another possibility of electron emission is the so-called Fowler-Nordheim
tunneling [45], named after the two physicists Ralph Howard Fowler®! and Lothar
Nordheim®. Considering the electron inside the potential barrier as a quantum

61417 January 1889 in Fresden, United Kingdom; +28 July 1944 in Cambridge, United Kingdom
6247 November 1899 in Munich, Germany; +5 October 1985 in La Jolla, USA
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mechanical picture, the wave function of the electron behind the potential barrier is
exponentially attenuated to such an extent that the electron cannot overcome the
barrier. If an external electric field E is applied to the metal surface, the electron
sees the potential [32]

Gext () = —eFEx. (101)

log (Qp)

E

Fig. 27 Schematic curve of the quality factor Q)g with field emission. When field emission
occurs, the quality factor drops at high field levels.

This potential ¢ey () gives the potential barrier a triangular shape (see fig-
ure 28). The electron also experiences an attractive force due to the charge shift on
the surface of the metal. This shift of charges can be considered as image charge
and is located at position x when the electron is at position —x and generates the
potential [32]

e2

Oim(x) = (102)
The additional potential ¢;,(z) rounds off the triangular course of the potential
barrier and lowers it further. From these two potentials ¢ex(z) and @iy, (z) as well
as the potential barrier the total potential ¢eg(z) results to [32]

 16meox

Gei(T) = — —ebx. (103)

This resulting potential barrier is sufficient thin that the wave function of the elec-
tron behind it does not completely drop to 0. Thus, there is a certain probability
that electrons can escape from the surface without an additional energy input (see
figure 28). This process is called tunnelling.
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Fig. 28 Resultant potential barrier of a metallic surface due to the influence of an external
electric field and an image charge, and the wave function of an electron tunnelling through
the resulting barrier.

Fowler and Nordheim have established an expression for the tunnel current den-
sity within the framework of their theory [45]:

e B (_87r\/2me(6¢)?’v(y)> o

I Srhor(y) 3heEl

Here e is the elementary charge, m, the electron mass, h the Planck constant, ¢ the
work function in eV and ¢(y) and v(y) the two so-called Fowler-Nordheim functions,
by which the lowering of the potential barrier by the image charge is represented.
In the case of the triangular course of the potential barrier considered here, (104)
simplifies to the effect that ¢(y) = 1 and v(y) = 1, so that for j(E) holds [32]:

_ ApnE? _ Bpng??
== e\

Here Apy = 1.54 - 105 and Bpy = 6.83 - 102 are the so-called Fowler-Nordheim coef-
ficients, E the electric field strength in MV/m and j the current density in A/m?.
According to the theory of Fowler and Nordheim, field emission is expected only
from electric field strengths of the order of GV /m, but in practice field emission can
be observed already from field strengths of the order of MV /m. This fact can be
explained by so-called field emitters. These field emitters are ym large impurities on
the surface of the resonator, at which locally very high field strengths can occur due
to their surface structure. To take these field emitters into account, the so-called
field enhancement factor fry is introduced. Usually values for Spy are in the range
of Bpxy = 100 — 1000. Together with the emitter surface area Ag, the tunnelling
current strength I(E) results in [32]:

J(E) (105)
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I(E) (106)

_ ApnAc(BryE)? or (_ Bpnog®/? )
¢ b BenE

A good surface preparation can significantly reduce the occurrence of field emission
and thus improve the performance by avoiding field emitters.
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5 Quick Introduction in Structural Mechanics

Structural mechanics is a sub-discipline of engineering in which forces, stresses and
deformations of solids are calculated. This is necessary for the design as well as for
the recalculation of mechanical components. A wide variety of components made of
different materials such as wood, rubber, plastics and also metals are being investi-
gated. The aim is to gain a more precise overview of the strength of the material
under investigation with regard to external forces before the material fails. In this
context, a failure of the material means a deformation or fracture.

Since superconducting cavities are designed with a very thin wall thickness to ensure
uniform cooling to cryogenic temperatures on the one hand and to save production
costs on the other hand, they are particularly vulnerable to external mechanical
stresses acting on them during operation. This can be stresses due to thermal con-
traction of the material at low temperatures, mechanical vibrations during operation
due to the maintenance of the vacuum, or forces acting intentionally, as in the me-
chanical displacement of the dynamic bellow tuner to tune the frequency. To be
confident that the cavity can withstand these mechanical stresses, it is of great in-
terest to determine and calculate the strength of the cavity. For this purpose, the
cavities designed and presented in this thesis were analysed for their mechanical
properties and strength using the program CST Studio Suite [40]. In the follow-
ing chapter, a brief overview of the underlying theory will be given and the basic
concepts for the simulations will be briefly explained. A detailed insight into the
subject of structural mechanics can be found in the technical literature [46] [47].

5.1 Stress Concept

In order to be able to examine a component unit for its mechanical characteristics
and its strength, first of all some definitions for the description of the mechanical
characteristics must be made. One of the most important is the definition of the
mechanical stress §. For an illustration of this mechanical stress, one can imagine a
component placed between two points A and B. Different external loads act on this
component, such as forces F , moments M or area loads q (see figure 29 left).

These external loads inevitably cause forces to occur inside the component, which
are unevenly distributed over its volume and are in equilibrium with the external
loads. To define the mechanical stress, a section plane is cut through the compo-
nent and a small partial area AA is considered (see figure 29 mid). The internal
stress of this partial area is described by the effective force AF , whereby it must
be added that AF represents an averaged, resulting force, since the distribution of
the internal stress over the partial area AA is non-uniform. To limit the mechanical

stress as closely as possible to one point, AA must be chosen as small as possible
(AA — 0 =dA). The ratio of dF to dA is defined as the mechanical stress [46].
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Fig. 29 Illustration of the definition of mechanical stress in a solid. The solid is viewed in
a section and the stress in the interior is examined in more detail.

Since the mechanical stress § is a vector quantity, it can be divided into two
components, the so-called normal stresses o and the shear stresses 7 (see figure 29
right). The normal stress o represents the part of § orthogonal to dA and the shear
stress 7 the part parallel to dA. If s should be orthogonal to dA, the magnitude of
the shear stress is equal to 0 [46].

To better distinguish the stress
components from each other,
indices are introduced. For the
shear stresses 7, the first index
stands for the direction of the
normal vector, for example =z,
and the second index stands for
the direction of the shear stress
itself, for example y, resulting in
a shear stress of 7,,. For normal
stresses o, a double index is

omitted and only the direction Fig. 30 Indexing of the normal stresses
of the normal vector is given: o, and the shear stresses using the example
(see figure 30). of a cuboid in cartesian coordinates.

If the stress state of any stressed component at a point P is to be determined (as
indicated in figure 29 right), a small cube-shaped section whose edges are parallel
to the axes of the coordinate system (see figure 30) must first be examined. There
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are three independent normal stresses (o,, 0, and o,) and six independent shear
stresses (Tuy, Tyws Tuz, Teas Tye and T,,) acting on this section. [46].

5.2 Cauchy Stress Tensor

The stress tensor was introduced by Augustin-Louis Cauchy®? to determine the stress
state at any point of a component. For this purpose, the cube-shaped element of
the component is cut so that a tetrahedron is formed. On the four surfaces of this
tetrahedron (AA, AA;, AAs and AA3) the stresses s, 51, S5 and 53 appear. These
stresses are composed of the normal stresses ¢ and the shear stresses 7 as well as an
angle «, § or 7 (see figure 31). The stress § is given by [46]

§AA=58 - AA + 5 AAy + 55 - AA. (108)

A

Tox /\le

[
—

Fig. 31 Section on a cube-shaped element of a component (left) and examination of the
stresses acting on the tetrahedron (right).

The determination of the surfaces AA;, AA; and AAjz is necessary for the fur-
ther derivation of the stress tensor. For this purpose, different triangles are placed
in the tetrahedron to determine the respective edge heights hq, ho and hs. With the
resulting angles «, § and v the areas can be calculated. Fig 32 shows exemplarily
the trigonemtrical relations for the angle v and the height hs. The other determi-
nations are made analogously [46].

63421 August 1789 in Paris, France; +23 May 1857 in Sceaux, France



A2 Cauchy Stress Tensor Thorsten Conrad
N Page 52 PhD Thesis

Fig. 32 Determination of hg and thus of AAj3 based on the trigonmetric analysis of the
tetrahedron.

For the surfaces of the triangles applies with base b

1 1
AA = §b -h and AA; = §b ~h; with: = 1,2, 3. (109)
Using the trigonometric relationships
hy = h-cos(a), hgo=h-cos(f) and hz=h-cos(y), (110)
the following equations are obtained for the areas
AA; = AA-cos(a), AAy=AA-cos(f), and AA3;=AA-cos(y). (111)
If now the calculations of the areas are put into (108), it results in
§-AA =35 -AA cos(a)+ Sy - AA-cos() + 53 - AA - cos(y) (112)
Further simplified to:

§ =5, -cos(a) + Sy - cos(B) + 53 - cos(7). (113)

The stresses 57, So and §3 acting on the surfaces can now be expressed in terms
of the normal stresses and the shear stresses, and thus the stress vector § on the
section plane AA can be determined (see figure 31).

Oy Tyx Tz
S=| Ty |-cos(a)+ | o, |-cos(B)+ | Ty |-cos(y) (114)
TJ,‘Z Tyz O-Z
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(114) can also be expressed in matrix notation:

Sy Op Tyw Toa cos(a)
S=1| s, | =| Twy 0y T |+ | cos(B) (115)
Sz Tez Tyz Oz COS(W)

Where here the 3x3 matrix in the center represents the stress tensor S [46]:

O Tyzx Tax
S=| To 0y Ty (116)
Tez Tyz O

It consists of the three normal stresses, which are located on the diagonal, and the
shear stresses. However, since three pairs of shear stresses are equal, the number
of shear stresses within the stress tensor is reduced from six to three. These equal
shear stresses, acting in section planes orthogonal to each other and either leading
toward or away from a common section edge, are called associated shear stresses
[46]. In this way, the following applies

Toy = Tyz, Tuz = Tew, and Ty, =T (117)

The stress tensor can therefore also be written as:

Or Ty Tzz
S=| To 0y Ty (118)
Tez Tyz Oz

5.3 Principal Stress

In order to examine a component for its strength, the stress tensor must be adjusted
so that it contains the so-called principal normal stresses (op1, ops and op3). For this
purpose, the previously considered cube element is rotated until the shear stresses
disappear and the normal stresses reach an extreme value (see figure 33). This is the
case when the principal normal vectors 77p; and the stresses Sp; are parallel to each
other, which is not the case in the normal case. If they are parallel after the rota-
tion of the cube element, the stresses are equal to the normal stresses (3p; = d'p;) [46].
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Fig. 33 Schematic representation to visualize the definition of the principal stresses. For
this purpose, the general stress state is rotated so that the shear stresses disappear and the
normal stresses (04, 0y,0,) reach extreme values. These normal stresses then correspond
to the principal stresses (op1, op2, op3).

Thereby, the principal normal stresses can be expressed as a multiple of the
normal unit vectors by the magnitude of the principal stresses

5p¢ = 0p; ﬁpi with ¢ = (1, 2, 3) (119)
TPis cos(a;)
OPiy = 0p; * COS(ﬁZ‘) with ¢ = (1, 2, 3) (120)
OP; » cos(7;)

The principal stress normal vectors d'p; can also be expressed in matrix notation
by the stress tensor S and the normal unit vectors 7ip;.

OPi » Op  Tay Tz cos(a;)
opiy | = Twy o0y Ty |+ | cos(Bi) |- (121)
OPi 2 Tez Tyz Oz COS(%)

Equating and transforming (120) and (121) results in a homogeneous linear system
of equations for the direction cosine of the normal vectors of the individual principal
stresses and principal stress planes [46].

(00 = opi) - €08(0) + Ty - cOS(f;) + Tz - c0s(7) = 0
Tay - CO8(0y) + (0, — op;) - cos(B;) + 7y - cos(y;) =0 (122)
Tuz  €08(;) + Ty - cos(B;) + (02 — opy) - cos(;) = 0

This system of equations has non-trivial solutions only if the determinant of the
coefficient matrix is zero.
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Or — 0Py Txy Txz
det(S — op; E) Tay gy — Opi Tys =0 (123)
Ty Tyz 0, — 0p;

Here F is the unit matrix and (123) is also called the characteristic equation.
The solution of this equation gives the eigenvalues oy, ops and ops of the stress
matrix S and thus the desired principal stresses. The calculation of the determinant
leads to a third order equation, the so-called eigenvalue equation. The mathematical
derivation of this equation will be omitted at this point, instead reference shall be
made to the corresponding literature [48]. The eigenvalue equation is:

oo, — L1Gp, + Iap; — I3 =0 (124)

Where here the coefficients I, Is and I3 of the eigenvalue equation are the invariants
of the stress tensor. These are derived from [46]

L =0,+0,+0,

— . i 42 2 2
L=o,-0y+0y 0,40, 0. =Ty — T, —To, (125)
— 2 2 2
I3 =040y 0y + 2 Toy Tys * Taz — Op " Ty, — Oy " Tpy — Oz " Ty

By introducing principal normal stresses and transforming them into the principal
stress axis system, the stress state in any point P of any body can now be described
by the three principal normal stresses ogi, ops and ogz. Thus, the stress state no
longer depends on shear stresses, since for a three-dimensional stress state there
are three mutually orthogonal, shear stress-free sectional planes at each point of a
component. It is convention that the largest principal normal stress in magnitude
is referred to as oy; and then numbers progressively from large to small [46].

OH1 > OH2 > OH3 (126)

5.4 Strength Hypotheses

It is of great interest to consider a component in terms of its maximum mechanical
load capacity. For this purpose, a distinction is made between yield stress (yielding)
and tensile strength (breaking). However, since a large number of different loads are
applied simultaneously to real component, they usually exhibit a multiaxial stress
state, such as bending with superimposed torsion or multiaxial tensile loading. The
question here is which stress and which combination of different stresses ultimately
led to the failure of the component. This question cannot be answered experimen-
tally, instead, so-called strength hypotheses have been developed to differentiate the
various combinations of stresses. A strength hypothesis is a transfer function in
which the multiaxial stress state is transformed into an equivalent, fictitious uni-
axial stress state o,. This uniaxial stress state o, is also called equivalent tensile
stress and represents the total stress state as uniaxial normal stress and thus allows
a direct comparison with uniaxially determined characteristic values from tensile
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tests. It should be noted that this way of considering the total stress state is only
an approximation and some information may be lost in the transformation. The
condition for the failure of a component is that [46]

oy <oy (127)

must be valid. Where oy is the material-dependent maximum load limit before
failure. Different strength hypotheses are distinguished, which involve different cal-
culations of o, depending on the material behaviour (see figure 34 left). The three
most frequently used strength hypotheses are:

o Maximum Normal Stress Failure Theory (maximum normal stess)
o Tresca® Yield Condition (maximum shear stress)

« von Mises® - Yield Criteria (maximum distortional energy)

ot id(IEaIIy
= | brittle
>
s}
x
[¢]
frus}
‘© )
.= | ductile
(]
+—
©
€
ideally
tough
static swinging bump
> i brittle ductile ideally
load speed fracture fracture ductile

fracture

Fig. 34 Left: Exemplary distribution of the strength hypotheses used depending on ma-
terial properties and load conditions [49]. Right: Schematic representation of different
failures depending on material properties [50].

Apart from these three hypotheses, there are a large number of other hypotheses
which, however, are used much less in practical applications. Since in this thesis
the cavities to be investigated were analysed with the programs CST Studio Suite
[40], and this program analyses the material for the von Mises yield criterion, only
the von Mises yield criterion will be explained in more detail in the following. For

64named after Henri Tresca (x12 October 1814 in Dunkirk, France; t21 June 1885 in Paris,
France)

55named after Richard Edler von Mises (x19 April 1883 in Lemberg, Austria; +14 July 1953 in
Boston, USA)
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a more detailed insight into the other strength hypothesis, reference shall be made
to the literature [46] [47].

5.4.1 The von Mises Yield Criterion

As already mentioned, strength hypotheses are an approximation to describe a com-
plex multidimensional loading of a body by a uniaxial stress o, to such an extent
that a well-founded statement can be made about the behaviour of the body un-
der consideration regarding its failure. The von Mises yield criterion is a common
hypothesis to make statements about isotropic and ductile metals. If a force acts
on such a material, it stretches by the strain ¢ and/or distorts by the distortion ~.
These two quantities are thereby directly proportional to the normal stresses o and
the shear stresses 7 [47]:

—E.e (128)
=Gy (129)

The two proportionality factors E and G are material constants and are called elas-
tic modulus E and shear modulus G. Since an elastic material is considered here,
it should be noted that a spatial expansion in one spatial direction results in an
automatic compression €, in the other directions [47].

€) = —VE (130)

Here v is also a material constant and is called Poisson’s constant®. With this
further material constant, £ and G can also be correlated [47]

E =2G(1+v). (131)

For simplification, the stressed body is considered in the principal axis system intro-
duced above, so that shear stresses 7;; no longer occur. A stretching in the direction
of one of the principal normals causes a compression in the other two directions.

op1 Op1 op1
€pr = —; €py = —V——; €py = —V—— 132
P1 I P2 i P3 i (132)
If a stress occurs in one of the other two main directions, the occurring strains are
calculated analogously. If these strains of all three stress directions are combined,

the result is simplified as follows [47]:

56named after Siméon Denis Poission (x21 June 1781 in Pithiviers, France; +25 April 1840 in

Paris, France)
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€p1 = E[Um — v(op2 + op3)] (133)
1
€p2 = E[UPQ — v(op1 + op3)] (134)
1
€p3 — E[O‘pg — V(Upl + O'pg)] (135)

If an external load acts on a body and it is stretched, work is done on it and this is
stored in it in the form of energy. This energy U is divided into a hydrostatic part
Uy, and a deviatoric part Uy [47].

U= U, + U,. (136)

Hydrostatic means that the shape of the body does not change, so all stresses in all
spatial directions are equal in magnitude, but the volume is variable, while devia-
toric means that the volume is constant, but the shape of the body changes. This
stored energy can be expressed by the strains and principal normal stresses

1
U= §(UP1€P1 + Opaepa + Op3eps3) (137)
Inserting (133) to (135) into (137) results in

1
U = ﬁ((jl%l + 01232 + 01233 — 2v(op10ps + Opa0p3 + Op10P3)). (138)

As mentioned above, the energy U, is hydrostatic in nature, which means that all
principal normal stresses are equal

op1 + Op2 + Op3
Op1 = Opy = Op3 = = Ohyrd (139)
0p2

Where here oypy,q corresponds to an averaged hydrostatic stress. From this follows

from (137) [47]

1—-2v 1—-2v

Uh = ——— —
"2k 6E

In the von Mises yield criterion considered here, however, it is assumed that only

the deviatoric part of the energy Uy is responsible for the failure of the material.
This is calculated with the use of (137) and (140) to be [47]

30 = Un= (0p1 + op2 + 0p3)”. (140)

1—v
3FE

To obtain uniaxial equivalent stress state o, of the von Mises yield criterion neces-
sary for a strength hypothesis, the equivalent stress must be chosen to correspond

Ug=U—-U, =

{(Um — opa)” + (opa — 0p3)* + (0p1 — UP3)2] : (141)
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to the multidimensional stress state. For this purpose

oy
o= 0 (142)
0

must provide the same shape change energy. Substituting this into (141), it results in
1—v
3E

If (141) and (143) are set equal, the equivalent stress state for the von Mises yield
criterion is given by

Ug =

(0 = 0)” + (0= 0)* + (0, — 0)*] . (143)

1
Ov, von Mises — NG : \/(UPl — opa)? + (op2 — 0p3)? + (0p3 — op1)*. (144)

Where (126) applies here. This uniaxial equivalent stress state can be compared
with values determined experimentally from tensile tests to make statements about
the properties of the component with regard to failure.
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6 Goals of the Thesis

In the following three chapters, the results obtained in the course of this thesis will
be explained in more detail.

In the first of these three sections, the measurement results of the cold test of
cavity CH2 of the HELIAC project are presented and evaluated. These include
the pressure sensitivity, the frequency response to temperature change and the RF
properties of the cavity.

The next chapter contains the main part of this thesis. Here, the developed
concept for a modular cavity design is explained. This method for the development
of superconducting cavities is novel and allows to design superconducting CH cavi-
ties at low cost as well as to manufacture them later. This makes mass production
of superconducting CH cavities possible for the first time. For this purpose, the
method was not only developed but also tested for its actual suitability by various
simulations. These simulation results are also explained and analysed in this chapter.

In the last of the next three chapters, the concept and operation of a test bench
for investigating the mechanical properties of dynamic bellow tuner made of Niobium
is explained, and the simulation results, which were necessary for determining the
suitability of this test bench for subsequent operation, are presented and analysed.
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7 Cold Measurement of the CH2 Cavity

As part of the HELIAC project of GSI, HIM and TAP, three superconducting CH
cavities have been designed and built up to the date of this thesis. Cavity CHO,
which was designed and built as a demonstrator cavity [27], has been successfully
tested for its RF properties in the cold state in a vertical cryostat and has already
successfully accelerated a beam of charged particles. The cavities CH1 and CH2,
which have been designed structurally identical, were designed and built as part of
Markus Basten’s PhD thesis [1]. In the process, cavity CH1 was also successfully
tested for its RF properties in the cold state [1]. The design of these two cavities is
thereby based on the design of the CH structures of the injector design C by Dominik
Maéder [51]. Special attention was paid to the manufacturability of the cavities, so
that both production time and production costs were reduced. As shown in figure 35,
CH1 and CH2 are based on a simple cylindrically symmetrical geometry in which a
total of seven spokes were installed, which are completely flooded with liquid Helium
so that the cavities each have eight accelerating gaps. The conical sunken lids of
the cavities reduce the pressure sensitivity of the tank and eliminate the need to use
beveled spokes, as was still done with CHO, so that only one type of spoke had to be
manufactured, which reduced costs. A total of four tuners were installed per cavity,
with two variable-height dynamic bellow tuner and two static tuner [1]. Tab. 2 lists
the main design parameters of CH1 and CH2.

Nz
O\

A

(A

Fig. 35 Technical drawing of the superconducting cavities CH1/CH2 [1].
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Tab. 2 Overview of the most important parameters of the superconducting cavities
CH1/CH2 of HELIAC [1].

Parameter Unit

3 0.069
design frequency (fqes) MHz 216.816
effective length (Leg) mm 381.6
total length (L) mm 593
inner radius (ry,) mm 400
wall thickness of spokes / tank mm 3/4
wall thickness dynamic tuner mm 1
number of dynamic / static tuner 2/3
acceleration field (ES ") MV/m 5.5
acceleration voltage (U5 ") MV 2.1
Q-factor (Q5'") 3-108
geometric shunt impedance (R,/Qo) Q 1050
geometry factor G Q 51
electric peak fields (Epeax/Fa) 6.5
magnetic peak fields (Bpeax/Ea) mT/(MV/m) 85

Following the design of these two structurally identical cavities, they were manu-
factured by Research Instruments (RI)%7. Before the Helium vessel of cavity CH1 was
attached by RI, it was successfully tested by Markus Basten for its RF properties
in the cold state at TAP Frankfurt [1]. After these tests, the cavity was transported
back to RI for attachment of the Helium vessel. In figure 36 is an exploded view
of the CH1/CH2 as well as a three-quarter cross-section of the cavities including
the Helium vessel. In the next section of this thesis, the follow-up superconducting
cavity CH2 is investigated for its RF properties in the cold state at 4 K. A cold test
for CH2 has already been started once, but it had to be stopped early due to the
occurrence of a cold leak [1]. For this purpose, the behaviour during cooling and
heating of the cavity, the pressure sensitivity, the behaviour during conditioning, as
well as the maximum field gradient were investigated.

67RI Research Instruments GmbH, Bergisch Gladbach, Germany
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Fig. 36 Top: Exploded view of the CH1/CH2 superconducting cavity without Helium ves-
sel as designed at IAP Frankfurt. Bottom: A three-quarter cross-section of the CH1/CH2
cavity with the Helium vessel attached [1].
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7.1 Measurement Setup for RF-investigation

The complete investigation of a cavity for its RF properties requires a large number
of different instruments and measuring devices. A direct comparison of the measure-
ment setups for characterizing a normal conducting cavity and a superconducting
cavity reveals some similarities as well as some serious differences. For instance,
most of the measurement equipment and instruments are the same for both types
of cavities. The most obvious of the differences is the cooling of the cavity. For
normal conducting cavities, it is generally necessary only to cool the heat generated
by the dissipated power, which can be done by installing cooling water channels,
whereas for superconducting cavities it is mandatory to keep the entire cavity be-
low the critical threshold temperature of the material used. This fact complicates
the characterization of a superconducting cavity enormously compared to a normal
conducting one. In the following sections, both the necessary cryostatic infrastruc-
ture and the electrical equipment required to control and monitor the cavity in the
measurement setup used will be explained.

7.1.1 Cryogenic Infrastructure of the Measurement Setup

In order to be able to investigate the cavity for its RF properties, it must first be
cooled to a temperature below the critical temperature of Niobium (9.2 K) so that
it enters the superconducting state. For this purpose, liquid Helium is used as a
coolant, since its temperature is around 4 K, which is below said transition temper-
ature. To ensure that the cavity is completely surrounded by the liquid Helium, it is
immersed in a vertical bath cryostat (see figure 37). The volume of the inner Helium
reservoir of the cryostat comprises about Vige-reservoir & 6251 when completely empty.
For better isolation from environmental temperature, the inner Helium reservoir is
isolated by a Nitrogen shield, in which liquid Nitrogen is filled, whose temperature is
about 77.2K. The volume of the Nitrogen shield is approximately Vi_shielq = 4701.
Another isolation layer between the Helium reservoir and the environmental tem-
perature is provided by an isolation vacuum created in the walls of the cryostat.
This elaborate isolation is necessary to keep the resulting Helium losses as low as
possible. The Helium evaporated during the cold test of the cavity is returned via
a recirculation system to the in-house Helium supply facility of the Goethe Uni-
versity Frankfurt. Here, the Helium gas is collected in large gas balloons and then
re-liquefied by two compressors and filled into cans as required. The amount of
Helium flowing back from the cryostat was measured by two Helium gauges, which
cover different measuring ranges. The first dial gauge from the company Hontzsch®®
with a measuring range of 0.04 — 740 m®*h~! is suitable for larger gas quantities and
the second dial indicator of the company Vogtlin® with a measuring range of 0 —
0.036 m®*h~! for smaller gas quantities. Two valves can be used to switch back and

68Hontzsch GmbH & Co. KG, Wiblingen, Germany
69V5gtlin Instruments GmbH, Muttenz, Switzerland
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forth between the two Helium gauges. To avoid freezing of the dial gauges and the
return line, the out flowing Helium is warmed up in a water bath heated by an im-
mersion heater. The inlet for the Nitrogen shield is located at the upper edge of the
cryostat wall, while the inlet for the liquid Helium is located in the lid of the cryostat.

The lid of the cryostat is also shielded by several isolation layers of styrofoam
and several radiation shields. On this lid, in addition to the Helium inlet and outlet,
there are all the other cold-warm feedthroughs for the measuring instruments that
are required for monitoring and measurements during the cold test. The cavity itself
was mounted on the lid by an Aluminium holding frame, which is attached to the
lid and thus sunk into the cryostat when it is closed. At the cavity directly, a total
of 8 temperature sensors were installed, prior to being lowered into the cryostat.
The temperature sensors are read out by a Model 218 temperature monitor from
LakeShore™ and associated software. This sensors were distributed over the entire
cavity. Thus, there was one sensor on each of the two lids, one in a spoke in the
spoke row containing three spokes, one in a spoke in the spoke row containing four
spokes, one exactly in the center of the cavity, and three in a circle around the cavity
at the level of the sensor in the spoke of the three-spoke row. This distribution of
sensors over the entire cavity made it possible to calculate an average temperature
of the cavity and also to determine a temperature gradient between the top and
bottom, which can occur during cooling and heating or during measurements with
increased power. In addition to temperature, an important operating variable to
observe were the pressure both inside the cryostat (peryostat) and inside the cavity
(Peavitiy)- For the measurement of peayitiy, the pressure gauge from Pfeiffer Vacuum”
PKR 251 was used. peryostat, il turn, was measured by the CPT 200 pressure gauge,
also from Pfeiffer Vacuum. Both pressure measurements were thereby taken at the
lid of the cryostat, so that the measurement of peayitiy Was taken about 2m away
from the actual cavity. Therefore, it can be assumed that the actual pressure inside
the cavity differed from the measured peayitiy- The deviation can be estimated to
an order of one magnitude. The cavity has already been accepted evacuated and a
value of peayitiy & 1 x 107'%mbar was maintained during operation by an ion getter
pump, which was also placed on the lid of the cryostat. Finally, a heater was at-
tached to the cavity so that the remaining Helium in the cryostat could be heated
more quickly after the cold test was completed.

"0LakeShore Cryotronics Westerville, OH, USA
"Ipfeiffer Vacuum GmbH Asslar, Germany
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Fig. 37 Schematic drawing of the cryostat used here with all necessary components. Top
view of the lid (bottom left) and cross-sections of the lid (top left) and the cryostat (right)

1].



L
=)
o

Thorsten Conrad Measurement Setup for RF-investigation

PhD Thesis Page 67 A\

7

7.1.2 RF-Investigation Infrastructure of the Measurement Setup

The setup of the infrastructure for investigating the RF properties is similar to that
of a normal-conducting cavity, as described earlier, and is shown schematically in
figure 38. First, a high-frequency signal is generated by an RF signal generator. The
amplitude of this signal is of a small value and does not exceed 10 mW. This signal
is transmitted to the control system, where both the amplitude and the phase of the
signal can be adjusted manually. However, the main purpose of the control system is
to automatically readjust the frequency and phase of the generated RF signal from
the RF signal generator. For this purpose, the generated RF signal is compared
with the RF signal extracted from the cavity and a phase shift is calculated. A
corresponding voltage is assigned to this phase shift and transmitted to the voltage-
controlled oscillator (VCO) integrated in the RF signal generator. This incoming
voltage is then used to readjust the generated RF signal. This type of automatic
frequency control is called self-excited loop mode. By means of a pulse generator
integrated into the control system, the output RF signal can be pulsed so that the
continuous signal becomes a square wave pulse. This is necessary to be able to
determine the coupler factor 5 from the on and off swing signal of the cavity (see
section 3.2.6).
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Fig. 38 Sketch of the experimental setup of the cold test of CH2 with liquid Helium at
the IAP Frankfurt.
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After the control system, the RF signal is injected through a circulator into a
50 W broadband amplifier where it is amplified. Before the cavity, the RF signal
is split into two signal paths by a bidirectional coupler, where the diverted signal
is used to measure P; corresponds to only a fraction of the signal passed on to the
cavity. A third output of the bidirectional coupler decouples the power P, reflected
from the cavity. Both powers are forwarded to an oscilloscope on the one hand and
measured by a power sensor on the other, which has been appropriately calibrated
to remove all cable paths and additional components from the measurement. At the
pick-up, P; is also passed to both an oscilloscope and a power sensor. The values
read out by the power sensors can be viewed on powermeters on the one hand, and
on the other hand were graphically displayed and stored directly by a software on a
computer. In addition to the values of the power, also both the values of peayity and
Deryostat 85 Well as both flows of the two Helium clocks were graphically displayed
and stored by the software.

7.2 Cooling of the Cavity to 4 K

After closing the cryostat with the cavity inside (see figure 39), the inner Helium
reservoir was flushed out with two cans of liquid Helium, each having a volume
of Viottle He =~ 2501. Then, the isolation shield was started to be filled with liquid
Nitrogen. A can of liquid Nitrogen has a volume of Viue n &= 2001 in this case.
Once the isolation shield was about half full, the Helium reservoir was started to
be filled at the same time. During the filling of the Helium reservoir a recording of
the temperature, frequency and Q-factor could not be done due to a software bug.
These measurements were repeated when the cavity was reheated (see section 7.7).
Special care was taken to pass through the temperature range of 150 — 60K as
fast as possible and without delay to avoid the formation of Niobium hybrids (see
section 7.2.1).

During the closing of the cryostat lid, the Helium level sensor wire was acci-
dentally pinched between the lid and the cryostat and tore off, so that no direct
electronic measurement of the liquid Helium level was possible. Nevertheless, in or-
der to have a rough estimation of the current level of the Helium tank, an estimation
was made based on the filled Helium cans and the returned Helium flow. For this
purpose the equation

VHe, 1= Nbottle -200 1l - (V;:lock now, g ‘/clock start, g) -1.43 11/mg (145)

was used. Because before the first Helium bottle was filled the state of the
Helium clock of the experimental hall of the IAP Frankfurt was noted and this ex-
periment was the only experiment using liquid Helium at that time, the total amount
of consumed Helium could be calculated with the state of the Helium clock at the
beginning (Veiock start, ¢) and the current state (Veock now, g)- Lhe factor of volume
increase between liquid Helium and gaseous Helium corresponds to about 1.43!/,s.
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This factor must be used because the amount of Helium filled corresponds to liquid
Helium, but the amount of Helium returned corresponds to gaseous Helium. The
quantity to be estimated was now the amount of Helium filled to that point. A
Helium bottle has a volume Vj,ott10 e Of approximately Vioue ne &~ 2501. However,
since some residual liquid is always left in the can to prevent the can from warming
up and thus facilitate refilling and cause less evaporation of the liquid Helium, a
volume Viottle He drained Of approximately Viottle He drained =~ 2001 was assumed to be
filled per bottle. Thus, multiplying the estimated volume per can by the number of
cans gives the completely filled volume of liquid Helium. Subtracting the completely
refluxed volume and converted Helium from the estimated complete volume of liquid
Helium gives the estimated level of liquid Helium inside the cryostat. A plot of the
estimated level against the duration of the cold test is shown in figure 40.

Fig. 39 Left: Image taken while closing the cryostat. Right: (archive image cold test CH1
[1]): the closed cryostat with finished assembly. To the right of the cryostat is the water
basin used to warm up the Helium reflux.

The blue line in figure 40 indicates the point in time from which it was clear that
the estimated level could no longer match the actual level. Previously, it was indeed
possible to determine the amount of Helium needed to be refilled using the equation
(145). However, when a full can of Helium was to be filled again at the time of
the blue line, the cryostat overflowed at the pressure relief valve, so that only half
a can could be filled (see figure 40) . From this point on, the Helium was refilled
by the operator’s intuition or, at the latest, when the top temperature sensor was
uncovered.

After cooling the cavity to approximately 4 K, a frequency of about 216.904 MHz
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was achieved. This corresponds to a deviation from the design resonant frequency
fdesign = 216.816 MHz of Af = 88kHz, which is still within the tuning range of the
dynamic bellow tuner.
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Fig. 40 Recorded level of liquid Helium estimated according to (145) versus time. The
blue line marks the estimated time from which the deviation between the estimated level
and the actual level differs strongly.

7.2.1 Formation of Niobium Hydrogen Hybrid

As already mentioned, when cooling the temperature of the cavity to 4 K, special
care was taken to make the cooling as fast as possible or, more precisely, to pass
through the temperature range of 150 — 60 K as quickly as possible. Therefore, the
Nitrogen isolation shield and the Helium reservoir were filled at simultaneous times,
because the temperature of liquid Nitrogen with 77 K is exactly in this tempera-
ture range. The reason for this procedure is the so-called Q-disease. This effect
describes the incorporation of Hydrogen into the surface of the resonator and the
formation of Niobium-Hydrogen hybrids (NbH), which lead to surface losses and
strongly influence the material-dependent residual resistance R,.;. As a result, the
intrinsic Q factor of the resonator can drop by orders of magnitude (see figure 41).
The formation of these NbH depends on several factors. Besides the concentration of
Hydrogen, both the time of cooling and the diffusion rate play an important role [32].
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Thermal cycles
on the 1.5 GHz Cavity
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Fig. 41 Top: Thermal cooling of a 1.5 GHz Cavity with different durations at different
temperatures. Bottom: A measurement of the intrinsic Q-factor Qg after the respective
cooling [52].

Pure Niobium used for the construction of cavities usually has a high purity,
which is also reflected in the concentration of Hydrogen. Thus, the concentration is
approximately 1wt ppm of dissolved Hydrogen. However, various processing steps
or surface preparations can increase this concentration. However, this low concen-
tration is not sufficient to form NbH at room temperature, which would require a
concentration of about 4.6 x 103wt ppm up to 7.5 x 103wt ppm. If the cavity is
now cooled down, this required concentration decreases. Starting at a temperature
of about 150 K, the concentration needed to form hybrids has dropped to a value
below 2wt ppm. In addition, at these temperatures the diffusion rate increases, so
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that overall the probability for the formation of NbH at the surface and an asso-
ciated growing material-dependent residual resistance R,,.; increases strongly from
this temperature. After further cooling, the diffusion rate of Hydrogen decreases
to the point where no Hydrogen can penetrate the Niobium from a temperature of
approximately 60 K, so that no NbH can be formed [32].

It has been shown that the time a cavity of Niobium is in the critical temperature
range of 150 — 60 K plays a major role in the formation of NbH. So, for cavities with
a long cooling time in this range, a clear drop in the intrinsic quality @y could be
measured (see figure 41). In order to avoid an increase of the material dependent
residual resistance Ry, this temperature range has to be traversed as fast as pos-
sible. An alternative method to reduce the formation of NbH would be to bake the
cavity under high vacuum for several hours at temperatures ranging from 700 °C to
1000 °C, as this will dissolve out the Hydrogen [32].

7.3 Pressure Sensitivity at 4 K

An interesting property of the cavity for later operation is the so-called pressure
sensitivity. It indicates how the resonant frequency of the cavity changes during
operation due to an increase or decrease of the pressure inside the cryostat peryostat-
For this, when the cryostat is sufficiently filled with liquid Helium, the exhaust
valve of the cryostat’s Helium reservoir was closed causing peryostas t0 increased. As
the pressure increases, at previously determined pressure values, the resonance fre-
quency of the cavity was measured and the frequency change Af was determined.
Figure 42 shows the recorded measurement points as well as a linear fit through the
measurement, points to determine the gradient of the curve. At higher values, the
increase in pressure increased rapidly, so fewer points could be measured manually.
A pressure sensitivity of Af/Ap ~ (—9.64 £ 0.14) Hz/mbar was therefore measured.
In a previous cold test of CH2, which had to be terminated prematurely due to a
cold leak, a pressure sensitivity of Af/Ap ~ —8.2 Hz/mbar was measured at a tem-
perature of about 4 K. This discrepancy between the two measurements could have
resulted from processing at the manufacturer. There, the cavity was opened again
to eliminate the cause of the cold leak and also another HPR™ was performed to
rinse the cavity. Despite the slightly increased value, the pressure sensitivity of CH2
is sufficiently low, so that no major influences on the resonance frequency and on
the performance of the cavity due to pressure fluctuations occurring in the Helium
bath during subsequent operation are to be expected.

"?Hhigh Pressure Rinsing
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Fig. 42 The frequency change A f versus the pressure peryostat prevailing inside the cryostat
at a temperature of about 4 K. The linear fit yields a gradient of ~ —9.64 Hz/mbar.

7.4 Conditioning and Course of Measurement

Once the cavity is completely covered with liquid Helium and cooled to the operat-
ing temperature of approximately 4 K, the cavity still needs to be conditioned before
actual operation. Conditioning involves using a network analyser at low field levels
to clean the inner surface of the cavity. As described in section 4.3, the texture
and purity of the inner surface plays a major role with respect to the occurrence of
multipacting. Even if the surface of CH2 has been treated several times with BCP™
and cleaned with HPR, isolated minor imperfections and impurities on the inner
surface can still cause multipacting, especially after the cavity has been reopened
and reprocessed by the manufacturer after the occurrence of the cold leak, even if a
HPR was performed again after these processing steps.

During the conditioning of CH2, the network analyser was used to selectively pro-
cess and successively condition the multipacting thresholds. In this process, the
frequency bandwidth and repetition rate were varied several times during the 'pass-
ing’ of the multipacting threshold, and the amount of forward power was gradually
adjusted. Two different multipacting thresholds are shown in figure 43 on the net-
work analyser. The shape of the curve is thereby formed as explained in section 4.3

"SBufferd Chemical Polishing
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and figure 21.

- fb Center 216.904035 MHz Pb -40 dBm

Fig. 43 Photography of two multipacting barriers. The signal is seen to slowly build up
until it reaches the multipacting threshold.

Remarkable in the conditioning of CH2 was both the early appearance of mul-
tipacting thresholds at low powers of Pr &~ 2 uW and the frequency of thresholds at
these low levels and the persistence. For this reason, conditioning at these minimal
powers required an enormous amount of time of two weeks (see figure 44). Once
these smaller thresholds could be conditioned, only a few thresholds occurred at
higher powers that could be conditioned much quicker. This further progression of
increased powers can be seen in figure 45. It can be observed clearly that in the
beginning of this plot the forward power F; could be increased successively and that
after the thresholds in the low power region could be overcome the power could be
increased much faster until the maximum output of the 50 W amplifier was reached
and F; amounted to P =~ 49 W.
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Fig. 44 Time evolution of the forward power line P during conditioning.
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7.5 Further Measurements and Behaviour during the Test

After the cavity was conditioned and the desired field level inside the cavity was
achieved, a so-called ) over E curve could be recorded to characterize the cavity,
which is decisive for the performance of the cavity in later beam operation (see
section 7.6). In addition to recording this curve, other parameters were observed
and recorded alongside, such as further recording of the three powers P, P, and P;
(see figure 45), observation of the temperature of the cavity (see figure 49) and the
pressure inside the cavity.
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Fig. 45 Measured time course of the three powers P;, P; andF;.

When measuring the three powers, it was observed that a noticeable behaviour
occurred in the high field level region, which is probably reflected in the @) versus
E curve recorded later. After the cavity was first conditioned, the power within
the cavity was increased to the point where a transmitted power P; of P, = 2.67TW
could be achieved. Thereby, a power P; = 48.3 W was coupled into the cavity and
a power of P, = 5.55 W was reflected. These powers were held for a short period to
plot a @ versus E curve (see section 7.6). This plot of the powers is shown on the
left in figure 46. It can be seen that after reaching the maximum output power of
the 50 W amplifier, some kind of conditioning process continued to take place over
a period of about 3 min, and that at a slightly increasing P (+1 %) F; also slightly
increased (+3 %), while P, slightly decreased(— 6 %).
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Fig. 46 Left: The first time the maximum output power of the 50 W amplifier was reached
after conditioning. It can be seen that the power was increased slowly at the beginning
and then stopped at P ~ 48 W. Right: The second time the maximum output power of
the 50 W amplifier was reached after conditioning.

The following day this procedure was repeated (see figure 46 right). Now the

power could be directly increased to such an extent that at maximum output of the
amplifier the forward power could be set to a value of P = 49 W. Here, P, = 2.63 W
and P, = 6.65 W were observed. A () over E curve was again recorded. For this,
the powers were held for a period of about 2 min. Also over this period, the powers
P, and P, changed constantly, while P remained almost constant, only dropping to
a value of P = 48.8 W (—0.5%). P, increased to a value of P, = 2.72W (+ 3.4 %)
and P, decreased to a value of P, = 6.3 W (—5.5%). It can be seen that the changes
are of a similar magnitude to the changes in the previous measurement, but over a
smaller period of time. These small changes, however, could be due to measurement
errors.
However, another anomaly became apparent in the next measurements. During the
third recording of a () over E curve, it became noticeable that despite setting the
maximum output of the 50 W amplifier, the previously achieved powers could no
longer be reached (see figure 47). Thus, the forward power reached only a value
of Pr = 44.9W despite the unchanged measurement setup. Accordingly, the trans-
mitted power P; also showed a lower value than in the previous measurements of
P, =1.67TW. P,, on the other hand, increased to a value of P, = 7.19 W.



)

Thorsten Conrad  Further Measurements and Behaviour during the Test
PhD Thesis Page 77 A&\

74

——P——P——P, ——P——P——P,
T

'

T T T T T

104 4
10 4 .

power / W
power / W

e

T T T T T T
686.4 686.5 686.6 686.7 686.44 686.46 686.48
time/h time/h

Fig. 47 Left: The plot of all three powers during the third recording of a ) over E curve
over the entire period of the measurement. Right: A section of the measurement of the
left graph over the same duration of time as the measurement in figure 46 right.

Thus, despite the unchanged measurement setup, the forward power dropped
by nearly 9% and the transmitted power decreased by approximately 37 %, while
the reflected power increased by about 8 % compared to the previous measurement.
Holding these powers for a longer time period of about 18 min, it became notice-
able that P, and P, changed constantly. So, P, continuously increased to a value of
P, =2.07TW (+2.4%) and P, steadily decreased to a value of P, = 6.18 W (— 14 %),
while P; changed only slightly to a value of Pr = 44.24 W (—1.5%). Considering
these temporal changes over a period of time equal to the time period of the mea-
surement in figure 46 right (see figure 47 right), the changes amount to ~ — 0.1 %
for the forward power, ~ + 2.4 % for the transmitted power, and ~ — 1.1 % for the
reflected power. Thus, it can be seen that the change in the three powers, when
considered on similar time scale, was significantly smaller than in the previous two
measurements. However, the steady changes lasting over a longer period of time
argue against measurement errors as the source of these changes. Similar behaviour
has also been observed with a later recording of a () over E curve. Again, P, in-
creased constantly over a longer period, while P, decreased and F; remained almost
constant. Likewise, once again, despite maximum amplifier output, the outputs
from measurements 1 and 2 could not be achieved (see figure 48). It is noticeable
in measurement 4 that P, dropped again after reaching a maximum. However, this
behavior could not be observed again in a later measurement. After these four
measurements, both the power meter and the power sensors were replaced, which is
why the plot shown in figure 45 does not show any further maxima. However, this
measurement showed very similar behaviour, so it will not be discussed further here.
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Fig. 48 Temporal recording of the three powers. The green circle shows the third mea-
surement from figure 47 and in the orange circle the fourth measurement.

Due to the occurrence of this anomaly during the recording of the @) over E
curves, the cold test unexpectedly extended by several days. Since this greatly de-
layed some experiments at the physics department of the Goethe University Frank-
furt due to the additional liquid Helium necessary, it was decided to stop the cold
test after these measurements and to send the cavity again to the manufacturer
to have the Helium vessel attached. As a result, further investigation of the con-
spicuous behaviour was no longer possible within the scope of this thesis, since
the attachment of the Helium vessel was also severely delayed and thus took place
directly without re-examination of the cavity. In a future cold test, this possible
re-occurring behaviour could be further investigated.

In addition to the power, the temperature was also recorded and monitored dur-
ing the entire cold test to ensure that quenching and thus potential damage to the
cavity could be prevented. For this purpose, as already described in section 7.1.1,
a total of eight temperature sensors were placed at different locations on the cavity
and were read out. The top of figure 49 shows all recorded temperatures during the
entire cold test until the start of the reheating of the cavity. It can be seen that
there was a permanent offset between each sensor. This offset is due to different
settings of the resistors within the readout electronics and is only in the range of
a few 0.1 K. Since this offset had only a minor influence on the monitoring of the
temperature and had a positive effect on the clarity both during the measurement
and in the evaluation, it was not taken into account in figure 49. The distribution
of the sensors was as follows

e T7: On the mantle to the right of T§
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T5: On the lower lid of the cavity

e Tj: In the second spoke from the top in a row with a total of 4 spokes

e Tj: On the mantle left of Tg

o Tx: In the center of the cavity between the two middle spokes in a row with a
total of 4 spokes

o Ts: In the middle spoke in a row with a total of 3 spokes

e T%: On the opposite side of the cavity from T3, Ty and Tg

Ts: On the upper lid of the cavity.

It can be seen in the top of figure 49 clearly that despite repeated local heating of
the cavity, either by dropping the level of liquid Helium or coupling higher power, no
temperature could be reached that was greater than the transition temperature of
Niobium (7¢, nb = 9.2K). The highest temperature reached was measured during
measurement 4 and was corrected to be Ty = 5.136 K, because this temperature
sensor was positioned inside a spoke and this location has the highest field level and
thus dissipates the most power. Despite the high power coupled in, the distance
between the temperatures and the critical temperature was sufficiently large.

The most interesting temperature sensor here is the sensor T§, since this sensor was
the highest sensor spatially and thus is the sensor that would be exposed first should
the liquid Helium level drop too far. In the bottom of figure 49, the difference in
temperatures of the two sensors Ty and T5 is shown, and thus the temperature gra-
dient of the cavity between the two lids. Noticeable here are the two peaks in the
course of the curve, the first peak being due to a heating of Ty because there was
too insufficient liquid Helium in the reservoir, and the second peak during the long
measurement 4 shown in figure 48, occurred because the long in coupling of high
power caused the cavity to heat up more and thus more Helium was evaporated
until the sensor Ty was also exposed here, which is why measurement 4 was also
stopped. The last rise of the curve shows the beginning of the heating of the cavity.
Here it can be seen that all sensors show an increase in temperature, apart from 75,
as this was the lowest sensor in terms of space and was still covered at this time.
A complete record of the temperature as well as the Q factor and frequency during
the heating of the cavity is given in section 7.7.
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Fig. 49 Top: The time course of the temperature measured by all eight temperature
sensors. Bottom: The temperature gradient between the spatially highest sensor Ty and
the spatially lowest sensor T5. The offset between the sensors, as still seen above, has been
corrected.
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7.6 The ) over £ Curve

After the conditioning of the cavity was completed, it could be started to determine
the maximum achievable field level of the cavity by plotting the intrinsic quality
factor (Qy as a function of the accelerating field F,. As the field level within the
cavity increases, non-ohmic losses such as multipacting or field emission occurring
above a certain field strength cause the intrinsic quality factor of the cavity @y to
decrease until these losses can lead to a breakdown of the superconductivity. The
point at which the Qg drop occurs defines the performance of the cavity and how
much energy can be stored within. First, for plotting the ) over E curve, the in-
trinsic quality of the cavity )y must be determined for low and high field levels. For
this purpose, a constant RF power was applied and coupled into the cavity. The
coupler was designed to overcouple the cavity (3, > 1, see section 3.2.6), so equation
(80) must be used to calculate the coupling parameter f,.

1+ /%
fo= — 7 (146)
=5

Since in equation (80) the coupling factor is calculated from the measured forward
power P; and the reflected power P, and these two powers showed a conspicuous
behaviour as described in section 7.5, these conspicuities also carry over to the plot
of B.. During the course of the measurement 3, should be nearly constant, but since
the ratio of the two powers from which [, is calculated changes continuously, [, is
not constant either. This fact is valid for all four measurements of the ) over E
curve described in section 7.5. The shape of 3. for the individual measurements is
shown in figure 50 as a function of injected power F;.
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Fig. 50 Plot of g, versus P;.

It can be seen that despite identical settings for both, signal generator and 50 W
amplifier, different £, were calculated. This is due to the fluctuating powers as de-
scribed in section 7.5. After reaching higher powers starting at about P ~ 40 W,
the different 3, converge to each other. The coloured brown curve in figure 50 rep-
resents a time history where no changes were made to either the signal generator
or the 50 W amplifier settings. It can be seen that for this curve, 3, increases over
some time course, while F; is constant and therefore P, increases. Using these 3, and
the loaded quality Qr, (Qr. mean = 7.8 - 107) previously measured using the network
analyser, the unloaded quality )y for low field levels was determined according to
equation (78). The values for @)y at low field levels and the associated [, are given

in Tab. 3.

Qo= Q- (1+ 6+ B) = Qu- (14 ) for B >>

(147)

Tab. 3 The calculated Qg for low field levels of the four measurements made.

QL Be Qo
1! measurement 7.8-107 4.6 4.49 - 10%
274 measurement 7.8 107 5.02 5.33- 108
3" measurement 7.8-107 12.95 1.15 - 10°
4™ measurement: 7.8 - 107 18.28 1.48 - 10°
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For the determination of both )y at high field levels and FE,, the effective accel-
eration voltage U,y is required. To determine this, the power P, stored in the cavity
is first defined by

P.=F—-PF - P, (148)

From equation (60) U.g can be calculated. However, in order to calculate Uy directly
from the measured values (here P, was used), a calibration must first be performed
at small fields using the shunt impedance R at low field levels:

Ust = \/Ra - P. = B-\/P,. (149)

In this context, B is a calibration constant which, at low field levels where no ad-
ditional losses are yet to be expected and thus )y depends directly on the stored
energy and thus P, can be determined by

Ra'Pc low Ra Pc low)
B =m0 ) Qo o | 150
Pt, low \l(@()) Q071 <Pt, low ( )

The normalized shunt impedance Ry /Qo was taken from simulations of the struc-
turally identical cavities CH1 and CH2, which were performed with CST Studio
Suite. As a result, Ra/Qo for CH2 amounts to Ra/Qo = 1050 [1]. The values for
B for the four different measurements were averaged over several measurements and
are shown in Tab. 4.

Tab. 4 The calibration constant B averaged over several measurements for all four mea-
surements.

Ra B
1** measurement 1050 Q2 2.01-10%v/Q
274 measurement 1050 Q2 1.96 - 10°v/Q
37! measurement 1050 €2 1.92 - 105/
4™ measurement: 1050 Q 1.69 - 105/

Thus U.g can be determined independently of the energy stored in the cavity.
Using the calibration constant, measured powers at high field levels and the normal-
ized shunt impedance known from the simulations, it is now possible to calculate
the intrinsic Q-factor at high field levels Qo nign

Qo, high = P (%) = . (gi) (151)
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The accelerating field F, is thereby calculated from the consisting relation between
the simulation results of CH1/CH2 with respect to Ueg, csT and E, cgr and the now
calculated U.g

Ea Ueff Ueff
E, cst Ues, cst Ue, csT 5T (152)

The values for U, csr and E, cst are Ueg, cst = 1.25 MV and E, cgr = 3.41 MV /m.
[1].

With the now calculated values for the intrinsic qualities at low and high field
levels (Qo, 1ow and Qo, nign) and the calculated acceleration field E,, the four () over £
curves for the respective four measurements described in section 7.5 can be plotted.
For the upcoming plots of the four () over E curves, the y-axis was plotted with the
same range of values to simplify the comparison of the four curves with each other.
The curve of the first measurement is shown in figure 51.

—=— 1. Measurement 16.04.2021

1E9 .

quality factor Q,

T T T T T T T T
0 2 4 6 8 10
acceleration field E,/ MV/m

Fig. 51 Plot of the @) over E curve recorded for the first time in this cold test. To simplify
the comparison of all recorded @) over E curves, the two axes here and in the following
plots always represent the same area.

The shape of this curve is quite similar to the expected shape of a typical () over
E curve, but direct comparison with the same measurement for CH1 shows a clear
difference (see figure 52) [1]. The most striking parts of the curve in figure 51 are
the maximum in the low field level range of 1.5 — 2 MV /m, the dip at 4.2 MV /m and
the slight increase in the high field level range at about 9 MV /m. These anomalies
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are shown in the course of the coupling factor f, in figure 50 (black) as well, so
that the progression is due to the anomalous behaviour of the powers described in
section 7.5, since both [, and thus Qo 1w (see (147)) and Qo, nigh (see (151)) are
calculated directly from the powers. The direct comparison with the ) over E
curve previously recorded for the structurally identical CH1 in figure 52 shows that
no abnormalities occurred in this measurement and the curve follows the expected
course. Moreover, the values of )y at CH1 are significantly higher than the values
for Qg at CH2 measured here.

1010 - r r r r . - ' r
3 1 I I 1 1 | ] 1 ]
. —=— Cold test at 4.2 K of the first CH structure
—%*— Design target HELIAC
g 10°F Hﬁﬂ“ﬁ% _
o C o gL
G [
O
Z
‘©
5
T 0% E
107 i 1 i 1 i 1 i 1 i 1 i 1 i 1 i 1 1

E,/MV/m

Fig. 52 Previously recorded @ over E curve of the identical CH1 cavity for comparison

[1].
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—eo— 2. Measurement 17.04.2021
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Fig. 53 Course of the second recorded @ over E curve.

Since it was already noticed during the recording of the first () over F curve
of CH2 that the values for )y were significantly below the expected values from
figure 52, a new curve was recorded the next day without changing the setup. This
curve is shown in figure 53. As already described in section 7.5, a strange behaviour
in the measured powers also occurred in this second measurement, which is also
reflected in the course of the @ over F curve. Thus, also as in figure 51, there is a
maximum in the low field level range, a discontinuity in the form of a dip at just
under ~ 3.8 MV/m as well as a rise of the quality )y at high field levels. The
shape of this curve is again similar to the shape of the coupling factor S, in figure 50
(red). It can be clearly seen that the described conspicuous spots in this course, are
clearly more prominent than in the first measurement, shown in figure 51, although
the measurement was repeated with the same measuring instruments and the same
settings. Thus, it can be clearly seen that the discontinuity is more pronounced
in the middle of the curve and the maximum is much higher in the low field level
region, even though the highest @)y reached is still below the expected value. Before
recording the third () over E curve, all power measurement sensors, the power me-
ters, the circulator and he bidirectional coupler were checked for proper operation.
No deficiencies were found.
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—a— 3. Measurement 22.04.2021
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Fig. 54 Course of the third recorded @ over E curve.The red arrows indicate the time
course of the measurement, where the measurement starts with 1 and ends with 3.

As shown after considering the curve of . in figure 50 (blue), the value of Q) at
the beginning of the curve is far above the values of the first and second measure-
ments. This high value is much closer to the expected value as shown in figure 52
of CH1. Similar to the blue curve for S, in figure 50 (blue), no discontinuity is seen
for the third () over F curve in figure 54 However, the values of the Q-factor @)y for
high field levels are below the values of the Q-factor of the first two measurements.
Thus, the negative slope here is much steeper than before (1 in figure 54). The
lower values at high field levels here occur because, despite the maximum output
of the 50 W amplifier, the previously achieved powers could no longer be reached.
In this measurement, a conditioning effect could be detected. After reaching the
maximum output of the 50 W amplifier, the maximum power was maintained for a
few minutes. During this process, as described in section 7.5, the power F; increased
while P, dropped constantly, causing (o, nign to also increase according to equation
(151) and E, to also increase according to equations (149) and (152). After this
conditioning effect could be observed, the output of the 50 W amplifier was turned
down to the initial value again. Here, a sort of hysteresis effect could be observed,
so that the previously achieved high values for () at low field level, which were in
the range of the expected values, could not be reached anymore (2 in figure 54).
Now, it is further noticed that a sort of conditioning effect occurred again and the
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initially low value for Qg approached the previously reached values with time (3 in
figure 54).

—v— 4. Measurement 23.04.2021 1.
—e— 4. Measurement 23.04.2021 2.
4. Measurement 23.04.2021 3.

I . I H 5 I % I r I ) |

1E9

quality factor Q,

d ] 2 =71 < I * I
0 1 2 3 4 5 6 7
acceleration field E,/ MV/m

Fig. 55 Course of the fourth recorded @) over E curve. During the fourth measurement,
a total of 3 measurements were taken. The colored arrows show the time course of the
color-coded measurement, starting with measurement 1 and ending with measurement 4.

To confirm this behaviour, a fourth measurement was made the following day
(see figure 55). Similar to the measurement before, it was possible to estimate the
behaviour of the @ over E curve by looking at 3, in figure 50 (green). Again, the
values for )y are above those of the measurement before and then drop more sig-
nificantly with increasing field level until they were below the values of the previous
measurement (1 in figure 55). After reaching the maximum output of the 50 W
amplifier, a conditioning effect was also observed here. In contrast to measurement
3, in this measurement the power was not turned back to the initial output of the
amplifier, but an intermediate output was selected from where the power was in-
creased again (2 in figure 55). Here, a similar hysteresis effect could be observed
as before in measurement 3, so that the previously achieved values for g could
no longer be reached at the same field levels. In this case, the course of the violet
curve 2 in figure 55 resembles the expected course, as shown in figure 52. After
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reaching the maximum output of the 50 W amplifier again, this output was succes-
sively reduced back to the initial value (3 in figure 55). Here, also as before at 2 in
figure 55 the same hysteresis effect could be observed, so that these two curves lie
on top of each other. When the initial value was reached again, the conditioning
effect with time again set in, so that the values for )y increased with time at same
field level. Thus, the striking behaviour of the third measurement could be repeated.

7.6.1 Conclusion of the Measurement

A direct comparison of the four measurements shows the more and more prominent
abnormalities in the course of the curve apart from the discontinuity at medium field
levels, which was no longer reproducible after the second measurement. In figure 56
all four measurements are shown in one plot, where measurement 4 was again split
as in figure 55 into three sub-curves. The gold star in the diagram of figure 56 shows
the desired design target value of the maximum field gradient E, = 5.5 MV /m at a
quality of at least Qg = 3 - 10® for cavities of the HELIAC project.

—a— 1. Measurement 16.04.2021
—o— 2. Measurement 17.04.2021
—4&— 3. Measurement 22.04.2021
—v— 4. Measurement 23.04.2021 1.

1E9 —o— 4. Measurement 23.04.2021 2.

] —<4— 4. Measurement 23.04.2021 3.
o
S
O
O
P
T
35
O

0 | 2 | 4 | EIS | 8 | 10
acceleration field £,/ MV/m

Fig. 56 Combined plot of all recorded @ over E curves of the different measurement days.

It can be seen that only the first two measurement are above this value. Mea-
surement 3 is directly on it, while measurement 4 is clearly underneath it. However,
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since the curves as such showed new values and a slightly different course with each
new measurement, it can be assumed that the cold measurement as such was error-
prone in this experiment. Several things can be considered as sources of error. The
first possible source of the error could be some damage to the 50 W amplifier. Since,
as described in section 7.5, with the same output setting of the amplifier after mea-
surement 2, the same forward power P; could not be achieved as in the previous
measurements. For example, a single, peak of reflected power could have damaged
the circulator during measurement 2 and thus damaged the amplifier. This would be
supported by the fact that the forward power P is measured by the splitting by the
bidirectional coupler before coupling into the cavity and thus would not be affected
by it. However, this does not explain the already striking deviation of the curves
of measurements 1 and 2 from the expected one, nor the hysteresis or conditioning
effects in measurements 3 and 4.

Another theory concerning the sources of error relates to a damage to the coupler
or the environment of the coupler. Since (3, already changes during the first mea-
surement, it is currently assumed that there must have been a point of disturbance
around the coupler. When more power was coupled in, this disturbance heated up
and possibly expanded minimally, which could already have enormous effects on the
performance with the extremely thin bandwidth of superconducting cavities. This
would be supported by the fact that the curve of 3, in figure 50 for measurement 1,
the curve starts at a realistic value of approximately 5 and up to a power of nearly
10 W varies in a rather small range and from higher powers, from the occurring dip,
steadily decreases to a value of about 2. Thus, at increased power level, the impurity
would continue to heat up until at a power of about 10 W it has sustained perma-
nent damage, which is why the dip occurs. In the second measurement, this damage
was extended and amplified, which is why a second now much more significant dip
occurred. In the third measurement and fourth measurement, the damage was al-
ready so large that it no longer coupled in as expected and thus . took on very
large values of approximately 13 and 18, respectively. The conditioning effects here
could have been a slow expansion of the impurity by further heating of the impurity,
and the observed hysteresis effect could have been the cooling of the impurity by
the liquid Helium and the slow thermal re-contracting of the material to its initial
condition.

It is to be noticed that due to the already much longer duration of the cold test, it
had to be stopped without being able to record another () over E curve. Likewise,
it was not possible to visualize and examine the coupler, since the cavity had to
be sent to the manufacturer again immediately after the cold test. There, without
further testing, the Helium vessel was fused onto the cavity, the cavity was rinsed
again with a HPR, and the coupler was replaced by the later high-performance cou-
pler for later beam operation, so that in retrospect no more precise statements can
be made about the causes of the anomalies described here, and the sources of error
described above are pure speculations based on the measured values. In later cold
tests at GSI in Darmstadt, it will be necessary to observe whether this conspicuous
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behaviour is repeating itself. Therefore, the measurements made here are not con-

clusive enough about the characteristics or the performance of the cavity CH2 of
the HELIAC project.

7.7 Reheating the Cavity

As mentioned in section 7.2, no measurement data regarding frequency and Q-factor
could be recorded when cooling the cavity to 4 K due to a software bug. This mea-
surement was then repeated when reheating after the cold test was completed using
a network analyser and software routine. The temperature, quality and frequency
were measured independently of each other and calibrated to a common time scale
in the subsequent evaluation. During the measurement of the frequency, a temporal
mismatch occurred in a small measurement section, so that the values recorded in
this section were unusable for the evaluation. This mismatch is expressed in a small
gap within the curves of the frequency measurement (see figure 58 and figure 59).
To accelerate the heating of the interior of the cryostat, the heater, which was at-
tached to the bottom of the cavity hanging freely before closing the cryostat, was
turned on. This was initially set to a fairly low value until the cavity was no longer
surrounded by liquid Helium. Now that the cavity was surrounded only by gaseous
Helium, the heater was set to a higher temperature value. Warming up to room
temperature took several hours despite the heater. The progression of temperatures
from the eight temperature sensors is shown in figure 57.
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Fig. 57 Time course of the eight measured temperatures during cavity heating.
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It can be seen that at the end of heating 75 displayed the highest temperature
value, as this sensor was located at the bottom lid of the cavity and was therefore
closest to the heater. The discontinuities within the curve represent the times from
which, on the one hand, the heater was turned on and, on the other hand, it was
set to a higher temperature level. The temperature value of the heater was also
increased for the reason that the temperature range described in section 7.2.1, which
is critical for the formation of NbH, could be passed through more quickly, even if this
effect plays a rather subordinate role in heating, since further surface preparation
by means of a HPR was intended by the manufacturer anyway. In addition to the
temperatures, the Q-factor )1, and the resonant frequency f were also recorded.
These measurements are shown in figure 58.
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time/ h

Fig. 58 Mean temperature T, frequency f and quality factor @1, recorded during heating.
The orange star indicates the transition temperature 7T, of Niobium, above which the
cavity is no longer in the superconducting state.

The orange star on the plot of temperature during heating indicates the threshold
temperature 7. of Niobium, above which the cavity is no longer in the supercon-
ducting state. It can be clearly seen that once the cavity has exceeded the threshold
temperature, the superconductivity has collapsed and thus the Q-factor @1, abruptly
drops by several orders of magnitude. This is because both the loaded Q-factor )y,
and the intrinsic Q-factor )y depend strongly on the surface resistance Rg of the
cavity. Once the superconductivity is collapsed, the surface resistance increases
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rapidly, and therefore the loaded @ factor drops rapidly. In the superconducting
phase, the loaded Q-factor was Qr, ~ 8.8 x 107. The frequency, which is indepen-
dent of the conductive state of the cavity, drops constantly during heating. The
gap in the course of the measurement of the frequency was caused by a temporal
mismatch of the frequency measurement, as described above, and therefore no data
could be collected here.

An interesting comparison is between the measurement of thermal frequency change
and the theoretically expected thermal frequency change of the cavity during heat-
ing or cooling. Thus, the cavity had contracted equally in all three spatial directions
during cooling, and thus the frequency increased during cooling and is now decreas-
ing again during heating. The degree of thermal contraction is calculated from [53]

AL Lok — Lax

= =0.143 %. 153
L Lass ’ (153)

This proportional change is referred to as the expansion coefficient. In order
to make a comparison between the theoretically expected and the actual frequency
change, the theoretically expected frequency response must first be determined [53].
For this purpose, the literature values for the thermal contraction of Niobium at
different temperatures were taken and the corresponding frequency changes were
simulated using the CST Studio Suite software [40]. The comparison of these two
frequency changes are shown in figure 59.
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Fig. 59 Course of the measured frequency during heating of the cavity (black) including
the theoretically assumed thermal contraction and the associated theoretical frequency
change of the cavity during heating (red).
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It is immediately apparent that there is a deviation between the measured fre-
quency change and the theoretically determined frequency change. This deviation
is due to the different thermal expansion coefficients of the materials used. For
example, although the cavity is made entirely of Niobium, the welded-on Helium
tank end caps are made of titanium, which has a similar coefficient of expansion
of 0.151 % as Niobium, but the mounting frame in which the cavity is suspended
and thus connected to the cryostat lid is made of Aluminium, which has a different
coefficient of expansion than Niobium of 0.3%. As a result, this frame contracts
differently from the cavity and provides slight deformations, so that the actual fre-
quency differs from the theoretically determined one. It is worth mentioning that
for this reason, the cavity was not connected too tightly to the suspension frame to
avoid internal stresses or damage to the cavity. In this case, the measured frequency
change deviates from the theoretically expected by A fiheory ~ 0.095 MHz. Here,
the frequency of the cavity at 4K is fyx = 216.904 MHz and at room temperature
foosx = 216.499 MHz, resulting in a frequency change due to thermal contraction of
Afthermal = 0.405 MHz.
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8 Modular Cavity Design and Optimization

The main focus of this thesis was to develop a way to design the nine cavities CH3
to CH11 of the HELIAC in such a way that both the production cost and the man-
ufacturing time can be reduced as far as possible. After some considerations and
discussions with both the future operators and possible manufacturers, it was de-
cided to design the cavities in such a way that they could be mass produced. For
this purpose, a modular cavity design was created and the suitability of the cavities
designed in this way was confirmed by simulations (see section 8.1.1). The basic
design is thereby based on the already successfully built and tested cavities CH1
and CH2 of the HELIAC project [1]. Special attention was paid to the optimization
of the cavities with respect to high frequency performance and both the reduction of
peak electric and peak magnetic fields (see section 8.3). The cavities were designed
and analysed using CST Studio Suite [40]. A superconducting CH cavity conceptu-
alized and designed for the HELIAC project has to meet the following requirements:

Acceleration gradient from 5 to 6 MV /m

Reduction of both production time and production costs

Simplified cylinder geometry

Reduced pressure sensitivity due to increased mechanical stability

A frequency deviation of the dynamic bellow tuners of Af ~ 150 kHz

e A minimum surface treatment of 200 yum BCP

8.1 General Design of the Cavities

The general design of the CH cavities CH3 to CH11 of the superconducting HE-
LIAC at GSI introduced here is based on the two previous cavities CH1 and CH2
[1]. The distinguishing features of these cavities are the lids with a conical tapered
deepening, straight spokes that widen outward and stabilizer ribs on the lids for bet-
ter stability and reduced frequency variation due to cavity evacuation and pressure
fluctuations within the Helium reservoir, two static tuners for frequency readjust-
ment during manufacturing and two dynamic bellow tuner for frequency correction
during operation, two flanges embedded in the cone of each lid for HPR of the cavity
off the beam axis and two drain flanges for both the rinsing water of the HPR and
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the chemical buffer solution for the BCP surface treatment. However, cavities CH3
to CH11 differ from their predecessors in that a new approach to mass production
capability was applied to the design (see section 8.1.1). Thus, in order to simplify
the production of these cavities, a modular cavity design was developed and these
cavities created in this new approach were evaluated for their suitability for future
operation through simulations using CST Studio Suite [40]. In addition, a new bel-
low tuner design was created that improves the electrical properties of the cavity
(see section 8.2).

Fig. 60 Representative of all cavities CH4 of the HELIAC. The conical lids, the straight
spokes and both the dynamic bellow tuner and the static tuner can be seen.

8.1.1 Elaboration of a Modular Cavity Design

The main focus of this thesis was to develop a possibility of significantly reducing
both the production time and the production costs. This reduction in production
costs is a challenge, since the material used, Niobium, is in itself a very expensive
material and must be of very high purity, and the complex internal geometry of a
CH cavity requires many processing steps. In addition, the wall thickness of the
outer walls, the spokes, the lids and the tuner amount to only a few mm due to the
required cooling by the liquid Helium to 4 K, so that handling during production is
already a challenge. Thus, no major savings in terms of cost or time can happen
either in the selection of the material or in the method of fabrication, so these cost
reductions have to be realized already in the design of the cavities.

A discussion with the manufacturer RI, who had produced the cavities CHO [27],
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CH1 and CH2 [1], and an exchange of their experiences and their way of working,
a possible methodology could be developed to significantly reduce both the pro-
duction costs and the production time. A large and costly part of the production
is the additional fabrication and adaptation of tools, mounts and machines to the
individual geometries of the components of the cavities, such as spokes, lids, flanges
or tuners. Thus, a separate mount or adaptation is normally manufactured for each
new component, for example, for deep drawing or electron welding. This generates
additional costs and an enormous amount of additional time. To avoid this addi-
tional effort, the concept of a modular CH cavity was developed. In this concept,
some essential components are designed with the same geometry for all nine CH
cavities of the HELIAC, so that only one set of mounts, tools and adaptations has
to be manufactured. Figure 61 shows the modular lids and spokes. Here, similar to
CH1 and CH2, the depth of the spokes was chosen to match the length of the drift

tube in CH3 [1].

R e

Fig. 61 Models of the modular parts of the cavities as they can be manufactured for all
nine cavities. On the left, the lids with the required flanges are shown in various views, and
on the right, the spokes are shown frontally, laterally and in each case in a cross-section.

Consequently, these individual modular components will be manufactured to a
unit length, which will then be adapted to the appropriate boundary conditions of
each cavity, such as the changing radius (see figure 62 and figure 63).

An initial estimate of the possible costs showed that, despite the additional
material required, there would be a significant cost reduction. In figure 64, all nine
cavities (from CH3 to CH11) are shown one above the other. They are aligned once
at the right lid and once at the first spoke. It can be seen that apart from the length
of the spoke or the radius of the lid, these are identical for all nine cavities.
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Fig. 62 The modular lid of the CH cavities with the radii of cavities CH3 (red), CH4
(yellow), CH5 (green), CH6 (orange), CH7 (purple), CH8 (turquoise), CH9 (blue), CH10
(dark turquoise) and CH11 (black) drawn in.

OA/ AN

Fig. 63 The modular spoke of the CH cavities with the radii of cavities CH3 (red), CH4
(yellow), CH5 (green), CH6 (orange), CH7 (purple), CH8 (turquoise), CH9 (blue), CHlO
(dark turquoise) and CH11 (black) drawn in.

7

Fig. 64 All nine CH cavities of the HELIAC project designed in this thesis are shown
overlaid on top of each other. Each cavity is marked with a different colour, from CH3
with yellow to CH11 with black. Left: The fixed point of this representation is the right
lid. Right: Here the fixed point is the first spoke of all cavities.
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8.2 Adjusting the Dynamic Bellow Tuner

In addition to the spokes and lids, another component that has been adapted as part
of the modular cavity design compared to the CH1 and CH2 designs is the dynamic
bellow tuner. The bellow tuner are used to adjust the resonant frequency of the
cavity during operation by either moving them closer to or away from the beam
axis, thus changing the capacity within the cavity, which also results in a change of
the resonant frequency. These bellow tuner are also made of Niobium like the rest
of the cavity and are fully welded to the cavity (see figure 60).

The dynamic bellow tuner consists
of four parts, the outer tuner tube,
the bellow, the tuner head and the

A

inner tuner rod (see figure 65). The 2 Y S

lower end of the outer tuner tube is \\—// 3 %
\\/

welded to the cavity. The bellow is
used to displace the tuner. Unlike
normal conducting tuner, the welded
superconducting bellow tuner cannot
simply be pushed further into the
cavity, but must expand spatially
without creating an opening, otherwise
the liquid Helium flowing through
the cavity and therefore through the
tuner would flow into the cavity. The
principle of the dynamic bellow tuner
was designed for this purpose. A force
is applied to the inner tuner rod, which
is connected to the tuner head, and
this expands the bellow.

Fig. 65 Representation of the dynamic
bellow tuner once as a whole and once in
cross-section.

Since the wall thickness of the dynamic bellow tuner is only 1 mm, no large force
is required for a sufficiently large displacement of £1 mm. Compared to the dynamic
bellow tuner design of both CH1 and CH2 cavities, the bellow tuner of the modular
cavity design has been simplified. For the CH1/CH2 bellow tuner, the ribs of the
bellow were extended outward (see figure 36). This was necessary because, due to
the small gap center distance, there was not enough space between the spokes to
fully fabricate the bellow tuner to one uniform radius, but larger ribs were needed
to lower the force required for displacement [1]. With the modular bellow tuner
design, this restriction is no longer necessary, so the bellow tuner now has a uniform
radius. This simplification saves some additional welding and therefore production
time and cost. In designing the modular bellow tuner, the first consideration was
to conceptualize the bellow so that a displacement of +1 mm could be achieved at
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a force less than 300 N without the von Mises internal stress exceeding a value of
0.25 GPa. This resulted in a bellow with three ribs and a rib length of 16.4 mm. Sim-
ulation results for both the deflection and the von Mises stress are shown in figure 66.

Bellow Tuner CH3 at -296.9 N

Fig. 66 Simulation results for the displacement (left) of the dynamic bellow tuner of cavity
CH3 and for the internal stress of the bellow (middle and right). A force of +296.9 N was
applied to the tuner rod and the Helium vessel covers were defined as fixed points. When
plotting the displacement, a factor of 3.96 was applied to the result for better illustration.
The blue representation of the tuner indicates the shape and position of the tuner without
the displacement force.

It can be seen that the tuner shown in figure 65 satisfies the above mentioned
requirements. The simulation results shown in figure 66 were obtained by simula-
tions on a tuner installed in cavity CH3. Here, the tuner head is displaced the most,
and the displacement of the ribs increases from the bottom to the top. The internal
von Mises stress within the material is thereby greatest in the inner curvature of the
ribs. The simulation results for cavities CH4 to CH11 are shown in the appendix
under figure 106 to figure 113. A graphical representation of the force required for
deflection as well as the internal von Mises stress versus displacement of all nine
cavities is shown in figure 67.
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Fig. 67 Simulation results of the dynamic bellow tuner of cavities CH3 to CH11. Left:
The maximum displacement versus the force required for the displacement. Right: The
internal von Mises stress at a given displacement. In red is the maximum stress value for
cold Niobium. If this value is exceeded, material failure and fracture will occur.

It can be seen that the modular bellow tuner installed in all nine cavities has very
similar properties in terms of the force required or the internal stress. The slight
differences between CH3/CH4 and the other cavities are due to the closer spokes,
which stabilize the cavity and the tank wall and thus require more force. After the
geometry of the bellow was determined, the tuner height was individually adjusted
to the respective cavities in order to be able to achieve the desired frequency change
by displacing the tuner. A total frequency change of approximately 150 kHz was
specified as a goal for the design. In addition to achieving this goal, the height of
the two bellow tuner within a cavity was set to be different from each other, in
contrast to the dynamic tuner of CH1 and CH2. This condition has the benefit that
both bellow tuner thus produce a different magnitude of frequency change. One
bellow tuner was set to cause a frequency change of approximately 50 kHz in total
(tuner 1) and the second one to cause a frequency change of about 100 kHz (tuner
2), so that when both are jointly displaced, a frequency change of approximately
150kHz can be achieved. For this purpose, the outer tuner tube of tuner 1 is short-
ened until the tuner head is sufficiently far away from the beam axis and thus the
influence on the capacity is sufficiently small to cause the small frequency change of
circa 50kHz. Conversely, for tuner 2, the outer tuner tube was extended until the
effect on the capacity was sufficiently large for a frequency change of about 100 kHz.
This adjustment of the modular bellow tuner was performed for all nine cavities
until the desired frequency changes were achieved. These frequency changes versus
the displacement of the bellow tuner for all nine cavities are shown graphically in
figure 68.
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Fig. 68 Frequency change by displacement of the tuner. It can be seen that the individual
tuner cause different frequency changes when they are displaced as well as when both are
displaced at the same time and about the same amount.

In addition to defining the frequency change, the new design of the bellow tuner
could be used to reduce peak electric fields within the cavity. Since the tuner heads
are close to the beam axis for a sufficiently large frequency change, these are often
sites of increased field levels. To counteract these peak fields, tuner 1 and not tuner
2 was initially placed in the gaps with the highest field levels. This already had the
effect of reducing the peak fields at the edges of the tuner head. Next, the round-
ing around the edges of the tuner head was significantly increased compared to the
CH1/CH2 bellow tuner, since corners and edges are a potential source of peak fields.
In figure 69, the electric field is shown for different rounding radii of the tuner head.

It can be seen that the magnitude of the peak fields decreases with increasing
rounding radius from Epel, omm = 1.61 X 107 V/m to Fpeak, 5mm = 1.57 x 107 V/m.
This decrease in the peak fields simultaneously indicates an increase in the per-
formance of the cavity, since for the same acceleration field E, (see figure 70), the
magnitude of the peak fields Epeax decreases.
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Fig. 69 Field distribution around the tuner head at different curvature radii of the head.
Top left: No rounding. Top right: A radius of 0.1 mm. Bottom left: A radius of 2.5 mm.
Bottom right: A radius of 4.9 mm.
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Fig. 70 Simulation results of tuner head design optimization. The influence of the rounding
radius of the tuner head on the acceleration field F, is shown.

Considering now the two ratios Eyeax/Ea and Bpeax/Ea (see section 4.1) at con-
stant acceleration field FE,, it is noticeable that although the electrical peak fields
could be reduced significantly by adjusting the rounding of the tuner head, the
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magnetic peak fields remain unaffected. This is consistent with the field distribu-
tion within the cavity. Figure 71 shows the course of the two ratios against the
rounding of the tuner head.
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Fig. 71 Simulation results of tuner head design optimization. The influence of the radius
of curvature of the tuner head on Epeax/Es, (black) but not on Bpeak/FEa (red) can be seen.

In addition to the RF properties, the mechanical properties of the bellow tuner
were also examined. Since the bellow tuner has a wall thickness of only 1 mm, as
already mentioned, it is very vulnerable to mechanical vibrations. Mechanical vibra-
tions of the tuner can influence the resonant frequency of the cavity via additional
deformations. Thereby, the tuner can be excited to vibrate by external mechanical
vibrations, which can be caused by pumps, the Helium flow or similar. Therefore,
the bellow tuner was analysed for its intrinsic mechanical modes using the software
Ansys Workbench [54]. The end of the inner tuner rod was assumed to be the fixed
point. In figure 72 is a graphical representation of the modes and their correspond-
ing frequencies.

After considering the simulation results, it can be concluded that the modu-
lar bellow tuner is sufficiently insensitive to external interference. Thus, with a
total of 10 modes up to 1kHz, it has significantly more mechanicals modes than
the CH1/CH2 bellow tuner [1], but the fundamental mode is at 101 Hz. Most in-
terference sources, such as pumps or the equivalent, are in a frequency range of
f <100 Hz, so the modular bellow tuner is unaffected by these interference sources.
In figure 73, 5 of the 10 mechanical eigenmodes of the tuner are shown.
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Fig. 72 Graph of the mechanical vibration modes of the bellow tuner against the frequency
at which they are excited.
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Fig. 73 5 Simulation result of the mechanical modes with Ansys Workbench [54] with the
corresponding frequencies in Hz.

The first and second modes, which are close to each other, are transverse oscilla-
tion modes of the tuner head relative to the rest of the tuner. The following modes 3
to 9 are transverse vibrations of the entire tuner and mode 10 is a longitudinal vibra-
tion of the bellow. Since the modular dynamic bellow tuner is sufficiently insensitive
to external mechanical vibrations, the desired tuning range could be realized, the
tuner head could be adapted to reduce the peak electric fields and the mechanical
requirement and limitations due to displacement and internal von Mises stress could
be met, the modular dynamic bellow tuner is suitable to be incorporated as part of
the modular cavity design in cavities CH3 to CH11 of the HELIAC.
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8.3 Field Distribution Optimization

After the modular cavity design and the adapted design of the modular bellow tuner
had been completed the individual cavities CH3 to CH11 of the HELIAC could be
assembled from these components. For this purpose, the number of gaps of the in-
dividual cavities as well as the gap center distances were taken from the previously
determined beam dynamics of the HELIAC [25] and the cavities were then assem-
bled individually in a modular manner. It is noticeable that the gap center distances
increase from cavity to cavity, but at the same time the number of gaps decreases, so
that the total length of the cavities varies (see section 8.6). As shown in section 3.1,
the TEs;;-mode generated in the CH cavity has no electric field component in z-
direction (E, = 0 in (42)), however, the insertion of the spokes into the resonator
generates a potential distribution in z-direction between neighboring spokes which
has its maximum in the center and decreases to zero towards the outside of the
cavity (see figure 74).
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Fig. 74 Electric field distribution inside cavity CH3. On the z-axis represents the length of
the accelerating field inside the cavity and the y-axis represents the electric field strength
in V/m determined by CST Studio Suite [40] when coupling a power of 1J electric power.

The field distribution shown in figure 74 corresponds to the simulated field distri-
bution within CH3 should a electric power P of P; = 1J be injected into the cavity.
The field distributions of the other eight cavities are shown in the appendix under
figure 114 to figure 121. The outward decrease of the electric field and therefore of
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the voltage between the spokes can be counteracted by adjusting the responded drift
tube length. It should be noted, however, that while lengthening the drift tubes in-
creases the voltage in the respective gap, insufficient spacing between neighbouring
drift tubes can lead to electrical arcs. This limitation of the length of the drift tubes
has a particularly large influence in the case of cavities with a smaller gap center
distance, such as CH3 and CH4. Here, the comparatively short drift tubes at the
outer gaps lead to a small voltage between the spokes and thus to a large drop
in voltage towards the outside of the cavity compared to the maximum. For the
cavities with a large gap center distance, such as CH10 and CH11, the drift tubes
can be lengthened to such an extent that the voltage in all gaps remains very sim-
ilar. Besides the potential electrical arcs, an insufficient distance between the drift
tubes can increase the acceleration field on the beam axis F,, but also increase the
potential local peak fields located at the drift tubes, so that the length of the drift
tubes has a great influence on the ratio Epex/Fa. and thus on the performance of
the cavity. For this reason, in the case of cavities CH3 to CH11 which are based on
the modular cavity design, the different drift tube lengths were crucial parameters
for the performance-oriented optimization of the cavities. The parameters Dipiciness,
Diengtn, 15 Diengtn, 2 and Diengen, 3 used for the optimization are defined in figure 75.

Dlength, 1

| |||||I\%

thickness

Fig. 75 Cavity CH3 shown in cross section with the four optimizations parameters
Dihickness (black), Diengtn, 1 (blue), Diengtn, 2 (green) and Diengen, 3 (red) marked.

In order to determine the length of the individual drift tubes, the optimizer
integrated in CST Studio Suite [40] was used. For this, the parameters Dipicknesss
Diengtn, 15 Diengtn, 2 and Diengtn, 3 as well as the inner radius of the cavity were set
as variable parameters and both the desired resonant frequency of the cavities and
the lowest possible values for the ratios Epeak/Ea (Epeak/Fa < 4) and Bpeak/Ea
(Bpeax/Ea < 7) were set as targets, where the weighting of the objectives decreased
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from reaching the resonant frequency to the ratio Epe/E, and finally to the ratio
Bpeax/ Ea. The algorithm chosen for the optimization was the Nealder-Mean method
(see section 8.7.1). After the optimizer had determined a first configuration, it was
possible to manually adjust the individual parameters. For this purpose, a much
smaller range was defined for the sweep of the individual parameters than for the
optimizer. First the drift tube thickness was used and then the lengths. The inner
radius of the individual cavities was varied as the last optimization parameter, since
this exerts a direct influence on the frequency without affecting the acceleration field
E, too much. The process was then repeated with an even smaller parameter op-
timization range until almost no improvements were noticeable. With this method
of manual optimization, it should be noted that not every newly found optimal
parameter configuration with regard to performance of a single parameter directly
results in a new ideal overall parameter optimization. Thus every change of the
parameters listed above also causes a frequency change. The readjustment of the
changed frequency to the target resonance frequency by readjusting the cavity inner
radius changes the acceleration field FE,, even if relatively small. Therefore, constant
readjustment and re-optimization of each parameter is required. By multiple iter-
ations of the individual optimization parameters and constant readjustment of the
resonance frequency by the radius, an optimum can thus be found with respect to
the performance. In figure 76 the last optimization steps for cavity CH3 are shown
by variations of the optimization parameters. Figure 122 to figure 129, which can
be found in the appendix, show the last optimization steps for CH4 to CH11.
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Fig. 76 Simulation results for the optimization of cavity CH3. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/FEa (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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The blue lines drawn in the graphs of figure 76 mark the final values for the
parameters. It is noticeable that the optimal value of the respective parameter for
the final geometry of the cavity was not always chosen, since, as described above,
readjustment of the resonance frequency with this parameter configuration would ul-
timately result in poorer performance. In figure 77, the values for the ratios Eyeax/ Ea
and Bpeax/F, are plotted as indicators for the performance of the cavities for the

cavities CH3 to CH11 as well as for the two predecessor cavities CH1 and CH2 as a
comparison.
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Fig. 77 The results of the optimization of the cavities CH3 to CH11 in the form of the
ratios Epeak/Ea (black) and Bpeak/FEa (red).

It can be seen that for all nine cavities based on the modulare cavity design bet-
ter values for F, e/ E, and for CH3 to CHS also better values for Bpea/E, could be
achieved compared to the two predecessor cavities CH1 and CH2. This demonstrates
that despite the modular cavity design reducing production costs and production

time, the nine superconducting CH cavities perform better in the simulations than
the individually designed CH1 and CH2 cavities.
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8.4 Frequency Tuning

In designing the cavities, they were intentionally designed so that their resonant
frequencies deviate from the HELIAC project’s actual desired target frequency of
216.816 MHz. As the designed cavities continue to undergo a wide variety of man-
ufacturing steps and mechanical deformation during commissioning, the resonant
frequencies of the cavities increase with each of these steps until they are close to
the desired target frequency. A necessary treatment step, which has an enormous
influence on the resonant frequency during the construction of the cavities, is the
so-called BCP (see section 8.4.1). During commissioning both the evacuation of the
cavities (see section 8.4.2) and the cool down to the operating temperature of about
4K (see section 8.4.3) further influence the resonant frequency. In order to achieve
the desired target frequency for the later cavities in operation, simulations were per-
formed to determine the frequency change of the individual and combined structural
as well as operational measures and thus determine a required preliminary design
resonant frequency of the cavity. These are shown in figure 78.
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Fig. 78 Determined design frequency without adjustments of the frequency by BCP, evac-
uation or thermal contraction.

The deviation of the resonant frequencies of the individual cavities from each
other is due to the fact that they react differently to the influence of the individual
frequency changing steps, since the geometric differences of the cavities, such as
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increasing radius and increasing gap length, can compensate for these influences to
a different extent due to the modular cavity design. In the following, the individual
frequency changing steps will be explained in more detail and their influence on the
resonant frequency will be shown.

8.4.1 Buffered Chemical Polishing

As already described in chapter 4, the surface quality of a superconducting cavity
has a direct influence on its performance. For example, impurities or microscopic
imperfections on the surface of the resonator can lead to local peak fields, which can
ultimately lead to multipacting, field emissions, or an increase in surface resistance.
To minimize the number of these impurities or imperfections, a superconducting cav-
ity is prepared with a 1:1:2 mixture of hydrofluoric acid (HF), nitric acid (HNOs),
and phosphoric acid (H3POy) after its construction is completed. This acid mix-
ture removes the imperfections and thus increases the performance of the cavity.
For this purpose, the acid mixture is pumped into the vertically positioned cavity
via the lower of the two additional rinsing flanges on the lids and collected on the
upper rinsing flange. While the cavity is flushed with the acid mixture, material is
constantly removed from the inner cavity walls. The amount of material removed
depends on the saturation of the acid mixture. With the time of the surface treat-
ment the amount of removed Niobium within the acid mixture increases steadily, so
that the effect of the acid decreases with increasing treatment time. In order to be
able to make a statement about how long the treatment must last for the desired re-
moval, the removal rate is first determined with a Niobium sample before each BCP
surface treatment. However, since the superconducting CH cavities considered here
have a very complex internal structure, it is extremely difficult to make an accurate
statement even with the method of previously estimated removal. The BCP treat-
ments for the CH1 and CH2 cavities have shown that the spokes and the tuner have
a significantly higher removal rate than, for example, the tank wall [1]. However, in
the simulation considered here to determine the frequency change after an removal
of 200 um, a uniform removal in the entire cavity was assumed (see figure 79).

It can be seen that the resonant frequencies of the cavities are affected differently
by the BCP treatment. This is because the first cavities have more spokes, which are
also closer to each other, so increasing the distance between neighbouring spokes due
to the removal of Niobium from the spoke walls has a greater effect on the capacities
within the cavities, resulting in a greater change in frequency. After each BCP
treatment, a HPR is provided so that the cavities are flushed with high purity water
for several hours to remove acid residues from the cavity. In addition, the treatment
time is first set so that only half the desired removal of BCP is achieved. The cavity
is then rotated and the process repeated for the second half of the ablation to ensure
the most uniform removal possible. The frequencies to be expected after complete
removal of 200 ym can be seen in figure 80.
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Fig. 80 Simulated resonant frequency of the cavities after uniform 200 yum surface treat-
ment with BCP.

Comparing the resonant frequencies of the individual cavities from figure 78 with
those from figure 80, it can be seen that the greater influence of the BCP treatment
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on the resonant frequencies of cavities CH3 and CH4 compensates for the large
deviation of the preliminary design frequencies, and thus the resonant frequencies
after BCP treatment show a significantly smaller deviation from each other. As
mentioned above, since experience has shown that the tuner are among the most
affected by the removal, the two dynamic bellow tuner of each cavity have already
been designed with an additional wall thickness of 200 um, so that the desired wall
thickness of 1 mm is reached only after the BCP treatment, in order to prevent this
wall thickness from becoming even thinner, since especially strong stress is placed
on the material there during the displacement of the tuner, which could lead to
damage if the wall thickness is too thin.

8.4.2 Pressure Sensitivity

Superconducting accelerator structures are particularly vulnerable to frequency chan-
ges that occur during evacuation of the interior. The entire beam line of a particle
accelerator is usually evacuated by a variety of different pumps and cavities are
operated at internal pressures of 107% — 10~® mbar to avoid collisions between the
particles being accelerated and the residual gas, and consequently beam loss. As a
result, there is usually a pressure difference between the environment and the inside
of the cavity of about 1atm =1.01325bar. For normal-conducting cavities, this is
usually no problem, since the walls of these are made of tens of mm of steel or
similar material. For superconducting cavities, however, the situation is completely
different, since the wall thickness of the components are only a few mm to ensure
sufficient cooling by the liquid Helium to 4 K. For superconducting CH cavities, this
is a particularly big problem, since too much displacement due to evacuation could
distort the complex internal spoke structure to such an extent that the field distri-
bution within the cavity is disturbed, resulting in a resonant frequency very different
from the desired value. To counteract this, special attention was paid to pressure
sensitivity in the design of CH1 and CH2 [1]. The measures taken in the design
of these two identical cavities were also adopted for cavities CH3 to CH11. This
includes both the tapered lid deepening with attached stabilizers and the straight,
outward-widening spokes. However, in the designs from CH3 to CH11, these mea-
sures are only optimally effective for CH3, because of the modular cavity design,
the modular lids and spokes, which are identical in construction for all nine cav-
ities, were designed for CH3 as the cavity with the smallest gap center distance
(see section 8.1.1). A direct comparison of the cavity with the smallest gap center
distance CH3 with the cavity with the largest gap center distance CH11 shows that
the deformation of the cavity increases in magnitude (see figure 81).
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Fig. 81 Simulation of the expected mechanical deformation of cavity CH3 (left) and CH11
(right) due to evacuation of the cavity after the 200 um BCP treatment. An internal
pressure with force direction inwards of 1atm was assumed. The scales of both result
plots were set to the same range for better comparability.

In these simulations, the areas of the stabilizers welded to the Helium vessel lid
and the end of the bellow tuner tubes were taken as displacement boundries, and the
same pressure of 1atm was applied to each inner surface of the cavity. In figure 81,
the areas most affected by the deformation can be clearly seen in addition to the
significantly increasing deformation of the cavity. Due to the modular cavity design,
both the spokes and the lids are no longer ideally adapted to the larger radius of
cavity CH11. Thus, the outward expansion of the spokes does not sufficiently com-
pensate for the growing radius of the cavity, resulting in greater inward deformation
of the tank, as well as a greater deformation of the spokes due to the growing length
of the spokes. The ring located on the lid, surrounding the deepening of the lid,
also grows with the radius of the cavity and is thus a site for severe deformation. A
comparison of all nine cavities shows that this additional lid deformation does not
occur only at CH11, but the first signs of it already appear at CH5, even if they
only become significant from CH9 onwards (see figure 82).
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Fig. 82 Displacement of all cavities after evacuation. All scales are set to the same

range to better the comparison. The upper black arrow indicates the maximum value of
displacement of cavity CH11 of all nine cavities.
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After determining the mechanical displacement of all nine cavities, these simula-
tion results could be used to determine the frequency change due to the mechanical
displacement. In figure 83 the maximum values of the mechanical displacement for
all nine cavities are shown on the left and the calculated values for the pressure
sensitivity of the nine cavities in Hz/mbar are shown on the right.
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Fig. 83 Simulation results regarding the pressure sensitivity of cavities CH3 to CHI11.
Left: Displacement of the cavity in mm at a pressure difference from the interior to the
environment of 1atm. Right: The frequency change resulting from the deformation in
Hz/mbar.

It can be seen that cavities CH3 and CH4 exhibit the lowest mechanical defor-
mation. This can be explained by the fact that, on the one hand, the geometry
for the modular lids and spokes were optimized for CH3 and CH4 is most similar
to CH3 with the same number of gaps, but also by the fact that these two cavities
have the most spokes, and thus the tank is better supported. Comparing the the-
oretical values of the pressure sensitivity of cavities CH3 to CH11 now determined
by simulations with the experimentally determined values of the pressure sensitiv-
ity of CH1 (Af/Ap = —12.7Hz/mbar) [1] and CH2 (Af/Ap = —9.64 Hz/mbar see
section 7.3), it is noticeable that although these values are of the same order of mag-
nitude, they have an opposite sign. This arises from the fact that for CH1 and CH2,
due to the small gap mean distance, the contraction of the lids and the spokes by
evacuation additionally reduces the drift tube distances, which increases the capac-
ity and thus decreases the frequency. This is counteracted by the decrease in volume
due to contraction, which would increase the frequency, but for CH1 and CH2 the
increase in capacity and so the decrease in frequency outweighs the decrease in vol-
ume and so the increase in frequency due to the small gap mean distance, which
results in the negative sign. Looking now at CH3 to CHI11, it is noticeable that
the pressure sensitivity at CH3 is closest to 0, since in this cavity the two effects of
volume reduction and capacity increase almost balance each other out. For the later
cavities with an even larger gap mean distance, the volume reduction outweighs
the capacity increase. This can be seen particularly well between CH5 and CHG6.
Even though these two cavities have the same number of gap, there is the largest
increase in gap mean distance of approximately 8 mm between them. Therefore,
it can be assumed that the increase in capacity due to closer moving spokes is no
longer significant compared to the decrease in volume of the interior of the cavities
from CH6 onwards, which is why all subsequent cavities show a similar pressure
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sensitivity. This is further enhanced by the additional deformation occurring at the
lid. The largest value of Af/Ap = 10.8 Hz/mbar at CH10, however, is of such a
magnitude that possibly frequency changes due to occurring pressure fluctuations
could be compensated by the dynamic bellow tuner. It can thus be said that the
cavities and therefore the modular cavity design are suitable for later operation in
terms of the expected pressure sensitivity.

The total resonance frequency of the cavities after evacuation is not only influ-
enced by the mechanical displacement, but also by the fact that initially there is air
in the cavities and after evacuation almost a vacuum. Since air now has a different
electrical permittivity €, ,i;, = 1.0059 than vacuum €, yacuum = 1, the resonant fre-
quency also changes. In figure 84 the absolute resonant frequencies of the cavities
CH3 to CH11 are shown after BCP treatment and after evacuation, that is with a
vacuum inside with €, vacuum = 1 and mechanical displacement.

—u— Frequency after 200um BCP treatment and evacuation
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Fig. 84 Simulated resonant frequency of the cavities after uniform 200 yum surface treat-
ment with BCP and evacuation.

The comparison between the resonance frequencies in figure 80 and those in

figure 84 shows that the deviation of resonant frequencies from each other has been
further reduced.
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8.4.3 Thermal Contraction

The last frequency changing effect to be considered, is the thermal contraction of
the cavities during cooling from room temperature to 4.2 K. During cooling, the
cavities contract uniformly in all three spatial directions. The degree of this long
contraction can be calculated by using equation (153) [53]. Accordingly, Niobium
contracts by 0.143 %. Following Slater’s theorem (see section 3.1.2) the frequency
increases due to the volume reduction of the interior. The simulated frequency
change resulting from cooling after 200 um BCP treatment and evacuation of the
cavities is graphically plotted in figure 85.
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Fig. 85 Simulated frequency change of all nine cavities due to thermal contraction resulting
of the cooling to 4.2 K.

It can be seen that the effect of thermal contraction on the resonant frequency
is quite similar for all nine cavities. As a result, the average frequency change after
cooling is A fihermal contraction, mean <~ 969 kHz. Larger deviations, such as for CH3 or
CHS, can be attributed to the mesh of the simulation.
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8.4.4 Final Frequency

With the effects explained above and thus also with the simulations to be made, it is
important to ensure that the simulations of the involvement of the individual effects
from section 8.4.1 to section 8.4.3 are made in the same order as they occur in the
later construction or during commissioning, since they may have an impact on each
other. Thus, the surface treatment of the BCP is the first effect in time, since it is
already made during the construction. The surface treatment of the BCP strongly
affects the pressure sensitivity of the cavity, since it significantly reduces the wall
thicknesses of the cavity, for which reason a larger displacement occurs at the same
pressure, and thus the frequency is more affected. Thermal contraction, on the other
hand, is almost unaffected by either effect. For this reason, the above simulations
were performed gradually progressing from BCP treatment to evacuation and finally
to cooling. Including these three frequency-changing steps and effects, the original
design frequencies from figure 78 result in the final frequencies shown in figure 86.
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Fig. 86 Simulated resonant frequency of the cavities after uniform 200 um surface treat-
ment with BCP, evacuation and thermal contraction.

Looking at the resonant frequencies of the cavities, there are two things directly
noticeable. First, the resonance frequencies have converged compared to those shown
in figure 78, so that the deviations are only a few tens of kHz and thus the initial



)
o

Thorsten Conrad Frequency Tuning
PhD Thesis Page 121 B

74

strong deviations of several hundred kHz have been compensated. This is shown
in figure 87, in which all resonant frequencies of the individual stages are again
graphically displayed as a comparison.
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Fig. 87 The resonant frequencies of all nine cavities for each frequency changing step in
one plot.

Second, it can be seen that no cavity reaches the target HELIAC frequency
of 216.816 MHz even after including the frequency changing effects (see left in fig-
ure 88). However, this is because after consultation with the operators and the
manufacturer a safety buffer of about 250kHz is to be left initially (see right in
figure 88). On the one hand, this serves to ensure that the target frequency is
not directly surpassed should a manufacturing error occur, and on the other hand,
should an removal of 200 um not be sufficient after the surface treatment of the
BCP, further treatments could still be performed.

All nine cavities based on the modular cavity design thus achieve the desired
target frequency with the intended safety buffer. The small deviations can be com-
pensated either by the dynamic tuner during operation or by the static tuner during
construction. The deviations occur due to the optimization of the cavities in terms
of perfomance and the reduction of the electrical and magnetic peak fields.
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Fig. 88 Left: the convergence of the resonance frequency to the target frequency of the
HELIAC with steps plotted. Right: safety frequency buffer Af to the target frequency of
the HELIAC of all nine cavities.

8.5 Adjustment of the Helium Vessel

Since the superconducting CH cavities must be kept constantly at their operating
temperature of approximately 4 K throughout operation, they are permanently sur-
rounded by liquid Helium. To ensure a sufficiently large supply of Helium, each
individual cavity has its own Helium reservoir in which the cavity itself is tightly
welded. The cavity together with the Helium reservoir is then installed in a cryostat
and connected to a Helium supply system, which on the one hand feeds the liquid
Helium into the reservoir and on the other returns the warmed Helium to the closed
circuit of the in-house Helium recycling system. Unlike the cavities themselves,
however, the Helium vessel is not made of pure Niobium but of Titanium. On the
one hand, this element has a high mechanical stability and, on the other hand, it is
cheaper than Niobium. The real advantage, however, is that Titanium has a very
similar thermal expansion coefficient to Niobium [53]:

AL Lagzx — Lax
L Lok
This allows the Niobium cavity to be welded to the Titanium vessel without
stress caused in the material by different contraction during cooling, which could
damage the cavity. In figure 89 CH3 with attached Helium shell is shown, once as
a whole and once in cross-section.

= 0.151 %. (154)




Y
X4

Thorsten Conrad Adjustment of the Helium Vessel
PhD Thesis Page 123 &%

Fig. 89 CH3 with attached Helium vessel left in cross-section and right complete. It can
be seen that the flanges have not been placed on the outer wall of the tank, but these have
been lowered into the wall.

During the development of the cavity designs, a variety of different approaches
were considered to include the Helium tank as part of the modular cavity design.
After talking with the future operators and sharing their experiences, a value of
1001 liquid Helium as a reservoir was preliminarily determined to be the ideal. An-
other boundary condition for the design of the Helium tanks was the already ordered
cryostat CM2 (see figure 5) for the cavities CH3, CH4 and CH5. CM2 is identical
in construction to CM1, so that the connections of the cryostat are designed to the
dimensions of cavities CH1 and CH2, which means a limitation of the radius of the
Helium tanks. Different possibilities for meeting the boundary conditions were con-
sidered and the amount of liquid Helium of the Helium reservoir of each cavity was
calculated. The considered possibilities were to equip all cavities with a Helium tank
having the same radius as the Helium tank of CH1 and CH2, one having the same
radius as the first version of the Helium tank of CH3, to fix the length of the coupling
tube and to adapt the Helium tanks to it, which, however, is not compatible with the
current cryostat design for the later cavities, or the maximum possible radius of the
Helium tank is calculated according to the connections in CM1 and CM2 (diameter
of 640 mm). The quantities of liquid Helium for these options are shown in figure 90.
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Fig. 90 Volume of the Helium reservoir of the individual Helium vessels of the cavities for
different design scenarios in liters.

It is evident that not all boundary conditions can be completely fulfilled at the
same time for all cavities. If the ideal amount of Helium was to be maintained
for the later cavities, either a new cryostat design would have to be created or the
tank would have to be designed outside the modular cavity design. After further
consultation with the operators, it was decided to design the Helium tanks to all
have the maximum radius of 320 mm for the cryostats (purple line in figure 90) for
cost reasons, as an amount of nearly 801 liquid Helium should also be sufficient
for cavities CH10 and CH11. For this purpose, all flanges on the outer wall of the
Helium tank are embedded in the outer wall (see figure 90). The decreasing amount
of Helium from CH3 to CH11 is due to the fact that even if the outer radius of all
tanks is the same, the inner radii of the cavities inside the tanks grow. This is shown
in figure 91.

With the selection of this option, the Helium tank can also be considered part of
the modular cavity design, as all nine tanks can now be produced in the same way
and only the resulting tube needs to be cut to the appropriate length of the cavity.
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Fig. 91 Cross-section of the cavity with the smallest inner radius CH3 and the one with
the largest inner radius CH11 with attached Helium vessels. The red lines mark the outer
walls of the Helium vessels.

8.6 Final Design of all nine Cavities

After the frequency to be achieved, including the planned safety buffer, could be
reached with all cavities after all frequency-changing effects, the design phase of cav-
ities CH3 to CH11 based on the newly developed modular cavity design has been
completed. For this purpose, the basic design of the two previous cavities CH1 and
CH2 was first adapted in such a way that modular components were designed from
them, which were then adapted to the respective boundary conditions of the indi-
vidual cavities given by the beam dynamics. In addition, the dynamic bellow tuner,
which is also part of the modular cavity design, was adapted to the new and larger
cavities in such a way that the electrical peak fields, which previously occurred at
the head of the bellow tuner, could be reduced. In addition, the height of the second
dynamic bellow tuner was adjusted to cover a more precise tuner range. The cavi-
ties CH3 to CH11 were further optimized in terms of reducing the peak electric and
magnetic fields compared to CH1 and CH2. This was achieved mainly by a detailed
consideration of the drift tube distances and thickness. The simulations of the pres-
sure sensitivity and the achievement of the desired resonant frequency confirmed the
suitability of the cavities and thus the modular cavity design. In conclusion to this
chapter, the most basic parameters of all nine cavities are shown in Tab. 6.
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Tab. 6 Basic parameters of all nine superconducting cavities CH3 to CH11 of the HELIAC.

CH3 CH4 CH5 CH6 CH7 CH8 CH9 CHI0 CHI1

I} 0.076 0.083 0.09 0.096 0.102 0.107 0.112 0.116 0.120

{/I{{z 216.8 216.8 216.8 216.8 216.8 216.8 216.8 216.8 216.8

no. gap 8 8 7 7 6 6 6 ) 5

L /mm 681.2 7044 6744 7197 669.2 673.0 710.0 645.6 647.1

Tnll“m/ 214.1 2187 2259 235.6 242.5 243.6 249.3 2581 258.1

Trot / 325 325 325 325 325 325 325 325 325

mm

n. stat 2 2 2 2 2 9 9 9 9

tuner

no.

dyn 2 2 2 2 2 2 2 2 2

tuner

Eges./ 5.5 5.5 5.5 5.5 5.5 5.5 5.5 5.5 5.5

USes. /

MV /m 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1 2.1
Ses' 3-108 3-10% 3-10% 3-10% 3-10% 3-10% 3-10% 3-10% 3-108

Eoeax/Es  5.83 5.57 5.49 5.49 5.34 5.45 5.48 5.44 5.7

Bpeak/Ea

/ 8.29 7.98 7.79 8.02 8.09 8.14 8.5 8.49 8.49

mT/(MV/m)

8.7 Comparison Cost Efficiency and Optimal Performance

After the cavities CH3 to CH11 have been designed using the modular cavity de-
sign and optimized with respect to their RF properties by the method described
in section 8.3, a comparison to cavities designed using the conventional individual
design process is logical. This comparison will be made in the following section. For
this purpose, cavity CH11 was optimized several times using the CST Studio Suites
Optimizer [40]. In addition to the optimization parameters described in section 8.3,
the spoke geometry was also optimized in this optimization process. Both the opti-
mization parameters used in section 8.3 (blue) and those now added (red) are shown
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Fig. 92 Cross-sections of cavity CH11 with optimization parameters marked. In blue the
parameters already used in section 8.3 and in red the parameters now added.

Again, the Nelder-Mead method (see section 8.7.1) was used as the optimization
algorithm and the same optimization objectives as in section 8.3 were set. In to-
tal, the optimizer integrated in CST Studio Suite was applied three times to cavity
CH11. Figure 93 shows the optimization process for the resonant frequency and

figure 94 shows the optimization process for the ratios Eyea/Ea (red) and Bpeax/Ea
(blue).

218 frequency|~

frequency / MHz
N
[é,]

1 Ll 1
0 200 400 600 800 1000 1200 1400
optimizer step

Fig. 93 Course of the resonance frequency of CH11 during the optimization process. The
blue lines indicate the starting points of the respective optimizations.
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The blue lines drawn in the graphs show the new start of each optimization
process. Each optimization process consisted of about 400 steps. The noticeable
peaks in the graphs of figure 93 and figure 94 arise from inaccuracies in the mesh
generation during the simulation. It can be seen that with each start of a new
optimization process the variations become larger, this is related to the downhill
simplex method of the Nelder-Mead method.
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Fig. 94 Course of the ratios Epeak/Ea (red) and Bpeak/Ea (blue) of CHI11 during the
optimization process. The blue lines indicate the starting points of the respective opti-
mizations.

The CHI11 cavity optimized in the classical way achieves the values shown in
Tab. 7.
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Tab. 7 Comparison of the ratios Epeak/Ea and Bpeak/Ea for the classically designed CH11
cavity and the CH11 cavity based on the modular cavity design.

classically modular cavity
designed CH11 design CH11
Epeax/Ea  5.49 5.7
Bpeax/Ea/ mT/(MV/m) 8.43 8.49

It can be seen that for the CH11 cavity designed in the classical way, both the
peak electric and magnetic fields were further reduced compared to the CH11 based
on the modular cavity design. Thereby, Epear/Ea decreased by 3.7 % and Bpeax/Ea
decreased by 0.7 %. These small improvements do not offset the huge price advan-
tage of the modular cavity design, so in the case of HELIAC it is still advisable to
trade off the small improvements in performance for better and cheaper manufac-
turing.

8.7.1 Short excursus on the Nelder-Mead Method

The Nelder-Mead method is a method for optimizing non-linear functions with mul-
tiple parameters, which was first introduced in 1965 by John Nelder™ and Roger
Mead™. Thereby, this method belongs to the downhill search methods. The special
characteristic of this optimization method is that it does not require derivation of
the function under consideration according to the parameters. Instead, a simplex
is used (see figure 95), at whose points the function values are calculated and then
meaningfully compared to approximate the tendency of the values and the direction
of the gradient.

When comparing the function values at the points of the simplex, the point
whose function values contradict the set targets the most is replaced by another one
at the next iteration step. The point whose function values are closest to the set
targets is always retained. The selection of the new point for the next iteration can
be done by mirroring the replaced point or by stretching or compressing the sim-
plex. The method ends, if no further better points can be found. This optimization
method is time consuming compared to other optimization methods, but it is also
very robust. However, the same problems apply as with similar methods, so for
example occurring secondary minima can be found incorrectly as optimum.

748 October 1924 in Brushford, England; +7 August 2010 in Luton, England
7541938; +10 August 2015
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Fig. 95 Graphical illustration of the principle of the mathematical simplex. The simplex
always has n + 1 corners in n-dimensional space.
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9 Elaboration of a Tuner Test Bench

The tuner hub of the dynamic bellow tuner was also investigated during the pro-
duction and testing of cavity CH1. The tuner rod of the dynamic bellow tuner was
loaded with weights to such an extent that the bellow inside the tuner expanded
and thus the desired extension was achieved [1]. During a measurement, the weight
loading of the tuner was unintentionally increased once to such an extent that the
bellow tuner then showed a slight, permanent deformation. For this reason, it was
decided to develop a new method within the scope of this thesis that would allow the
mechanical properties of dynamic bellow tuner to be investigated in greater detail.
In later operation, unlike dynamic tuner in normal conducting cavities, a simple
replacement of the damaged or the deformed tuner would not be possible, since
as can be seen in section 8, the dynamic bellow tuner in the superconducting CH
cavities designed here are firmly welded to the cavity. Damage to the bellow tuner
thus also results in damage to the cavity, leading to long accelerator downtime and
costly repairs.

The tuner test bench will be used to investigate the dynamic bellow tuner used in
cavities CH3 to CH11. The properties to be investigated are the maximum load
limit, above which the internal deformation stress oy, yvon Mises Within the material
becomes so large that the material fails (see section 5.4.1), and the maximum life-
time, which is the number of times the dynamic bellow tuner can be deflected to its
maximum before material fatigue causes such deformation that the tuner no longer
allows an appropriate, controlled frequency change. Accurate knowledge of these
two properties of the tuner could prevent damage in later operation and thus ex-
tend the lifetime of the individual cavities.

The realization of this tuner test bench has several difficulties in this regard. First
of all, the mechanical deformation that could occur due to material fatigue might
initially be so small that it would not be noticeable by just measuring the length
of the tuner or by just observing the component visually. However, for later pre-
ventive actions it could be interesting to determine at which point a deformation
could be expected. For this reason, the approach taken in this thesis is to measure
the deformation of the bellow tuner by a change in the resonant frequency within
a pillbox cavity. For this purpose, an unused pillbox cavity already available at the
[IAP Frankfurt of the Goethe University Frankfurt is planned to be converted into
the tuner test bench. This pillbox cavity has to be extended by some components
in order to serve as a later tuner test bench (see section 9.1).

The second challenge is the material used for the dynamic bellow tuner itself. Like
the entire cavity, the tuner is composed of pure Niobium. However, Niobium has
significantly different mechanical properties at different temperatures, such as a dif-
ferent yield point or different strength. Since in later operation the bellow tuner is
cooled down to about 4 K, it would be advisable to also operate the tuner test bench
at low temperatures. However, since cooling to 4 K requires the use of liquid Helium
as a coolant, and working with liquid Helium would involve an enormous amount
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of work both in operating the test bench and in modifying the pillbox cavity, since
additional isolation from ambient temperature and a complete cooling loop system
would have to be installed, the initial realization of the tuner test bench will be
designed to use liquid Nitrogen as a coolant, thus allowing the Niobium to cool to
77 K.

The following section will present the necessary steps to realize the tuner test bench
as well as some simulation results to investigate the suitability and feasibility of the
test bench.

9.1 Available Pillbox Cavity at IAP

The pillbox cavity at the IAP Frank-
furt is currently located on the roof
of the cryobunker and is not used for
any experiment (see figure 96). The
resonant frequency of this pillbox is
326.825 MHz without any internal
installations like tuner, stems or
spokes.  For the operation of the
pillbox as a tuner test bench some
modifications have to be done. For
example, in addition to installing input
and output couplers for coupling the
RF power, an operating vacuum inside
the pillbox of a few 107°-10~" mbar
must be established and maintained to
prevent condensation from forming on
the surface of the cooled tuner. For
this purpose, a fore-vacuum pump, a Fig. 96 Photograph of the pillbox cavity
turbomolecular pump and two pressure already present at the IAP on the roof of
gauges are required. the cryobunker.

Additionally, maintaining the vacuum also acts as a detector for any minimal
fracture within the tuner. For the detection of the maximum load limit, the bellow
tuner shall be loaded with a force ﬁload until this force is so high that the material of
the tuner breaks (see section 5.4.1). A very small fracture within the material causes
an immediate increase in pressure due to evaporating Nitrogen, so that this can be
detected immediately and the maximum load capacity of the bellow tuner can be
determined. The determination of the maximum load capacity of the bellow tuner
should first be carried out with a previously unused tuner and later repeated with
a tuner that has already been used, in order to be able to determine any differences
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that may occur due to possible material fatigue through use.

The most complex modification is the extension of the pillbox by the possibility
of cooling the inserted tuner to be investigated with liquid Nitrogen to 77 K. On
the one hand, safe working during the measurements should be ensured and, at the
same time, a system as simple and modular as possible should be implemented,
which should later be suitable for other types of tuners or other tests. For this
reason, a Nitrogen cup including a filling lance was designed. The cup is attached
to the top flange of the pillbox and the tuner to be tested is inserted through it (see
figure 97), the filling lance is then inserted into the tuner (see figure 98).

inlet vessel liquid
Nitrogen

it

_—pillbox—_ £ o

tuner to be tested

tuner to increase
field level

Fig. 97 Left: 3D model of the pillbox cavity already available at TAP with liquid Nitrogen
inflow cup on top. Right: Cross-section through the pillbox. The dynamic bellow tuner
adapted for the test and the additional opposite tuner for increasing the field level can be
seen.

Both components are made of Aluminium. The liquid Nitrogen can be filled di-
rectly into the tuner for cooling with the help of the lance, so that the level of liquid
Nitrogen rises from below. The cup surrounding the flange of the tuner prevents
uncontrolled splashing of the liquid Nitrogen onto the environment and provides
sufficient space to build up a possibly required reservoir of liquid Nitrogen. Fur-
thermore, this system allows the tuner to be additionally filled with liquid Nitrogen
during operation. Since the Nitrogen evaporating in the process is not returned to
a closed circuit, the measurements on the tuner test bench must take place in the
cryobunker of the IAP Frankfurt, since a residual Oxygen control device is installed
there, thus avoiding a possible hazard to the experimenter due to insufficient ambi-
ent Oxygen.
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Fig. 98 Ilustration of the Nitrogen filling cup and the filling lance inserted into the tuner.

When the dynamic bellow tuner under investigation is inserted into the pillbox
cavity, the resonant frequency changes to 210.773 MHz. The previously excited
TMjy19-mode, also called pillbox mode, has been replaced by a mode in which the
electric field lines lead toward the head of the tuner (see figure 99). In addition, the
maximum achievable field strength within the pillbox cavity increases. This increase
of the maximum field strength around the tuner head is of great importance for the
later measurement of the displacement. The tuner, which is now installed in the
pillbox, is now expanded under realistic conditions. This means that the same
step motor is attached to the tuner rod extending out of the cup and the tuner
is expanded several times over the maximum tuner displacement. According to
the slater theorem, the spatial expansion of the tuner also changes the resonant
frequency (see section 3.1.2). The frequency is constantly measured by a network
analyser and the frequency at zero crossing is analysed. If the measured frequency
at zero crossing deviates constantly from the initial value, the tuner has deformed.
This deviation of the frequency at the zero state can be matched with previously
made simulations and thus a statement about the deformation of the tuner can be
made. If, in addition or instead, the frequency change changes, the material could
have become softer or harder due to the stress and thus either expanded more or
less at the same load. This can also be compared with previously made simulations.

The greater the field strength at the tuner head, the greater the effect of a de-
formation on the change in frequency at zero crossing. To additionally increase the
field strength at the tuner head, a dynamic tuner is moved into the cavity on the
opposite side of the dynamic bellow tuner (see figure 100).
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Fig. 99 Simulation of the electric field inside the pillbox cavity. Left: The empty pillbox
cavity. Center: The pillbox cavity with dynamic bellow tuner. Right: The pillbox cavity
with dynamic bellow tuner and static tuner.
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Fig. 100 Simulation of the electric field near the head of the dynamic bellows tuner. Left:
Without additional static tuner. Right: With additional static tuner.

Between the two tuner heads the field level increases again and the resonant
frequency of the pillbox drops further to 155.060 MHz. This increase in field level
between the two tuner heads increases the resolution of the frequency change (see
figure 101).

However, the degree of resolution gain is manageable. Since the production of an
additional dynamic normal-conducting tuner is associated with additional costs, the
tuner test bench should initially be set up without an additional dynamic tuner. The
differences in the resolution of the frequency change A f when the length of the dy-
namic bellow tuner Ah is changed by a deformation of the tuner are shown in Tab. 8.

It can be seen that a resolution of 1 um can be achieved even without an ad-
ditional dynamic tuner and the expected frequency change Af with a value of
Af ~ 1kHz is still within the well measurable range of the network analyser, so
that for the first time an additional static tuner can be avoided. Should an even
more precise resolution of the tuner deformation be desired for later measurements,
this additional static tuner can be upgraded at any time.
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Fig. 101 Frequency change due to deflection of the dynamic bellow tuner within the cavity
by +1mm.

Tab. 8 Frequency change over the entire tuning range from maximum displacement to
minimum displacement.

one tuner both tuner
Ah Af Af
+1mm 1.11 MHz 2.14 MHz
4+ 0.1 mm 120kHz 212kHz
+ 0.0l mm 12kHz 21kHz
+0.001 mm 1kHz 2 kHz

9.2 Adapting the Bellow Tuner to the Pillbox Cavity

When designing the pillbox cavity upgrades to the tuner test bench, it was noticed
that the tuner to be investigated had to be adapted compared to the tuner actually
used. Since the pillbox has a radius of rpbex = 351 mm and the greatest possible
field strength is achieved in the center of the cavity and a greater field strength
means a greater influence on the frequency change Af, the tuner to be investigated
with the tuner test bench must be significantly enlarged. For instance, the dynamic
bellow tuner actually used in cavities CH3 to CH11 is significantly shorter with
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an average length Lyean, bellow tuner ~ 154.13 mm than the tuner used here with a
length of Ly = 455.5mm. The outer wall thickness of the tuner is thereby only
Weuner = 1 mm. However, since forces of up to 600N act on the tuner during me-
chanical testing and additional degrees of freedom in the x and z directions could
distort the measurements, the extended tuner tube is reinforced by an additional
wall thickness so that the wall thickness there is 12.4 mm.

In order to reduce the production costs of this adapted tuner, it is not made ex-
clusively of pure Niobium, unlike the tuner used later, but of Niobium and Titanium,
since these two elements have a similar coefficient of thermal expansion. Titanium
is a more stable and at the same time more economical material than pure Niobium.
For example, the flange, the tuner threaded rod and the extended tube can be made
of Titanium to save material costs, while the tuner head and the bellow continue
to be made of pure Niobium (see figure 102). The geometrical dimensions of the
bellow and the tuner head are identical to the dynamic bellow tuner used in CH3
to CH11 in order to be able to transfer the conclusions from the measurements of
the mechanical properties to the tuners used later. The tuner head, which is made
of Niobium, can be welded to the Titanium tube and the tuner threaded rod can be
screwed into a thread milled into the tuner head for this purpose.

Titanium

\ Titanium tube

+——__ tuner head identical

geometry

screw connection

Fig. 102 Schematic of the dynamic bellow test tuner adapted for the tuner test bench
complete, as a cross-section and as a close-up of the head in cross-section.
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Fig. 103 Simulation of mechanical displacement of the test tuner. On the left, under the
load of the tuner rod with 296.9 N and on the right under tension with a force of 296.9 N.
For better illustration, the deflection was shifted by a factor of 5 in the representation.
The outlines show the tuner in normal condition.

Since due to the additionally attached Titanium pipe and the significantly longer
length L of the test tuner large changes compared to the actually used design of
the bellow tuner were applied, simulations were made to verify that the later mea-
surements with this test tuner are still sufficiently representative for the later real
bellow tuner. During the simulations, it was investigated whether the length of
the additionally used Titanium pipe has an effect on the deflection or the internal
deformation stress oy, von Mises Under load of the tuner. For this purpose, a load of
282.74N was applied at the end of the tuner threaded rod, while the flange was
defined as fixed end. In the simulations of the bellow tuner used later this force
of 282.74 N applied causes a deflection of approximately +1 mm in the y direction
with an internal deformation stress of oy, von Mises & 0.24 GPa (see figure 67). The
simulation results in figure 103 show that the length of the Titanium pipe does not
affect the mechanical properties of the bellow tuner, since the deformation of the
tuner mainly takes place in the bellow designed for it. In addition, the simulation
results in figure 104 show that the length of the Titanium pipe has only a very small
effect on the displacement or the internal stress. The fluctuations in figure 104 can
be attributed to different numbers of tetrahedral mesh cells in the simulations with
CST Studio Suite [40].
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Fig. 104 Up: Simulation results to verify whether the length of the Titanium pipe in-
fluences the displacement of the dynamic bellow tuner at a constant force of 282.74 N.
Bottom: Simulation results to verify if the length of the Titanium pipe has an influ-
ence on the von Mises stress oy, von Mises generated within the dynamic bellow tuner at a
constant force of 282.74 N.

It can be seen that the length of the additionally attached Titanium tuner pipe
has only a very small influence on the displacement and the internal stress of the
material. Since it could be confirmed by this simulation that the adapted tuner has
sufficient informative value for the later real tuner, the maximum possible stress of
the tuner, before the internal von Mises stress oy, von Mises T€aches the yield limit
of cold Niobium of oy, yield 1imit = 0.49 GPa, was additionally determined by simula-
tions. For this, a variable force was applied to the end of the tuner rod and the flange
was chosen as fixed point. The results of this simulation are shown in figure 105.

According to the calculations shown in figure 105, the dynamic bellow tuner of
the modular cavity design should break at a maximum load of about 575 N. This
maximum load value is sufficiently far from the 282.74 N to be used for the deflection
of £1 mm so that safe operation is possible without the risk of accidentally breaking
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the tuner directly. This simulated value has to be confirmed by an experimental
investigation with the help of the tuner test bench.

—=— inner stress of the bellow tuner
yield limit

0.5 | | | /

-

/

©
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w

or- /

von Mises stress / GPa
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Fig. 105 Simulation results for determining the maximum possible displacement force of
the dynamic bellow tuner. The critical yield limit of Niobium in the cold state is shown
in red.

The methodology of the tuner test bench presented here is thus extremely suit-
able for experimentally determining the mechanical limit in terms of lifetime and
the maximum load limit of the dynamic bellow tuner. The cooling system is suit-
able to safely cool the adapted test tuner, which is inserted into the pillbox, to 77 K
with liquid Nitrogen during the measurements. By coupling an RF wave into the
pillbox cavity, the possible deformation of the tuner due to material fatigue can
be determined to an accuracy of approximately 0.001 mm by measuring the reso-
nant frequency using a network analyser, and the adaptation of the tuner design to
the conditions of the pillbox cavity not only have nearly no influence on the mea-
surements, but also reduce the manufacturing costs of the tuner by using the less
expensive material Titanium for parts of the tuner.
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10 Summary and Outlook

10.1 Outlook

After the CH2 cavity behaved abnormally during the cold test at the IAP and both
the acceleration gradient E, and the required quality )y required by the HELIAC
project could only be achieved in the first measurement, the cold test was aborted
for time and infrastructural reasons and the cavity was sent back to RI. There it
was rinsed again and the Helium vessel was welded on. The cavity was then shipped
to GSI Darmstadt, where it will be installed in the demonstrator cryostat together
with cavities CHO and CH1, along with a superconducting buncher and a supercon-
ducting solenoid, where it will be tested with beam after a new conditioning. The
successful beam test of the complete cryomodule CM1 would represent a further
milestone in the realization of HELIAC at GSI.

Since it could be shown that the modular cavity design developed in this thesis is
suitable for the mass production of the nine subsequent superconducting CH cavities
of the HELTAC project, the tender for the production of the first cavities was started
and first offers were obtained. At present, it is planned to complete the production
of the cavities cryomodule wise, starting with the three cavities CH3, CH4 and CHb5
of CM2 and the three cavities CH6, CH7 and CH8 of CM3, so that by the end
of the year in which this thesis is being written, a total of six cavities could enter
the construction process. The current tender foresees that the production of these
cavities will be completed one month apart from each other. The total production
time of a single cavity is set at three years after the required Niobium is delivered.
Once the contract has been assigned to a potential manufacturer, construction of
the cavities’ blueprints can begin. The cavities resulting from the blueprints will
then be re-examined for their RF characteristics using CST Studio Suite. If the
cavities resulting from the blueprints achieve the desired performance as well as the
required resonant frequency, the required Niobium is ordered and construction is
started upon its arrival. During the fabrication of each cavity, various intermediate
measurements are to be taken to verify that the desired target frequency can also
be achieved after fabrication. Once the cavity construction is complete, a cold test
of the cavities is required to examine them for their RF characteristics in cold state.
After the cavities have been successfully tested in cold state and the Helium vessels
have been attached, the cavities can be installed in the cryomodules and tested with
beam.

In addition, it is planned to integrate the modular cavity design for superconducting
CH cavities into an autonomously working software for the development of normal
conducting CH cavities, which is currently under development at the IAP Frankfurt.
Thus, it would only be necessary to manually design the modular components such
as spokes, tuner, lids, and flanges, while the adaptation of the individual cavities to
the beam dynamics as well as the optimization with respect to the RF performance
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of the cavity would be performed autonomously by the software. This would signif-
icantly reduce the amount of work required for longer linear accelerators, and thus
reduce production costs.

The necessary components for the tuner test bench as well as for the required
adapted tuner to be investigated can be manufactured according to the designs pre-
sented in this thesis as soon as sufficient funding for all components is available.
The modifications of the pillbox cavity already located at the IAP Frankfurt can be
manufactured by the in-house metalworking shop of the Goethe University Frank-
furt. The bellow tuner to be investigated, however, must be manufactured by an
external company and thus represent a significantly greater financial outlay than the
modifications. After the first offers for the bellow tuner were obtained, it was de-
termined that immediate implementation was not possible with the funds currently
available for the tuner test bench.

10.2 Summary

The development of the designs of the superconducting CH cavities of the HELIAC
project from CHO [27] to CH1 and CH2 [1] has undergone permanent improvements
and adaptations based on the learned experiences of each previous cavity. For exam-
ple, the design of CH1 and CH2 focused on mechanical stabilization and optimization
of performance by minimizing peak electric and magnetic fields. As a result, the
changes made there were already able to increase stability and performance com-
pared to CHO by simplifying the design in different ways. The process of designing
both cavities was time reasonable, since they are identical in construction and thus
only one design had to be developed. However, for both the development and manu-
facturing of an entire accelerator of individual CH cavities, this type of design would
become too time consuming and costly. In order to reduce this time-consuming de-
sign process and accelerate the fabrication of superconducting CH cavities, and also
reduce costs, a modular cavity design for mass production of superconducting CH
cavities was developed as presented in this thesis. In the following section, the con-
clusions gained in this work and the results already presented will be summarized
once again.

So in the first chapters of this thesis the theoretical foundations were laid, which are
necessary for the description of superconducting cavities and for their development
process, like a theoretical description of superconductivity itself (see chapter 2), the
physical basics of RF-acceleration and of the CH cavity (see chapter 3), but also the
effects that limit the superconducting cavities in terms of acceleration (see chapter 4)
or the properties and laws from structural mechanics needed in later measurements
and simulation (see chapter 5). Based on the theoretical foundations given in these
sections, all measurements, evaluations and simulations made in the following sec-
tions were made.
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In the following section, the measurement results of the cold test of CH2, which
was initially postponed due to a cold leak, were presented and explained, with
particular emphasis on the conspicuity in the @) over E curve (see chapter 7). Sim-
ilar to the cold test of CH1 [1], CH2 was also tested in the vertical cryostat of
the TAP Frankfurt. For this purpose, the cavity was first attached to the lid of
the cryostat, which was then lowered into the cryostat together with the cavity.
After the Nitrogen shield was filled with liquid Nitrogen, the cavity was cooled
down with liquid Helium as fast as possible to prevent the formation of Niobium
hybrids. Due to a software error, the frequency change due to thermal contrac-
tion could not be measured during cooling. Once the cavity reached the operating
temperature of &~ 4K, the pressure sensitivity of the cavity in the cold state was
determined to be Af/Ap ~ —9.6 HZ/mbar. This value is close to the value of
Af/Ap ~ —8.2Hz/mbar measured in the cold test previously aborted due to the
cold leak. The deviation may have been caused by the subsequent treatment of
the cavity at the manufacturer. Initially, the cavity could be fully conditioned, but
showed a large number of soft multipacting barriers in the very low energy range,
which, however, could be fully conditioned after a total period of about two weeks.
After conditioning, the () over E curve could be measured. A strange behaviour was
observed, where at high field levels the forward power P; remained constant, but the
reflected power P, decreased and the transmitted power P; increased. This effect
thereby increased with each subsequent measurement of the () versus E curve. This
behaviour was also reflected in the ) over E curve, so that only for the first two
curves recorded could both the desired acceleration gradient E, and the desired Q-
factor @)y of the HELIAC project be achieved. In later measurements, the Q-factor
dropped off rapidly at higher gradients. It is suspected that the coupling of the
RF signal into the cavity by the coupler was subject to error due to damage either
to the coupler itself or to the environment surrounding the coupler. Due to time
and infrastructural reasons, the cold test had to be aborted without being able to
complete a detailed analysis of the phenomenon. During the cavity reheating, the
measurement of the frequency change due to thermal contraction was repeated and
resulted in a value of A fipermal & 0.405 MHz

The main focus of this thesis is the design and the development of the modular
cavity design of the cavities CH3 to CH11 of the HELIAC of GSI. Not only was the
principle of this modular method of designing cavities explained, but also the suit-
ability of these cavities for later operation confirmed by simulations (see chapter 8).
For this purpose, based on the already successfully realized designs of the cavities
CH1 and CH2, components were selected which are to be manufactured identically
as a basis for the following cavities. After discussions with the company RI, which
had manufactured the cavities CH1 and CH2, it was decided to manufacture the
spokes, the lids, the Helium vessels, the dynamic bellow tuner, the static tuner and
the flanges for all nine cavities identically and to cut only the length on the re-
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spective geometry of the respective cavity. This approach of modular cavity design
saves an enormous amount of time during the design phase of the cavity on the one
hand, and on the other hand it also greatly reduces both the production costs and
the production time. For the production of the individual parts, a wide variety of
mounting devices and tools are manufactured, each of which is specifically adapted
to the geometry of the particular part to be produced. Now that a large number
of the parts for all nine cavities are manufactured in the same way, only one set of
mountings and tools needs to be produced in each case. In addition to this modular
design, the dynamic bellow tuner has also been adapted compared to the tuner used
in CH1 and CH2. For example, the rounding of the head of the bellow tuner has
been adjusted, greatly reducing the electrical peak field at the edges of the head, and
the outwardly drawn lamellae of the tuner have also been made void by increasing
the radius of the tuner. The new design of the bellow tuner was then examined for
its mechanical properties. For this purpose, the internal stress of the tuner occurring
in the material during displacement of the tuner was simulated. A comparison with
the maximum load capacity of Niobium showed that a buffer to the critical limit
of Niobium of almost a factor of two is given. In addition, the bellow tuner was
examined for its mechanical modes, which are all outside the range for mechanical
vibrations from interference sources such as pumps or equivalent, making the new
design of the bellow tuner suitable for later operation. Once all the modular com-
ponents for the cavities were designed, they were assembled and examined for their
suitability for later operation. First, the pressure sensitivity of the individual cavi-
ties was determined by simulations. It was shown that the frequency change due to
pressure change has a different sign than for the CH1 and CH2 cavities. This arises
from the larger gap center distances of the cavities and the effect that the frequency
increase due to the volume reduction has a greater effect than the frequency decrease
due to an increase in capacity caused by a reduced spoke distance due to contrac-
tion. It was further shown that with all subsequent processing steps such as a BCP
surface treatment and effects such as thermal contraction, the cavities reach the
desired target frequency, with the current designs having a buffer of about 250 kHz
to desired target frequency of the HELIAC of 216.816 MHz after consultation with
the operators. By optimizing the drift tube geometries of the individual drift tubes
once by CST Studio Suite’s own optimizer as well as by hand-made adjustments,
the cavities based on the modular cavity design were able to achieve significantly
improved performance with respect to the peak fields Ep,eax and Bpeax. Currently,
the cavities based on the modular cavity design achieve a performance increase of
electrically 15 % and magnetically 4% at a cost reduction of about 5% per cavity
compared to CH1 and CH2. In addition, the amount of liquid Helium available to
cool the cavity in the modular Helium vessels was determined. After consultation
with future operators, it was determined that the amount of Helium was sufficient
for operation despite decreasing to cavities CH10 and CH11. Finally, a comparison
was made between CH11 based on the modular cavity design and a CH11 cavity
designed in the classical way.
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Furthermore, the concept for a tuner test bench developed in the course of this
thesis for the experimental investigation of the mechanical properties of dynamic
bellow tuner was explained and the simulation results on the suitability of this test
bench were presented (see chapter 9). For this purpose, it is planned to modify a
pillbox cavity already located at the IAP Frankfurt to such an extent that it can
function as a tuner test bench. The bellow tuner to be tested will be inserted into
the cavity and the resonant frequency of the cavity will be measured. The bellow
tuner is then displaced several times over the entire tuner sweep range of £1 mm and
the resonant frequency is measured. By comparing the resonant frequencies at the
zero crossing of the tuner and any deviations from each other, the deformation of the
tuner due to material fatigue can be determined and thus a statement made about
the maximum lifetime of the tuner. In addition, a load test is planned in which
the tuner is deflected until it is fractured. The expected value for the maximum
loading force of the tuner was estimated to be approximately 575 N through simula-
tions using CST Studio Suite. One challenge in modifying the pillbox cavity is safe
operation. Since Niobium has different mechanical material properties in the cold
state compared to the normal state, the bellow tuner under investigation must be
cooled down during the stress test. Currently, it is planned to cool the bellow tuner
down to 77 K with liquid Nitrogen. In order to ensure safe operation, a filling lance
was designed to fill the bellow tuner safely from the inside and from the bottom up.
In addition, a Nitrogen cup was designed to surround the bellow tuner, including
the flange and filling lance, in order to avoid possible hazards from splashing liquid
Nitrogen. In addition to the modifications to the pillbox cavity, the bellow tuner
under investigation must also be adapted to the existing conditions. For example,
the pillbox has a larger radius than the later cavities, so the bellow tuner to be
examined must be extended. To avoid possible additional mechanical modes due to
the extension, the wall thickness of the tuner up to the bellow was reinforced by a
factor of twelve. After talking to a possible manufacturer, it was decided to make
this reinforced tube, as well as the tuner rod and flange, out of Titanium, while
only the tuner head and bellow would be made of Niobium to reduce production
costs. Simulations confirmed that the adaptations of the tuner to the conditions of
the pillbox do not have any effect on the validity of the tuner testing and thus the
concept elaborated in this thesis can be realized.
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Appendix

Bellow Tuner CH4 at -296.9 N
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Fig. 106 Simulation results for the displacement of the dynamic bellow tuner of cavity
CH4 and for the internal stress of the bellow. A force of £296.9N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Fig. 107 Simulation results for the displacement of the dynamic bellow tuner of cavity
CHS5 and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Bellow Tuner CH6 at -282.7 N
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Fig. 108 Simulation results for the displacement of the dynamic bellow tuner of cavity
CHG6 and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Fig. 109 Simulation results for the displacement of the dynamic bellow tuner of cavity
CH7 and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Bellow Tuner CH8 at -282.7 N
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Fig. 110 Simulation results for the displacement of the dynamic bellow tuner of cavity
CHS and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Fig. 111 Simulation results for the displacement of the dynamic bellow tuner of cavity
CH9 and for the internal stress of the bellow. A force of +£282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Bellow Tuner CH10 at -282.7 N

mm GPa
1.07 0.239
d 0.2
= 02
08 0.18
07 0.16
06 0.14
0.12

05
01

04
0.08.
03 oo
02 -
it 0.02
0 14e-09

Bellow Tuner CH10 at 282.7 N

mm
107

09

Fig. 112 Simulation results for the displacement of the dynamic bellow tuner of cavity
CHI10 and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.

Bellow Tuner CH11 at -282.7 N
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Fig. 113 Simulation results for the displacement of the dynamic bellow tuner of cavity
CH11 and for the internal stress of the bellow. A force of £282.7N was applied to the
tuner rod and the Helium vessel covers were defined as fixed points. When plotting the
displacement, a factor of 3.96 was applied to the result for better illustration. The blue
representation of the tuner indicates the shape and position of the tuner without the
displacement force.
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Fig. 114 Electric field distribution inside cavity CH4. On the x-axis represents the length
of the accelerating field inside the cavity and the y-axis represents the electric field strength
in V/m determined by CST Studio Suite [40] when coupling a power of 1J electric power.
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Fig. 115 Electric field distribution inside cavity CH5. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 116 Electric field distribution inside cavity CH6. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 117 Electric field distribution inside cavity CH7. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 118 Electric field distribution inside cavity CH8. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 119 Electric field distribution inside cavity CH9. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 120 Electric field distribution inside cavity CH10. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 121 Electric field distribution inside cavity CH11. On the horizontal axis represents
the length of the accelerating field inside the cavity and the vertical axis represents the
electric field strength in V/m simulated by CST Studio Suite [40] when a power of 1J
electric power is coupled into the cavity.
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Fig. 122 Simulation results for the optimization of cavity CH4. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/FEa (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.



Thorsten Conrad
PhD Thesis

LIST OF TABLES
Page 173

2164 T T T T T T 85 T T T T T T
. . J |7.95
“
216.2 ~ 80 .
= F7.90
216.0 \'\ 75 —
N 1 < 1 £
T . . L785>
= Sm [ =
= 215,84 N W 7.0 J =1
“?"_215.6— \-\ w654 N ” @
3 Sa . F7.75 %
£
215.4 4 \\_ 6.0 . . |= @
\
] . . m F7.70
215.2 G 554 = LR . \
" |65
215.0 T T T T T T 5.0 T T T T T T
2250 2252 2254 2256 2258 2260 2250 2252 2254 2256 2258 2260
radius / mm radius / mm
T T . T T T T T T T T
215.36 6.0 . . F7.92
.
N F7.90
L]
215.34 < 59
“m . 78T
e N . s
= 21532 - 58| [ - L7862
< N\ P = =4
3 L L] . =
2 21530 ™ %57 t784 €
@ 215304 N w7 A o
E . W
Fre2d
g N v ,
= 215.28 \ 56| &
L780 @
\.\ . . ; 7.80
215.26 4 N 55 g - F7.78
. .
k776
21524 T T T T T T 54 T T T T T
20 9.2 94 26 08 10.0 20 9.2 94 96 98 10.0
Diickness/ mm Dipickness | MM
215.33 r T T T T T T T T T
-\ 6.8 . 786
.
215.32 1
5.3: N 66 L84
LN —_
N SN 6.4 E
I 21531 . F7.823
2 . o oz =
N =
) . % a L7.80 €
S 215.30 R 260 o
z N “ El
D AN A F778 §
& H
. 584 a g
215.29 \ a
. . L7.76
. L - .
215.28 - 5.4 - L7.74
T T T r T T T T T T
68 6.9 7.0 74 72 7.3 7 68 69 7.0 74 7.2 73 74
Diengtn,1 / mm Diengtn,1 / mm
215.50 T T T T T T T T
|7.68
215.45 50 i H
. A L " L
N i 7.86
n
215.40 754 = . 7.8 _
N ) - B
< 21535 LS & ’ng
“u 7.0 =
~ W Y L7.80 =
$'215.30 4 > % £
& N\ 8 = o [ & Tt
E l\ W 65 w
3 21525+ ) =1 " L7.76 §
& g
215.20 \- 6.0 774
.20 1 g Y +
N . 772
215.15 \_ g ss i LN [
1 = b F7.70
215.10 : : r T T T T T
44 46 48 50 52 54 5 44 46 48 50 52 54 56
Diengtn2 / mm Diengtn 2/ mm
215.45 r T T T T T T T T T T T
6.1-] . L.
.
215404 T g
; < 6.0
Sl F7.95 _
N J AN d 5.9 £
£ 215.35 N s
N L7902
S I\\ g“’ 5.8 =
215,30 1 L g H E
§ Na. uf 574 ! * bresuf
g N . ] 3
£ 21525 BN 1 56 / A g
& ’ . . - Q
N = I 7.80
215.20 4 \-\ . 551 . L] J
S sal = . ot Ly
215.15 T T T T T T T T T T T T
14 16 1.8 20 22 24 14 16 1.8 20 22 24

Diengtn 3/ mm

Digngtn,3 / mm
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the final value of the respective parameter. Left: Course of the frequency against the
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(red) against the corresponding optimization parameter.
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Fig. 124 Simulation results for the optimization of cavity CH6. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/FEa (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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Fig. 125 Simulation results for the optimization of cavity CH7. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/FEa (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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Fig. 126 Simulation results for the optimization of cavity CH8. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/Ea (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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Fig. 127 Simulation results for the optimization of cavity CH9. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/Ea (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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Fig. 128 Simulation results for the optimization of cavity CH10. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/FEa (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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Fig. 129 Simulation results for the optimization of cavity CH11. The blue line indicates
the final value of the respective parameter. Left: Course of the frequency against the
corresponding optimization parameter. Right: Course of Epeax/Ea (black) and Bpeak/Ea
(red) against the corresponding optimization parameter.
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