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Abstract

An important question concerning inter-areal communication in the cortex is whether these interactions are synergistic, i.e. convey
information beyond what can be performed by isolated signals. Here, we dissociated cortical interactions sharing common informa-
tion from those encoding complementary information during prediction error processing. To this end, we computed co-information,
an information-theoretical measure that distinguishes redundant from synergistic information among brain signals. We analyzed
auditory and frontal electrocorticography (ECoG) signals in three common awake marmosets and investigated to what extent event-
related-potentials (ERP) and broadband (BB) dynamics exhibit redundancy and synergy for auditory prediction error signals. We
observed multiple patterns of redundancy and synergy across the entire cortical hierarchy with distinct dynamics. The information
conveyed by ERPs and BB signals was highly synergistic even at lower stages of the hierarchy in the auditory cortex, as well as
between lower and higher areas in the frontal cortex. These results indicate that the distributed representations of prediction error
signals across the cortical hierarchy can be highly synergistic.

INTRODUCTION

The traditional modular view of brain function is increas-
ingly challenged by the finding that information about external
stimuli and internal variables is distributed across brain areas
(de Schotten and Forkel, 2022; Urai et al., 2022; Shenoy and
Kao, 2021; Breakspear, 2017; Panzeri et al., 2022). When in-
formation in a complex system is carried by multiple nodes, this
could imply that there is a large degree of redundancy in the in-
formation carried by the different nodes. That is, the whole is
actually less than the sum of the parts. An alternative possi-
bility, however, is that information is carried in a synergistic
manner, i.e. the different nodes might carry extra information
about task variables when they are combined. In other words,
the whole is more than the sum of the parts (Luppi et al., 2022).

Both recent large-scale spiking and electrocorticographic
(ECoG) recordings support the notion that information about
task variables is widely distributed rather than highly localized
(Urai et al., 2022; Steinmetz et al., 2019; Parras et al., 2017;
Saleem et al., 2018; Voitov and Mrsic-Flogel, 2022). For exam-
ple, in the visual domain, widespread neuronal patterns across
nearly every brain region are non-selectively activated before
movement onset during a visual choice task (Steinmetz et al.,
2019). Similarly, distributed and reciprocally interconnected

areas of the cortex maintain high-dimensional representations
of working memory (Voitov and Mrsic-Flogel, 2022). In the
case of multisensory integration, sound-evoked activity and its
associated motor correlate can be dissociated from spiking ac-
tivity in the primary visual cortex (V1) (Lohuis et al., 2022;
Bimbard et al., 2023). A last example, and the one used in the
current study, is the case of communication of prediction error
(PE) signals. Hierarchical predictive coding theory has been
proposed as a general mechanism of processing in the brain
(Rao and Ballard, 1999). The communication of prediction er-
ror (PE) signals using spikes and local field potentials (LFPs)
recorded from subcortical and cortical regions reveal a large-
scale hierarchy PE potentials (Parras et al., 2017).

A major question is whether such distributed signals exhibit
a high degree of redundancy (i.e. shared information) or a
high degree of synergy (i.e. extra information) about their cor-
responding task variables. Electrophysiological studies have
shown that synergy and redundancy have functional relevance
(Nigam et al., 2019; Ince et al., 2017; Park et al., 2018; Gior-
dano et al., 2017; Luppi et al., 2022; Varley et al., 2023). For
instance, laminar recordings in V1 suggest that synergistic in-
teractions can efficiently decode visual stimuli better than re-
dundant interactions, even in the presence of noise and over-
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Figure 1: Experimental design, neural markers of PE, and redundancy and synergy analyses (A) Using a roving oddball paradigm, 20 different single tones were
presented in the trains of 3, 5, or 11 identical stimuli. Any two subsequent trains consisted of different tones. This way, while the adjacent standard (depicted in
black) and deviant (depicted in green) tones deviated in frequency due to the transition between the trains, the two expectancy conditions were physically matched,
as the first and the last tones of the same train were treated as deviant and standard tones in the analysis of the adjacent stimuli pairs. (B) Neural markers of auditory
prediction error. Deviant (green) and standard (black) epochs are used to compute the broadband and ERP responses. Broadband is computed by extracting by
reconstructing the time series of standard and deviants with the first spectral principal component (SPCA) of the ECoG signal; ERPs are computed by averaging the
raw voltage values for standard and deviant trials (see Methods). (C) Schematic representation of redundancy and synergy analyses computed using co-Information.
Each inner oval (A1 and A2) represents the mutual information between the corresponding ECoG signals and the stimuli category (standard or deviant). The overlap
between A1 and A2 represents the redundant information about the stimuli (red; left panel). The outer circle around A1 and A2 represents the the synergistic
information about the stimuli (blue; right panel).

lapping receptive fields (Nigam et al., 2019). In contrast, the
information processing of olfactory stimuli exhibits higher lev-
els of redundant information across olfactory regions (Olivares
et al., 2022). Here we investigate this question by using co-
Information (co-I), an information theoretical metric capable
of decomposing neural signals into what is informationally re-
dundant and what is informationally synergistic between stim-
uli (Ince et al., 2017). Redundant information quantifies the
shared information between signals, suggesting a common pro-
cessing of the stimuli. Synergistic information quantifies some-
thing different: whether there is extra information only avail-
able when signals are combined, indicating that the information
about the variable is in the actual relationship between the sig-
nals. We analyzed ECoG recordings to investigate spatiotem-
poral synergy and redundancy in three common marmosets per-
forming an auditory oddball task, which allowed us to deter-
mine the processing of communication of prediction error in-
formation across the brain

RESULTS

Mutual Information reveals prediction error effects within cor-
tical areas

First, we quantified PE within cortical areas by contrasting
deviant and standard tones in each of the three marmosets. For
each electrode, we used Mutual Information (MI) to quantify
the relationship between tone type on each trial (standard vs
deviant) and the corresponding ECoG signal.

Within the framework of information theory, MI is a statisti-
cal quantity that measures the strength of the dependence (lin-
ear or non-linear) between two random variables. It can be also
seen as the effect size, quantified in bits, for a statistical test of
independence (Ince et al., 2017). Thus, for each electrode and
time point, we considered ECoG signals corresponding to stan-
dard and deviant trials and utilized MI to quantify the effect size
of their difference.

Cortical mechanisms of auditory prediction error (PE)
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Figure 2: Broadband and ERP markers of PE across the monkey brain. Electrode locations for marmoset Kr (64 electrodes; upper panel), Go (64 electrodes; middle
panel), and Fr (32 electrodes; lower panel). Electrodes showing significant PE effect after computing MI between standard and deviant trials for the (A) Broadband
(dark green circles) and (B) ERP (light green circles) markers of auditory prediction error in the three monkeys. Electrodes showing significant MI for both markers
are depicted in cyan. (C) Histogram of electrodes showing significant MI between tones for BB (left), ERP (middle), and both markers (right) for each animal. (D)
Electrodes with the highest MI in the temporal and frontal cortex showing the BB signal for deviant and standard tones. Deviant tone (green) and standard tone
(black), and the corresponding MI values in bits (effect size of the difference) for the temporal (pink trace) and frontal (orange trace) electrodes. Significant time
points after a permutation test are shown as grey bars over the MI plots. (E) Electrodes with the highest MI in the temporal and frontal cortex showing the ERP
signal for deviant and standard tones. Color codes are the same as in C.

have been extensively studied using evoked-related potentials
(ERP) and spectral analyses (Canales-Johnson et al., 2021;
Blenkmann et al., 2019; Chao et al., 2018; Jiang et al., 2022;
Parras et al., 2017). A well-studied ERP marker of auditory
PE is the mismatch negativity (MMN), an event-related poten-
tial (ERP) that peaks around 150–250 ms after the onset of an
infrequent acoustic stimulus (Parras et al., 2017). A second
neural marker of auditory PE is the broadband response (BB)
(Canales-Johnson et al., 2021). Whereas ERPs reflect a mixture
of local potentials and volume conducted potentials from dis-
tant sites, BB is an electrophysiological marker of underlying
averaged spiking activity generated by the thousands of neurons
that are in the immediate vicinity of the recording electrodes
(Miller, 2019; Lachaux et al., 2012). MI was computed sepa-
rately for the two neural markers of prediction error (i.e. ERP
and BB signals). Electrodes showing significant differences in
MI over time (see i) are depicted in Figure 2. The ERP signal
showed PE effects across multiple cortical regions not neces-
sarily restricted to canonical auditory areas (Figure 2B). In the
case of the BB signal, MI analyses revealed PE effects located
predominantly in the auditory cortex of the three marmosets, as
well as in a few electrodes located in the frontal cortex of mar-
moset Kr and Go (Figure 2A). These results agree with previous

studies in different sensory modalities (Miller, 2019) showing
that broadband responses are spatially localized.

Co-Information reveals redundant and synergistic interactions
within cortical areas

To investigate how auditory PE signals are integrated within
and between the cortical hierarchy, we quantified redundant and
synergistic cortical interactions using an information theoretical
metric known as co-Information (co-I) (Ince et al., 2017). Crit-
ically, co-I unravels the specific type of information relation-
ship between signals: positive co-I indicates redundant interac-
tions between signals; and negative co-I accounts for synergis-
tic interactions (Figure 1C). Redundancy implies that the sig-
nals convey the same information about PE, indicating a shared
encoding of PE information across time or space from trial to
trial. On the other hand, synergy implies that signals from dif-
ferent time points or areas convey extra information about PE
only when considered together, indicating that the relationship
itself contains information about PE that is not available from
either of the signals alone (Figure 1C).

To quantify the dynamics of redundancy and synergy tempo-
rally and spatially (see i), we computed the co-I within and be-
tween cortical areas. We analyzed ERP and BB markers of PE
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Figure 3: Temporal synergy and redundancy within ERP and BB signals in auditory and frontal electrodes. Co-information revealed synergistic and redundant
temporal patterns within ERP (A) and BB (B) signals in the auditory cortex, and within ERP (C) and BB (D) signals in the frontal cortex. MI (solid traces) between
standard and deviant trials for auditory (pink color) and frontal (orange color) electrodes averaged across the three monkeys. Temporal co-I was computed within
the corresponding signal (ERP, BB) across time points between -100 to 350 ms after tone presentation. The average of the corresponding electrodes across monkeys
is shown for the complete co-I chart (red and blue panel); for positive co-I values (redundancy only; red panel); and for negative co-I values (synergy only; blue
panel). The grey panels show the proportion of monkeys showing significant co-I differences in the single electrodes analysis depicted in Figure S1.

separately, focusing our contrasts on the electrodes that showed
significant MI effects in the analyses described in Figure 2.

Temporal synergy and redundancy
We first characterized synergistic and redundant temporal in-

teractions within ERP signal and BB signals (Figure 3 and Fig-
ure S1). Co-I analyses revealed widespread temporal clusters
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Figure 4: Spatial synergy and redundancy between auditory and frontal electrodes. A) Co-Information between auditory and temporal electrodes in the ERP signal.
B) Co-Information between auditory and temporal electrodes in the BB signal. Significant spatial synergy was observed in the ERP signal between temporo-frontal
electrodes. The average of the corresponding temporo-frontal pairs across the three monkeys is shown for the complete co-I values (grey trace), for positive co-I
values (redundancy only; red panel), and for negative co-I values (synergy only; blue panel).

of synergistic information (in blue) and redundant information
(in red) across the three monkeys in the auditory cortex (Figure
3A,B), and frontal cortex (Figure 3B,D). In the case of the ERP
signal, the auditory (Figure 3A,C) and frontal (Figure 3A,B)
electrodes showed characteristic off-diagonal synergistic pat-
terns, resulting from the interaction between early and late time
points within the same ERP signal. This effect was consistent in
the three marmosets (Figure 3A,C; grey clusters between ∼140-
300 ms after tone presentation), and revealed by the single elec-
trode contrast depicted in Figure S1.

We observed significant temporal redundancy in the audi-
tory (Figure 3B) and frontal (Figure 3D) BB signals. For au-
ditory BB signals, the dynamics of the redundant patterns were
observed along the diagonal of the co-Information chart, they
were sustained over time and observed between time points
around the early MI peaks (i.e., during the transient period
when the effect sizes are larger between tones) (Figure 3B; grey
clusters ∼120-280 ms after one presentation). In the frontal
electrodes, we observed significant clusters of sustained redun-
dant interactions around later time points (Figure 3D; grey clus-
ter around 300 ms after tone presentation).

Spatial synergy and redundancy
We next characterized the redundancy and synergy between

auditory and frontal electrodes (Figure 4). To this end, we com-

puted the co-I between auditory and frontal pairs of electrodes
for the same time points between signals (i.e. not across time
points) to emphasize the spatial dimension of the inter-areal in-
teractions. Spatial co-I was computed between the auditory and
frontal electrodes used for the temporal co-I (Figure 4) and av-
eraged across monkeys separately for the ERP and BB signals.
The results showed that only ERP signals convey spatial infor-
mation about PE between areas (Synergistic peak ∼50-70 ms
after tone presentation).

Spatio-temporal synergy and redundancy

We finally characterized spatio-temporal synergistic and re-
dundant interactions across auditory and frontal electrodes
(Figure 5 and Figures S2, S3). In the case of the ERP sig-
nals, the dynamics of the synergistic interactions were more
heterogeneous, showing effects along the diagonal of the co-
information chart (Figure 5A; blue clusters along the diago-
nal ∼0-350 ms after tone presentation), but also exhibiting off-
diagonal patterns between early time points of the auditory
electrodes and later time points in the frontal electrodes (Fig-
ure 5A; blue clusters between ∼120-350 ms after tone presen-
tation).

In the case of the BB signals, the dynamics of the synergistic
interactions were observed off-diagonally in the co-information
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Figure 5: Spatio-temporal synergy and redundancy between auditory and frontal electrodes. Co-information revealed synergistic and redundant spatio-temporal
patterns between auditory and frontal electrodes in the ERP (A) and BB (B) signals. MI (solid traces) between standard and deviant trials for temporal (pink color)
and frontal (orange color) electrodes. Co-I was computed between each pair of electrodes and across time points between -100 to 350 ms after tone presentation.
The average of the temporo-frontal pairs across the three monkeys is shown for the complete co-I chart (red and blue panel); for the positive co-I values (redundancy
only; red panel); and for the negative co-I values (synergy only; blue panel). The proportion of electrode pairs showing significant co-I differences is shown in the
corresponding grey panels. The average co-I charts for the individual monkeys are shown in Figures S2 for the ERP signal, and in Figure S3 for the BB signal.

chart (Figure 5B; blue cluster between 150 ms and 350 ms af-
ter tone presentation). On the other hand, redundancy was ob-
served around time points with maximal MI between auditory
and frontal electrodes (Figure 5B; red cluster ∼50-70 ms after
tone presentation).

To sum up, we observed widespread patterns of synergy
within and between electrodes in the temporal and frontal cor-
tices. The dynamics of the synergistic information were ob-
served across distant time points between cortical regions, usu-
ally between early and late time points after stimuli presenta-
tion. These results suggest that PE information is integrated
between areas at both low and high levels of the cortical hierar-
chy in a synergistic manner, encoded both in time and space by
ERP and BB signals.

DISCUSSION

Interpreting redundant interactions

In this study, we focused on computing temporally-resolved
metrics of redundancy and synergy, aiming at investigating the
dynamics of the information interdependencies within and be-
tween cortical signals. Due to the interplay between temporal
and spatial information about prediction error, our dynamical
approach revealed a rich repertoire of redundant and synergis-
tic patterns, showing transient and sustained information dy-
namics. Thus, we showed that information was redundant or

synergistic across specific time windows, and emerged within
or between brain areas.

Redundant patterns of information were observed mainly at
time points close to the diagonal of the co-I chart, both within
signals (Figure 3) and between signals (Figure 5). The advan-
tage of computing redundancy is that it reveals to which ex-
tent local and inter-areal signals represent the same information
about the stimuli category on a trial-by-trial basis. Redundant
interactions about tone category (i.e., deviant or standard) were
observed in the ERP and BB signals and represented the out-
come of the shared information across time points (temporal
redundancy) and between areas (spatio-temporal redundancy).
These observed redundancy patterns raise the question of what
is the functional relevance of redundant information for pro-
cessing PE across the cortex.

A neurobiological interpretation of redundancy is that the
neural populations encoding this type of information share a
common mechanism (Ince et al., 2017). From the perspective
of cortical dynamics, redundancy then could provide cortical
interactions with robustness (Luppi et al., 2022; Olivares et al.,
2022), as redundant interdependencies convey information that
is not exclusive to any single cortical region. Robustness, un-
derstood as the ability to tolerate perturbations that might affect
network functionality (Luppi et al., 2022), is a desirable charac-
teristic of cortical networks processing predictions to preserve
stimuli separability in the presence of highly variable stimuli
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features, environmental noise, or endogenous sources of noise
such as background neural activity. Thus, our results suggest
that redundancy quantifies the robustness of the information
processing in the cortex, enabling multiple areas to process
common information about prediction errors.

Interpreting synergistic interactions

A different type of dynamics was observed in the case of the
synergistic information across the cortex. While redundant in-
formation was observed near the diagonal of the co-I charts,
synergistic information was observed mainly off-diagonally, i.e.
between early and late times points after tone presentation (Fig-
ure 3). This indicates that late temporal responses carry infor-
mation that, in combination with the early one, provides extra
information about the identity of the tone (standard or deviant)
than when considered in isolation. A neurobiological interpre-
tation of synergy is that the underlying neural populations en-
code independent but complementary information (Ince et al.,
2017).

This raises the question about what is the functional rel-
evance of synergistic information for representing prediction
errors. We propose that synergistic interactions could repre-
sent a neural marker of biological degeneracy. Degeneracy
is the ability of structurally different elements to perform the
same function, being a ubiquitous property of many biologi-
cal systems including neural circuits and networks (Edelman
and Gally, 2001). Importantly, degenerative systems are capa-
ble of performing different functions (i.e., generalizability and
pluripotency) when exposed to changes in contextual circum-
stances, making them extremely flexible and resilient (Edelman
and Gally, 2001).

There is evidence that degeneracy in neural networks may
provide various computational benefits, for example, enabling
stable computations despite unstable neural dynamics (Driscoll
et al., 2017; Druckmann and Chklovskii, 2012) and allowing the
central nervous system to filter out unwanted noise (Moreno-
Bote et al., 2014). The cortical markers of auditory PE have
been observed in auditory subcortical and cortical structures of
several species despite the differences in their neuroanatomical
structures (Parras et al., 2017; Blenkmann et al., 2019; Canales-
Johnson et al., 2021). This suggests that synergistic information
is the outcome of distinct neural circuits computing error infor-
mation in a complementary manner, providing the cortex with
a flexible code for representing PE information distributively.

Implications for predictive coding theories

Here we investigated a relevant but relatively unexplored as-
pect of inter-areal interactions: their information content. Tra-
ditionally, inter-areal interactions in predictive processing are
studied with metrics derived from spectral decomposition such
as coherence or Granger-causality (GC) (Vinck et al., 2022).
Although useful, a limitation of these metrics (directional or
not) is that they can only quantify the amount of coupling be-
tween signals rather than their information content. Thus, even
in cases where these metrics account for inter-areal differences

between stimuli or task variables, it is unclear whether the infor-
mation carried by the interactions is the same or not on a trial-
by-trial basis. For example, consider the case where GC distin-
guishes standard and deviant tones between fronto-temporal re-
gions (Chao et al., 2018). Is the information conveyed by these
interactions the same (redundant) or complementary (synergis-
tic)?

To answer this question we need tools that quantify the type
of information carried by these interactions rather than just their
degree of coupling. Thus, in this study, we moved away from
traditional metrics of inter-areal interactions in predictive pro-
cessing (Vinck et al., 2022), and we investigated distributed
patterns of information using metrics of redundancy and syn-
ergy. This notion can have ramifications for predictive process-
ing accounts. For example, the finding that synergistic infor-
mation about PE can emerge within signals in the initial stages
of the auditory hierarchy (A1) suggests a more distributed form
of computation than postulated by Hierarchical Predictive Cod-
ing (HPC) (Chao et al., 2018; Jiang et al., 2022). HPC postu-
lates that PE information should be integrated into successive
stages of the hierarchy, from sensory areas (A1) to higher-order
areas (frontal cortex). This processing sequence is accompa-
nied by gradual increases in the spatiotemporal processing and
complexity of stimuli features. Our findings suggest the alter-
native view, in line with a more distributed view of brain pro-
cessing (Steinmetz et al., 2019; Parras et al., 2017; Voitov and
Mrsic-Flogel, 2022). Rather than a hierarchy of prediction er-
ror processing, we propose that PE information can be encoded
in parallel across different temporal and spatial scales.

Authorship contributions

Conceptualization: ACJ, RI, and MV. Data analysis: FG and
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METHODS

Data acquisition
The dataset the current study used consists of ECoG record-

ings of implanted electrodes in three adult male common mar-
mosets (Callithrix jacchus). The details of the complete dataset
have been described previously (Canales-Johnson et al., 2021;
Komatsu et al., 2015).

The ECoG recordings were acquired in a passive listening
condition while the monkeys were awake. During the record-
ing sessions, the monkeys Go and Kr sat on a primate chair in
a dimly lit room, while monkey Fr was held in a drawstring
pouch, which was stabilized in a dark room. Every session
lasted for about 15 minutes of which the first 3 minutes of data
were used for various standard stimuli and the remaining 12
minutes of data acquisition were dedicated to the roving odd-
ball sequences. For the data analysis, we acquired a total of
three sessions for monkey Fr, which resulted in 720 (240 × 3)
standard and deviant trials, and six sessions for monkeys Go
and Kr, resulting in 1440 (240 × 6) standard and deviant trials.
For the recordings, a multi-electrode data acquisition system
was used (Cerebus Blackrock Microsystems, Salt Lake City,
UT, USA) with a band-pass filter of 0.3–500 Hz and then digi-
tized at 1 kHz. In the signal pre-processing, those signals were
re-referenced using an average reference montage, and high-
pass filtered above 0.5 Hz, using a 6th-order Butterworth filter.

The recording was done with chronically implanted, cus-
tomized multielectrode ECoG electrode arrays (Cir-Tech Inc.,
Japan). Before implantation with the ECoG electrode arrays,
the monkeys were anesthetized and further suffering was min-
imized. Both surgical and experimental procedures were per-
formed in accordance with the National Institutes of Health
Guidelines for the Care and Use of Laboratory Animals and
approved by the RIKEN Ethical Committee (No. H26-2-202).
The locations of the implanted electrodes of each monkey are
found in Figure 2. All electrodes were implanted in epidu-
ral space; 28 in the left hemisphere and an additional 4 in the
frontal cortex of the right hemisphere of monkey Fr, 64 in the
right hemisphere of monkey Go, and 64 in the right hemisphere
of monkey Kr. In the 32-electrode array, each electrode con-
tact was 1 mm in diameter and had an inter-electrode distance
of 2.5 - 5.0 mm (Komatsu et al., 2015). In the 64-electrode ar-
ray, each electrode contact was 0.6 mm in diameter and had an
inter-electrode distance of 1.4 mm in a bipolar pair (Komatsu
et al., 2019). The electrode arrays covered the temporal, pari-
etal, frontal, and occipital lobes.

Experiment task
For the experiment, the monkeys were subjected to a roving

oddball paradigm (Canales-Johnson et al., 2021). Trains of 3,
5, or 11 repetitive single-tones of twenty different frequencies
(250-6727 Hz with intervals of 1/4 octave) were presented in
a pseudo-random order. Within each tone train the presented
tones had the same frequency, but between tone trains the fre-
quency was different. As the tone trains followed each other
continuously, the first tone of a train was considered an un-
expected deviant tone, because the preceding tones were of a

different frequency, while the expected standard tone was de-
fined as the final tone in a train because the preceding tones
were of the same frequency (Figure 1A). The presented tones
were pure sinusoidal tones that lasted for 64 ms (7 ms rise/fall)
and the time between stimulus onsets was 503 ms. Stimu-
lus presentation was controlled by MATLAB (MathWorks Inc.,
Natick, MA, USA) using the Psychophysics Toolbox exten-
sions (Brainard and Vision, 1997). Two audio speakers (Fostex,
Japan) were used to present the tones with an average intensity
of 60 dB SPL around the animal’s ear.

ERP and BB analyses

For further analysis, the raw ECoG voltage responses have
been transformed into ERP and BB as described in Canales-
Johnson et al. (2021). In brief, common average referencing
was used to re-reference the ECoG recordings across all elec-
trodes. For obtaining ERPs, a low-pass filter of 1-40 Hz was
applied for the ERP analysis. Standard and deviant tones were
categorized as described before. Epochs of -100 ms to 350 ms
around the onset of the tones were taken, and a baseline correc-
tion was applied by subtracting the mean voltage during the 100
ms period before the stimulus onset from the total epoch. The
MMN signal was determined by subtracting the deviant ERP
from the standard ERP. After the initial inspection, the three
best electrodes of the temporal region were selected for each
monkey (Figure 1B). This was based on the amplitude of the
MMN in the ERP.

In order to obtain the BB, spectral decoupling of the raw
ECoG was carried out (Canales-Johnson et al., 2021; Miller,
2019). To extract the course of broadband spectral activity, the
spectral decoupling of the raw ECoG signal was carried out. As
for the ERP analysis, common average referencing was used to
re-reference the ECoG potentials of all the electrodes. Epochs
of -100 ms to 350 ms around the onset of the tones were used
to calculate discrete samples of power spectral density (PSD).
Trials from both conditions were grouped together and individ-
ual PSDs were normalized with an element-wise division by the
average power at each frequency, and the obtained values were
log-transformed. In order to identify components of stimulus-
related changes in the PSD, a principal component method is
applied. This consists of calculating the covariance matrix be-
tween the frequencies. The eigenvectors of this decomposition
are called Principal Spectral Components (PSCs), and reveal
distinct components of neural processing, hence enabling us to
identify stimulus-related changes in the PSD. Afterward, the
time series were z-scored per trial to get intuitive units, then
exponentiated and subtracted by 1. Finally, a baseline correc-
tion was performed by subtracting the mean value of the pre-
stimulus period of -100 to 0 ms.

Both for the ERP and BB signals some electrodes were ex-
cluded from further analysis. This was done because the signal
was absent or clearly erroneous. Electrode 18 in Fr was ex-
cluded from the ERP analysis, while electrodes 18 in Fr, 30,
44, 45 in Go, and 30 in Kr were excluded from the BB analysis.
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Mutual Information analyses

In order to quantify the MI between the stimulus class and the
ECoG signal (both ERP and BB), the GCMI toolbox (Gaussian
Copula Mutual Information) (Ince et al., 2017) was used. This
toolbox calculates the MI based on the Gaussian copula the raw
ERP or BB data transforms to. The approach combined a per-
mutation test with 1000 permutations together with a method
of maximum statistics in order to correct for multiple compar-
isons. Using all available trials, the signal at every time point
was permuted 1000 times for each electrode, randomly assign-
ing the stimulus class labels each time. The maximum value
at each time point was taken, and the 95th percentile of this
value was used as the threshold for significance. This method
corrects for multiple comparisons and provides a Family-Wise
Error Rate (FWER) of 0.05.

Co-information analyses

We quantified co-Information (co-I) within signals (single
electrodes) and between signals (between pairs of electrodes)
using the GCMI toolbox (Ince et al., 2017). The co-I was cal-
culated by comparing signals on trial by trial basis. This re-
sulted in a quantification of the information content, redundant
or synergistic, between the two signals. The co-information
(co-I) was calculated in the following way:

coI(X; Y; S ) = I(X; S ) + I(Y; S ) − I(X,Y; S )

For each time point, I(X; S ) corresponds to the mutual infor-
mation (MI) between the signal at recording site X and stim-
uli class S. I(Y; S ) corresponds to the MI between the signal
at recording site Y and stimuli class S. Finally, I(X,Y; S ) cor-
responds to the MI between stimuli class S combining signals
from recording sites X and Y.

For each neural marker of auditory PE (i.e., ERP and BB),
co-information was computed for each pair of tones (standard
and deviants) within recordings sites in A1 and frontal regions
(Figure 3 and Figure S1), and between A1 and frontal re-
gions (Figure 4, 5 and Figure S1, S2,). Positive co-information
shows that signals between recording sites contain redundant,
or overlapping, information about the stimuli. Negative co-
information corresponds to the synergy between the two vari-
ables: the information when considering the two variables
jointly is larger than considering the variables separately.

Figure 1C shows a schematic representation of co-I between
two signals. It shows the independent information that response
1 and response 2 (both in white) contain. If there is an overlap
in the information that is being represented by the two signals,
there is a redundancy (red color) in the information that the
two responses contain. If the two signals considered together
contain more information than could be expected based on the
information present in the individual signals, there is synergy
(blue color).

Statistical analyses of co-I charts were performed by using
a permutation test with 1000 permutations and using the same
maximum statistics method described for the MI analyses, re-
sulting in an FWER of 0.05.
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Figure S1: Synergy and redundancy within ERP and within BB signals in temporal and frontal regions Co-information within auditory (A, C, E), and frontal (G, I,
K) electrodes in the ERP signal. Co-information within auditory (B, D, F), and frontal (H, J, L) electrodes in the BB signal. MI (solid traces) between standard and
deviant trials for temporal (pink color) and frontal (orange color) electrodes. Co-I was computed between each pair of electrodes and across time points between
-100 to 350 ms after tone presentation. Significant temporal clusters after a permutation test (see Methods) are depicted in black contours.
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Figure S2: Synergy and redundancy between ERP signals and across cortical areas in the three marmosets. Co-information revealed synergistic and redundant PE
patterns across temporal (A, D, G), temporo-frontal (B, E, H), and frontal (C, F) electrodes. MI (solid traces) between standard and deviant trials for temporal
(pink color) and frontal (orange color) electrodes. Co-I was computed between each pair of electrodes and across time points between -100 to 350 ms after tone
presentation. The average of the corresponding electrode pairs per (i.e. temporal, temporo-frontal, and frontal) is shown for the complete co-I values (red and blue
panel), for positive co-I values (redundancy only; red panel), and negative co-I values (synergy only; blue panel).
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Figure S3: Synergy and redundancy between BB signals and across cortical areas in the three marmosets. Co-information revealed synergistic and redundant
PE patterns across temporal (A, D), temporo-frontal (B, E, H), and frontal (C, I) electrodes. MI (solid traces) between standard and deviant trials for temporal
(pink color) and frontal (orange color) electrodes. Co-I was computed between each pair of electrodes and across time points between -100 to 350 ms after tone
presentation. The average of the corresponding electrode pairs per (i.e. temporal, temporo-frontal, and frontal) is shown for the complete co-I values (red and blue
panel), for positive co-I values (redundancy only; red panel), and negative co-I values (synergy only; blue panel).
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