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S1 Fig 1. Improved learning for different levels of sparsity. Training cost and test accuracy for a hidden layer of 100 units on the

MNIST digits dataset for different levels of sparsity ε = 0.05, 0.1, 0.15, 0.3, 0.6, 0.7, 0.8, and 0.9. The control network is in orange

and the dendritically normalised network is in blue in all panels. Solid lines are means of 10 repetitions. Shaded areas show one

standard deviation above and below the mean. In all cases the rewiring parameter ζ = 0.15.
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