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Statistical Foundations of Thermodynamics

I. Asymptotic Form of the Frequency Functions
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It is shown that, for all conceivable ensembles of statistical thermodynamics, at the thermo
dynamic limit, the frequency function of the fluctuations of macroscopic extensive parameters 
equals a Gaussian. The proof is based on a generalisation of Khinchin’s method using the concept 
of “smoothed frequency functions.”

It is generally assumed [e. g. 1-6] that in the 

thermodynamic limit (whose exact definition is 

given below) the frequency functions tend to the 

Gaussian form. The first rigorous proof of this 

statement is due to K h in c h in  7 who has treated the 

energy fluctuations of a canonical ensemble com

posed of systems of non-interacting particles. More 

recently M a z u r  and v a n  d e r  L in d e n  8 succeeded 

in extending the proof to the case of interacting 

particles. In their argument, however, a specific pro

perty of the canonical ensemble is used and it is 

easily shown that the method does not apply to 

other ensembles. In the following we shall describe 

a generalisation of Khinchin’s method which will 

enable us to prove the above statement in its most 

general form.

1. Definitions

It is well-known that any statistical ensemble de

pending on k intensive parameters generates the 

analogue of a Massieu-Planck function <2̂- by the 

equation

<£A. =  ln E k (1)

where is the partition function of the ensemble 9. 

Now, in the semiclassical approximation 10 the ana
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54 [1950],
4 R .F. G r e e n e  and H . B . C a l l e n ,  Phys. Rev. 83,1231 [1951].
5 L. D. L a n d a u  and E. M . L if s h it z , Statistical Physics, 

Pergamon Press, London 1958.
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logues of the Massieu-Planck functions $/ + i(P) 

and <Pi(X) of the intensive parameter Pl + 1 =  P 

and the extensive random variable Xi +1 =  X  are 

related by

e<WP)= JdXe~ p-Y+̂ W . 
o

(2)

For the normalized frequency function we have

W(X) = e -*l+iCP)-P*+W5 (3)

x  =  f a x x w ( x )  = - , (4)
o o r

32<2>„1
B =  (AX)2 = { X - X ^ =  "g- j*- . (5)

In order to investigate the thermodynamic limit, 

it is convenient to consider the frequency function 

of the random variable

AX = X - X  

\B ~ \ 'B ’ 

W {y )= V B exp{-<t‘I , 1 (P )- P [ X + V B y ] _ (7) 

+ 0 l (X + V B y )}

the advantage of which is that its dispersion y2 =  1. 

Finally we introduce the characteristic function

V = (6 )

Wit) = J eity W (y) dy , (8)

8 P. M azur  and J. van  der  L in d e n , J. Math. Phys. 4, 271 
[1963].

9 For simplicity we shall always put Boltzmann’s constant 
equal to unity.

10 We shall confine ourselves to the semi-classical approxima
tion throughout this paper. Our results remain valid, how
ever, in the continuous spectrum approximation of quan
tum statistics. For the sake of simplicity proofs will be 
given only for the case of a single random variable. The 
general case of several random variables can be treated 
along the same lines.
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which may be written as

V « - e x p { - i l ( f /V 'ß ) - 'P J.i(P )  (9)

+ <Pu l (P-itlVB)}
by virtue of (2) and (7).

2. The Thermodynamic Limit. Assumptions

To investigate the thermodynamic limit, we con

sider a sequence of systems characterized by the 

variable

X[n) = n X™ (10)

where X ^  is some (fixed) reference value and 

n ^  1 .

On introducing the reduced quantities

<Z>(w) X
<d’ ) =  —  (k = l,l + l ) ;  x = —  (11) 

n n

we introduce the thermodynamic limit by n —̂  oo 

with

P = const, x = const. (12)

To study this limit we base the discussion on the 

following assumptions:

1. The sequence of functions (p\n2\(P) converges 

to a function <Pi+\ (P) everywhere finite in a closed 

interval AP of the real axis. The existence of this 

limit has been show by several authors under differ

ent conditions on the intermolecular potential and 

for different ensembles. For details the reader is 

referred to the literature n .

2. There is a finite subspace D in the complex 

plane {s s = P + i Q) including AP such that

I 9^+1 (s) | ^  M <  oo for all n and seD. (13)

These assumptions exclude phase transition points

i. e. we assume that there is an interval of the real 

axis to which the zeros of 1 do not come arbit

rarily close for n-> oo . From Vitali’s theorem of 

convergence12 we know that with assumptions 1 

and 2

(14)

is regular in D and

3«9> !Ö « 3 v W iM
= lim

3 sq
(15)

3.

, SM+UP) .. 3M¥i(P) b(P)m dp2 (16)

^  b0> 0  for P g AP.

The possibility of b0 = 0 cannot be excluded in the 

framework of our considerations. It seems never

theless highly improblable that this case may occur, 

for thermodynamic reasons. At any rate, it can be 

seen from the following that the exclusion of 60 = 0 

is a necessary condition to obtain the Gaussian 

form of the frequency function.

3. Asymptotic Form of the Characteristic 

Function

On the basis of the preceeding assumptions we 

shall prove the following

Theorem 1:

1.

yW (t,P ) = exp{ — \ t2} [1 + 0  (n_1/2) t* ] (17) 

for | i | < In / i, n ^ n ( P )  and Pe AP.

2. The sequence (t, P) converges uniformly 

in any finite f-interval and Pe AP to the Gaussian 

function

(18)

Proof:

Statement 2 follows from statement 1. To prove 1 we consider (9). By assumption 2 we may expand 

G’l + liP  — i t/YB) into a Taylor series at the point £ = 0 if z j<d(P )y7?, where d(P) is the smallest dis

tance from P to the surface points of D. Taking into account (4) and (5)

f t ? -
11  

VB

with R's'd.P) =
I

3!

= a ft ’, (?) + -  i  !2+«!,"> (t,P) 
y b

33^/ + i\ t3

3 S3 Js=P-(itlVB)& VB
(0 < # < 1)

(19)

(20)

11 A. M ü n s t e r , Statistical Thermodynamics, Vol. I, Springer
Academic Press, New York (in press).

12 E. C. T it c h m a r s h , The Theory of Function, Oxford Uni
versity Press, Oxford 1939.



STATISTICAL FOUNDATIONS OF THERMODYNAMICS. I. 203

Since by the assumptions 1 and 2 + converges in D to an analytic function, there is an n (P)

such that for n > n  (P )

By assumption 3

( ITT1) J = S .T < ~ f o r  \t\<A(P)VB
\ OS'* / s= P - (itlV B )

V B =V nb^>  Vnb0; (60> 0) for PeA P .

(21)

(22)

Taking into account (19), (20), (21) and (22) 

Eq. (9) reads

y M (t,P) = exp 12 t2+ y ^ g ^ ( t ,P )  f3J (23)

with

S « (y )  =
VB 1 B

eXPi “ i l n ^ y‘

with

]/2 n In n 

In analogy to (2) we put 

r<”>(X) = exp{ - «ft»,, ,(P) - P  X  + <t,,, (X )}

(27)

(28)
|9(”> (< ,i> )| S X < ~ . (24)

There is an n ( P ) ^ / i r(P) such that for n > n (P ) 

a n d !j| < ln n  (23) and (24) yield (17) by expand- where, by use of = <P[?l/n (k = I + 1, I) , x = X/n,

ing the exponential.

From Theorem 1 we may easily derive the follow

ing

Corollary

At the thermodynamic limit the moments of the 

frequency function (7)

exp{n(9?(,”)(a:) -Pa:)} = (29)

=  J da: exp{ra ((p\n) (x) — P x') } S '^  {x — x '),

S 'M  =
Y '2 ji In n

exp
1

2 \ In n
(30)

pW =  ] y (n)W (y) dy

The smoothing procedure is thus given by con

volution with an appropriate smoothing function 

chosen in such a way that the smoothed frequency 

converge to the moments of a Gaussian with disper- function remains normalized and non-negative. This 

sion one. follows directly from the definition of W ( y )  and

the fact that

4. Smoothed Frequency Functions J 5(n) (y) Ay =  1 . (31)

Let us now study the asymptotic behaviour of the 

frequency function itself.

From Theorem 1 we cannot conclude that the dis

tribution function

{y) — —— J df e lty yW  (t)
2  71 — oc

Speaking more physically, the smoothing procedure 

is nothing else but a local averaging or, what 

amounts to the same, a damping of the characte

ristic function for the large values of t.

(25) Obviously the smoothing procedure can be con

sidered to be physically reasonable only if the

converges to the Gaussian distribution, too, since smoothed frequency function gives, at least for large

yj{n) (t) approaches this distribution in any finite in- values of n, a sufficiently accurate picture of the

terval only. ensemble. This is indeed true as can be seen from

We may, however, consider a “smoothed” distri- the following 

bution, defined by

F?>(y) = J' ¥  r<»> (</') SW (y - 1i )  (26) 13

13 Since WW (y) has no physical meaning for y <  —X/yB  
we may put formally tP(n)(y)=  0 for y <  —X/]/B.

Theorem 2:

For any finite closed interval A we have

lim J [jr<"> (y) - W'i'Hy) ] = o . (32)
n->-oc A



204 E. STILL, K. HAUBOLDT, AND A. MÜNSTER

Proof:

We have

J dy W(sn){y) = J dy j  dy' {y) S(n) {y - y )  =  J dy F (n) (t/) J Sin) (y - y') dy .
A A — oc — oo A

S('n) approaches the (5-function for n to infinity and thus

t o n jd j , s w ( j ,- V ) - | J  !)

(33)

(34)

From (33) and (34) it follows (32).

We are now ready to prove 

Theorem 3:

1.

r<”> {y,P) =
exp{ — i y 2} 

2 71
l+ o

In2
0 {n 1/2) y (35)

for y finite and n > n (P ) , PeAP.

2 . The sequence of smoothed frequency functions We split the integration into three parts: 1t 1 ^  In n , 

W$n) (y) converges uniformly to the Gaussian dis- In n <  t ' ^  e^n and cYn >  ! t . Taking into account 

tribution for P e  AP: (17) and (23) we get

WQ{y)
1

V 2  71
e x p { - lr }  • (36)

I x = J df exp{ — i t y — \t2}
|£| Jj In n

(40)

1 + 0 (n- ,/2) t3 + 0 [ln^ n I f
Proof:

Statement 2 follows from statement 1. To prove 1 In extending the integration over the whole axis, 

we consider the characteristic function ■y4w) (i) of the difference to the value of the integral (40) will 

Wsl){y), which may be written by means of (9), be of the order n~clnn (c>0 ) and thus negligible. 

(25) and the convolution theorem

(37)

Furthermore we make use of

32

where S^Ut) is the Fourier transform of (y)

[see (26)]:

=exp| -  y ~  t2

t2 exp{ — i  t2} = 

t3 exp{ — \t2} = -

3 t2
+ 1

03

3 r3

(38)

Then

W?Xy)
2 71 -

J df exp{ — i ty } (t) (t). 11 — '\/2ti exp{ — o y~}

exp{ - I t 2} .

(42)

Then integration by parts yields for finite y

Hn2 n
1 + 0 {n 1/2) y + 0

(39) 0 {n~cXnn) ; ( c > 0 ) . (43)

, J g(n){t,P) t3 '< L it 2 for \t\^£]/n and n> n{P ),
1 r

We now estimate I 2 and /3 . From (23) and (24) it follows the existence of an £> 0  such that 

1

Vn

therefore

112 | <  J df exp{ — J«2} = 0 {n~'!,lan) .
\t\ >  In n

(44)

(45)
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We deduce from (9) | t//”) (t) | 5  ̂1 for all t and n, thus

/3 ! <: J  dt S ( t )  = O (n~c' ln n) ; [c >  0). (46)

From (43), (45) and (46) follows statement 1. 

For IF-") (X) we have with (3) and (6 )

IF W (I) =
exp {-\ B ~ \ X-X )2} 

j/2 7i B

With the same arguments we may consider the case 

of several extensive and intensive variables

JFW(X) =exp{-<4M)(P) - P - X  + <£|w)(X )} ,

(48)

P=(P/ + i , . . . ,P * ) ;  X = ( X I+1, . . . , X * ) f (49)

P  X  = (50)
=i+i

and prove (provided the assumptions 1 — 3 hold

for P)

JF<">(X) =
exp{ ^B“ 1: (X  —X )2}

1+ 0

]/(2 n) 

In2 n

B
(51)

n j
+ O (n -1) - (X - X )

B
3P 3p  ’

B | =  ] ßjy j;
32<2>,.

= SP.S/T' (52)

In the mathematical sense, the assertions of Theo

rem 3 relate to the smoothed frequency function 

Ws . From Theorem 2, however, it follows that Ws 

and W cannot be distinguished by any conceivable 

macroscopic measurement. Thus if, as usual, the ex

tensive parameters are considered as macroscopic 

variables, then the asymptotic form of the frequency 

function is given by Theorem 3 and we may drop 

the index s from the notation.

5. Concluding Remarks

Using a generalisation of Khinchin’s method we 

have studied the asymptotic behaviour of the fre-

1+ 0  ( ln^ )  + 0(n- ') (X - X ) (47)

quency function of fluctuations of extensive para

meters for the generalized ensemble. It has been 

shown that, at the thermodynamic limit the charac

teristic function converges to a Gaussian in finite 

intervals, that the moments converge to the moments 

of a Gaussian and finally that the frequency function 

in the macroscopic sense equals a Gaussian.

The proof is based essentially on two assumptions:

1. Existence of the limit function (P) for real P.

2 . Regularity of 9^+1 in a certain domain of the 

complex plane, i. e. exclusion of phase transitions.

The validity of 1. depends on certain assumptions 

concerning the intermolecular potentials. We want 

to stress, however, that these assumptions don’t en

ter explicitly into our proof. Thus the above results 

would remain valid if, for instance for the pressure 

ensemble assumztion 1. (which has been demonstrat

ed as yet only under the condition of “strong tem

pering” 14) would be proved under the condition of 

“weak tempering” . Assumption 2. doesn’t impair the 

generality of our results since it can be concluded 

from general considerations15, that at a thermo

dynamic transition point the frequency function can

not be a Gaussian.

The method of “smoothed frequence” functions 

has been suggested by the work of MASSIGNON 16 

and M ü n s t e r  11. In our present context it means es

sentially a mathematical trick which enables us to 

overcome the difficulties encountered in the generali

sation of Khinchin’s method. Physical aspects of our 

procedure will be discussed in a forthcoming paper.

14 J. v a n  d e r  L in d e n  and P. M a z u r , Physica 36, 491 [1967]. 16 D. M a s s ig n o n , Mecanique Statistique des Fluides, Dunod,
15 A. M ü n s t e r , Statistical Thermodynamics, 2nd edit, (in Paris 1957.

press). 17 A. M ü n s t e r , Z. phys. Chem. N.F. 22, 97 [1959].


