
Supplemental information: Data preprocessing and description of methods 

and results of unsupervised data analyses 

Data preprocessing 

Examination of the distribution of the variables included evaluation of possible transformations along 

Tukey's ladder of powers 1,2, supported by visualizing the data using quantile-quantile plots and 

assessing the normal distribution using D'Agostino and Pearson tests 3,4 implemented in the “SciPy” 

Python package (https://scipy.org 5). This suggested logarithmic transformation, which is in line with 

the > 150 years old law of Weber and Fechner 6. Statistical group comparisons with Wilcoxon-Mann 

Whitney U tests 7,8 revealed sex differences for some thresholds, of which only pressure pain 

thresholds passed Bonferroni's α correction 9 (Figure 2 in the main report). 

Inspection of the data distribution identified n = 30 and n = 19 censored values in the pain thresholds 

for cold stimuli recorded without and after sensitization with menthol solution, respectively, at the 

cut-off of thermal stimulation at a temperature of 0°C. In addition, n = 38 and n = 21 censored values 

were found in the pain thresholds for punctate stimuli recorded without and after sensitization with 

capsaicin cream, respectively, at the thickest von Frey hair of 300 g. These values were replaced using 

censored likelihood multiple imputation 10 implemented in the R library "lodi" (https://cran.r-

project.org/package=lodi 11). Specifically, censored values were first replaced with "NA" (no value) and 

then imputed, using variables that were correlated with a Spearman’s ρ > 0.4 12 with the variable being 

imputed (Supplemental Figure 1), i.e., heat thresholds for cold thresholds and heat and blunt pressure 

thresholds for punctate pressure thresholds, omitting correlated variables from the imputation 

process that also contained censored values. The relatively low correlation of ρ > 0.4 was used as a 

criterion because the overall intercorrelation of pain thresholds was not very strong and the use of 

other censored variables for imputation was avoided. The results of the imputation are shown in the 

Supplemental Figure 1. 

https://scipy.org/
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Unsupervised analysis of structures in the pain threshold data 

Methods 

Unsupervised analyses 

The first line of structure detection was based on unsupervised analysis of traces of prior classes, i.e., 

sex, in the acquired pattern of pain thresholds to noxious stimuli across the study cohort. 

Univariate structure detection 

Unsupervised structure detection in the pain-related data was performed firstly by univariate 

assessment of the modal distribution of pain thresholds after transformation and imputation during 

data preprocessing. Therefore, Gaussian mixture modeling was applied to the pain threshold variables, 

testing M = [1,...,8] modes and using goodness of fit as a selection criterion for the number of modes, 

which was evaluated by performing a likelihood ratio test of the distribution according to the Gaussian 

fits compared with the distributions of the original data. The GMM fitting was performed using an 

expectation maximization (EM) algorithm, which was imported from the R library "mixtools" 

(https://cran.r-project.org/package=mixtools 13) into our R package "opGMMassessment" 

(https://cran.r-project.org/package=opGMMassessment 14, which provides an automated tool for 

detecting GMM-based structures in (biomedical) datasets. 

The assignment of subjects to the identified subgroups was determined using Bayesian Theorem 15, 

which provides the decision limits for assigning a single observation to mode Mi based on the 

calculation of posterior probabilities. The correspondence of the group assignment based on the 

Gaussian modes in the relevant PCs with the a priori subgroup distribution was statistically evaluated 

using χ2 tests 16. 

https://cran.r-project.org/package=mixtools
https://cran.r-project.org/package=opGMMassessment


Multivariate structure detection 

Unsupervised structure detection in the pain-related data was performed secondly by multivariate 

analyses consisting of projecting the data from high-dimensional space onto a two-dimensional 

ℝ2 plane., followed by cluster analysis and assessment of the constancy between the clusters and the 

prior classes. The number of clusters was defined as k = 2, given by the number of prior classes, i.e., 

sex. 

Projection methods included principal component analysis 17 as the most used method for clinical and 

other biomedical data. To address possible structures based on independent components, non-linear 

relationships between variables or dependent more on neighborhood than on variance in the data, 

further projection methods were applied including independent component analysis (ICA) 18, 

multidimensional scaling (MDS) 19,20, isomap 21 and t-distributed stochastic neighborhood embedding 

(t-SNE) 22. The data were projected after z-standardization using the R packages "FactoMineR" 

(https://cran.r-project.org/package=FactoMineR 23), "FastICA" (https://cran.r-

project.org/package=fastICA 24), "Rtsne" (https://cran.r-project.org/package=Rtsne 25), “MASS” 

(https://cran.r-project.org/package=MASS 26) and "RDRToolbox" 

(https://bioconductor.org/packages/RDRToolbox/ 27) with their default hyperparameter settings. 

Clustering on projected data was performed using partition-based and agglomerative algorithms, 

including k-means clustering 28 and partitioning around medoids (PAM) 29 as well as hierarchical 

clustering with Ward's 30, average, single, median and complete linkage in analogy to or extending the 

choice made in 31. The Euclidean distance was used. Clustering was done using the R packages “stats” 

and “cluster” from the R base environment (https://cran.r-project.org/package=cluster 32). 

Calculations were performed using the default hyperparameter settings of the methods specified in 

the libraries, except for k-means where the number of restarts of the searches was set at nstart = 10. 

Contingency between cluster membership and prior class membership of cases was assessed using the 

https://cran.r-project.org/package=FactoMineR
https://cran.r-project.org/package=fastICA
https://cran.r-project.org/package=fastICA
https://cran.r-project.org/package=Rtsne
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χ2 statistics 16. This was repeated in a 100-fold bootstrap resampling test to obtain confidence intervals 

of the p-values. 

Results 

Prior-classes separation at the data projection planes obtained in unsupervised analyses 

Univariate class structure 

Automated fitting of Gaussian mixture models identified M = 1 to 6 modes in pain thresholds to various 

stimuli, transformed and imputed for censored data, including changes in pain thresholds after 

sensitization with capsaicin or menthol (Supplemental Figure 2). Assignment to the obtained Gaussian 

modes that also resulted in a statistically significant sex separation was observed for the thresholds to 

blunt pressure and to electrical stimuli (χ2-tests: p < 0.05; Supplemental Figure 2); the one for pressure 

pain with p = 0.00065 also passed α correction. 

Multivariate class structure 

The data projection obtained with the five different methods showed a scattered image of the two 

prior classes with no clear class segregation (Supplemental Figure 3). Furthermore, clustering the data 

at the ℝ2 plane provided heterogeneous results without the clusters appearing to capture the prior 

classes (Supplemental Figure 4). Hierarchical clustering using single linkage produced obviously 

erroneous results, as one "cluster" contained only a single case, while all other cases were assigned to 

the second cluster (Supplemental Figure 4 fourths line of panels from top). The heterogeneous overall 

picture about contingency between clusters and prior classes was reflected in the statistical 

significances. When using the full data set once in a cross tabulation of cluster versus prior class 

memberships, nine combinations of clustering algorithms and projection methods provided significant 

results, with the lowest p values obtained with were Ward’s linkage on ICA projected data (p = 

0.005707688), average linkage on the tSNE projection (p = 0.012931459) and kmeans on the tSNE 

projection (p = 0.017159885), and the highest still significant finding for complete linkage applied on 



PCA projected data (p = 0.039483512). However, in evaluating the contingency tables in 100-fold 

bootstrap cross-validation tests, two main observations emerged from the overall picture of statistical 

results (Supplemental Figure 5), i.e., t-SNE projection was on the top of the ranking for p-values, with 

median p-values most often below the value of 0.05, while hierarchical clustering with simple linkage 

provided the worst separation of priority classes in the clusters, as measured by the significance of the 

cross-tabulation tests. The latter is consistent with the picture that emerged when the prior classes 

were plotted on a projection plane consisting of Voronoi cells colored for cluster membership of each 

data point in a cell (Supplemental Figure 4). 

Summary of findings with unsupervised analyses 

Unsupervised analysis using five different common data projection methods and seven different 

common clustering algorithms ended up with a heterogeneous picture about the data structure and 

its correspondence to the prior classes (Supplemental Figure 3 and Supplemental Figure 4). For 

example, if only the usual standard PCA had been used, then only hierarchical clustering with Ward’s 

or complete linkage would have led to the conclusion that pain thresholds supported the segregation 

of subjects’ sensitivity by sex. However, 100-fold bootstrap resampling from the clusters already 

lowered the statistical significance of the agreement of the cluster membership with the subjects’ sex, 

thus weakening the support for a cluster structure that coincided with the sex segregation. In the 100-

fold bootstrap resampling runs, t-SNE was found to have provided the best data projection on which 

clustering could be based when agreement with the sex segregation was the criterion, except for 

hierarchical clustering using single linkage that always produced poor results. However, t-SNE is more 

difficult to set up than the classic PCA as it requires the setting of hyperparameters such as a so-called 

perplexity size 33, and it my occasionally produce spurious result 34. 
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Supplemental Figure 1: Results of censored likelihood multiple imputation of pain thresholds to cold 

and point pressure stimuli that had technical constraints at 0°C and 300 g of Frey hair, respectively. 

The plots show the probability density of the original data, the data from which the censored values 

were removed, and of the variables after imputation of the censored values. The x-scaling denotes the 

stimulus strength after zero-invariant log transformation ("sLog"). The figure has been created using 

the software package R (version 4.2.2 for Linux; https://CRAN.R-project.org/ 35) and the R libraries 

"ggplot2" (https://cran.r-project.org/package=ggplot2 36). 
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Supplemental Figure 2: Automated fits of Gaussian mixture models (GMM) to the single pain threshold variables. The figure shows the density distribution of the 

data as a grey line and as a histogram. A GMM was fitted to the data (dark blue line), with the number of modes of M automatically estimated by the appropriate 

algorithm. Estimated Bayesian boundaries between Gaussians are shown as magenta vertical lines, and the true boundaries according to the underlying model 

are indicated as blue dotted vertical lines. The figure was created using the software package R (version 4.2.0 for Linux; https://CRAN.R-project.org/ 35) and or R 

package "opGMMassessment" (https://cran.r-project.org/package=opGMMassessment 14). 
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Supplemental Figure 3: Projections of pain thresholds using different methods (independent component analysis, ICA, isomap, multidimensional scaling, MDS, 

principal component analysis, PCA, and t-distributed stochastic neighborhood embedding, t-SNE). The single data are represented as dots of different colors and 

shapes according to their membership in the prior classes. The projection plane (dimension 2 versus dimension 1) is made of Voronoi cells around each data 

point, colored according to the membership of the respective data point to the prior classes, i.e., sexs. The coloring has been chosen from the “colorblind_pal” 

palette provided in the R library “ggthemes” (https://cran.r-project.org/package=ggthemes 37).The figure has been created using the R software package (version 

4.2.1 for Linux; https://CRAN.R-project.org/ 38) and the R libraries “ggplot2” (https://cran.r-project.org/package=ggplot2 36) and “ggforce” (https://cran.r-

project.org/package=ggforce 39). 
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Supplemental Figure 4: Result of projection to the ℝ2 plane followed by clustering of the pain 

thresholds. Projections were made using either principal component analysis (PCA) or t-distributed 

stochastic neighborhood embedding (t-SNE), and hierarchical clusters were determined using either 

Ward's linkage (“ward.D2”) according to the corresponding command in the R programming language) 

or single linkage. The single data are represented as dots of different colors and shapes according to 

their membership in the prior classes. The projection plane (dimension 2 versus dimension 1) is made 

of Voronoi cells around each data point, colored according to the membership of the respective data 

point to the prior classes. The coloring has been chosen from the “colorblind_pal” palette provided in 

the R library “ggthemes” (https://cran.r-project.org/package=ggthemes 37).The figure has been 

created using the R software package (version 4.2.1 for Linux; https://CRAN.R-project.org/ 38) and the 

R libraries “ggplot2” (https://cran.r-project.org/package=ggplot2 36) and “ggforce” (https://cran.r-

project.org/package=ggforce 39). 
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Supplemental Figure 5: Performance of projection and clustering methods on the pain thresholds data 

sets, ranked by the p-values of chi square tests of cluster membership versus sex. A: Overall 

distribution of p values obtained during 100 cross-validation runs using boot resampling. B: Rank order 

of clustering results obtained with combinations of projection methods (independent component 

analysis, ICA, isomap, multidimensional scaling, MDS, principal component analysis, PCA, and t-

distributed stochastic neighborhood embedding, t-SNE) and clustering algorithms (partitioning: k-

means, k-medoids, hierarchical using single, Ward's, average, or complete linkage). The boxes show 

the 25th, 50th and 75th percentiles of ranks across data sets and cluster quality measures obtained in 

100 repeated runs with a bootstrapping of the memberships to the clusters versus prior classes. 

Whiskers span the 95% confidence interval from the 2.5th to the 97.5th percentiles. Comparatively the 

best results were obtained with t-SNE, which is colored in darker blue to emphasize this method. The 

figure has been created using the software package R (version 4.2.1 for Linux; https://CRAN.R-

project.org/ 35) and the R libraries "ggplot2" (https://cran.r-project.org/package=ggplot2 36) and 

“ComplexHeatmap” (https://www.bioconductor.org/packages/ComplexHeatmap/ 40). 
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