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#### Abstract

The ALICE Collaboration reports measurements of the semi-inclusive distribution of charged-particle jets recoiling from a high transverse momentum (high $p_{\mathrm{T}}$ ) charged hadron, in pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions at center of mass energy per nucleon-nucleon collision $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$. The large uncorrelated background in central $\mathrm{Pb}-\mathrm{Pb}$ collisions is corrected using a data-driven statistical approach, which enables precise measurement of recoil jet distributions over a broad range in $p_{\mathrm{T}, \mathrm{ch}}$ jet and jet resolution parameter $R$. Recoil jet yields are reported for $R=0.2,0.4$, and 0.5 in the range $7<p_{\mathrm{T}, \mathrm{ch} \text { jet }}<140 \mathrm{GeV} / c$ and $\pi / 2<\Delta \varphi<\pi$, where $\Delta \varphi$ is the azimuthal angular separation between hadron trigger and recoil jet. The low $p_{\mathrm{T}, \mathrm{ch}}$ jet reach of the measurement explores unique phase space for studying jet quenching, the interaction of jets with the quark-gluon plasma generated in highenergy nuclear collisions. Comparison of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ distributions from pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions probes medium-induced jet energy loss and intra-jet broadening, while comparison of their acoplanarity distributions explores in-medium jet scattering and medium response. The measurements are compared to theoretical calculations incorporating jet quenching.
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## 1 Introduction

Nuclear matter under conditions of extreme temperature and pressure forms a quark-gluon plasma (QGP), the deconfined state of matter whose dynamics are governed by interactions between sub-hadronic constitutents [1, 2]. The QGP filled the early universe a few microseconds after the Big Bang, and is generated and studied today using collisions of atomic nuclei at the CERN Large Hadron Collider (LHC) and the Brookhaven Relativistic Heavy Ion Collider (RHIC). Experimental measurements at these facilities, together with their comparison to theoretical calculations, have shown that the QGP is a fluid with very low specific viscosity [3-6] that is opaque to the passage of energetic color charges [7, 8].
In hadronic collisions, jets arise in hard (high-momentum-transfer $Q^{2}$ ) interactions of quarks and gluons (partons) from the projectiles. The scattered partons are initially virtual and come on-shell through gluon radiation, which generates a parton shower. The shower subsequently hadronizes, and the jet can be observed in a detector as a collimated spray of hadrons. Jet reconstruction algorithms have been developed which apply both to experimental data and to theoretical calculations based on perturbative quantum chromodynamics (pQCD), providing well-controlled theory/data comparisons [9]. Jet production and substructure have been measured extensively in proton-proton ( pp ) collisions, and pQCD calculations are found to be in excellent agreement with such measurements over a wide kinematic range [10-21]. Jets in pp collisions therefore provide incisive probes of QCD.

In heavy-ion collisions at collider energies, jets are generated concurrently with the QGP. Following a high- $Q^{2}$ partonic interaction, the evolving parton shower interacts with the expanding and cooling QGP. These secondary interactions proceed via elastic (collisional) and inelastic (radiative) processes, which modify jet production and structure relative to jets generated in vacuum ("jet quenching"). Experimentally observable consequences of jet quenching include energy transport out of the jet cone (energy loss); modification of intra-jet structure; and jet deflection. Extensive jet quenching measurements have been carried out with nuclear collisions at RHIC and the LHC (see [7, 8, 22, 23] and references therein).

The measurement of reconstructed jets in heavy-ion collisions is challenging, however, due to the large background in the complex environment of such collisions. Initial studies of jet quenching therefore utilized high- $p_{\mathrm{T}}$ hadron production and correlations [24-33], which are more readily measurable with high precision in such an environment. High- $p_{\mathrm{T}}$ hadrons are leading fragments of jets, and inclusive high$p_{\mathrm{T}}$ hadron yield suppression is the hallmark of partonic energy loss due to jet quenching. Comparison of inclusive hadron suppression data with theoretical models has been used to constrain the in-medium jet transport parameter $\hat{q}$, which characterizes the magnitude of energy loss in jet quenching models [34] 42]. However, observed high- $p_{\mathrm{T}}$ hadrons are expected to arise predominantly from jets which experience relatively little medium-induced energy loss, due to the interplay of the steeply falling inclusive jet energy spectrum shape, the hadron fragmentation function, and energy loss [43-46]. Deeper insight into the mechanisms underlying jet quenching and the response of the QGP to the passage of energetic partons requires measurements incorporating reconstructed jets.

Significant progress has been made over the past decade in the measurement of reconstructed jets in heavy-ion collisions in terms of inclusive jet production, di-jet correlations, and trigger-jet coincidence observables [17, 47,-72]. Model studies incorporate both jet and hadronic observables, for a more comprehensive study of jet quenching (e.g. [8, 73, 74]).

In this manuscript and its companion Letter [75], the ALICE Collaboration reports new measurements of the semi-inclusive distribution of charged-particle jets recoiling from a high- $p_{\mathrm{T}}$ hadron (" $\mathrm{h}+\mathrm{jet}$ ") [50, 53, 70] in pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions at center-of-mass energy per nucleon-nucleon collision $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$. The analysis utilizes the approach developed in Ref. [50], which provides data-driven correction of the complex uncorrelated background for jet measurements in central collisions of nuclei (A-A). This approach enables systematically well-controlled jet measurements over a broad range, including low jet transverse momentum ( $p_{\mathrm{T}, \mathrm{jet}}$ ) and large resolution parameter $R$. These measurements
extend significantly the $p_{\mathrm{T}, \mathrm{jet}}$ reach at both high and low $p_{\mathrm{T}, \mathrm{jet}}$ relative to that in Ref. [50], down to the lowest $p_{\mathrm{T}, \text { jet }}$ values that are interpretable in terms of perturbatively generated jets $\left(p_{\mathrm{T}, \text { jet }} \sim 10 \mathrm{GeV} / c\right.$; see also [70]).

Corrected semi-inclusive recoil jet yields measured in pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions are compared, in order to explore jet quenching. The $R$ and $p_{\mathrm{T}, \mathrm{jet}}$-dependence of recoil yields is reported, which is sensitive to jet energy loss and medium-induced intra-jet broadening [17, 50, 70, 71]. Distributions in $\Delta \varphi$, the trigger-recoil jet azimuthal separation (acoplanarity), are also reported, which probe in-medium multiple scattering [76-78], scattering from QGP quasi-particles [79, 80], or the response of the QGP medium to energy loss [35, 81, 82]. The measurements are also compared to theoretical models incorporating jet quenching.

The low $p_{\mathrm{T}, \mathrm{jet}}$ reach of this measurement, which to date is unique for reconstructed jet measurements in heavy-ion collisions at the LHC, is notable. Jet measurements in heavy-ion collisions, which impose a lower threshold in jet $p_{\mathrm{T}}$ of a few 10 s of $\mathrm{GeV} / c$, are subject to a selection bias in the reported jet population (for instance, in the relative fraction of quark and gluon jets), which complicates their interpretation in terms of jet quenching [83, 84]. The measurements reported here are much less affected by this bias, however, because of their much lower $p_{\text {T,jet }}$ threshold. For acoplanarity measurements, low $p_{\mathrm{T}, \mathrm{jet}}$ is advantageous because medium-induced effects are expected to be largest in relative terms in that range, and in-vacuum broadening due to Sudakov radiation is smallest at low $p_{\mathrm{T}, \mathrm{jet}}$ [76].

These measurements at low $p_{\mathrm{T}, \text { jet }}$ and large $R$ in $\mathrm{Pb}-\mathrm{Pb}$ collisions require the determination of a triggercorrelated signal in a large and complex background. This paper details the data-driven procedures used to carry out such measurements and determine their uncertainties. However, it is also valuable to carry out a qualitative cross-check of the entire framework, to ascertain the degree to which the correlated signal reported at low $p_{\mathrm{T}, \mathrm{jet}}$ and large $R$ is already present in the raw data, prior to application of the correction procedures, and is not generated solely by the corrections. This cross-check is also presented.

The manuscript is organized as follows: Sec. 2 presents the detector and datasets; Sec. 3 presents the analysis algorithms and observables; Sec. 4 and 5 present the raw distributions in $\mathrm{Pb}-\mathrm{Pb}$ and pp collisions, respectively; Sec. 6 presents the theoretical models and simulations used for correction of the data and for physics studies; Sec. 7 presents the correction procedures; Sec. 8 presents the systematic uncertainties; Sec. 9 presents the closure test for the $\mathrm{Pb}-\mathrm{Pb}$ analysis; Sec .10 presents the results; and Sec. 11 presents a summary and outlook.

## 2 Detector and datasets

The ALICE experiment and its performance are described in Refs. [85, 86]. The ALICE central barrel consists of detectors for charged-particle tracking, particle identification, and electromagnetic calorimetry, inside a large solenoidal magnet a with field strength of 0.5 T . The tracking in this analysis is carried out by the Inner Tracking System (ITS) [87], a 6-layer silicon detector with radial distance 3.9-43 cm from the beamline, and the Time Projection Chamber (TPC) [88], a gaseous detector with radial distance $85-247 \mathrm{~cm}$ from the beamline. Both detectors provide precise charged-particle tracking for track $p_{\mathrm{T}}>0.2 \mathrm{GeV} / c$ within a pseudorapidity $(\eta)$ coverage of $\eta<0.9$.

### 2.1 Datasets

Online triggering for the datasets used in this analysis was based on signals in the V0A and V0C forward scintillation detectors [89], collectively referred to as V0. The V0A acceptance is $2.8<\eta<5.1$ and that of V 0 C is $-3.7<\eta<-1.7$, over the full azimuth.
pp data: The data used in this analysis for pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ were recorded during the 2015 and 2017 LHC running periods, with a minimum bias (MB) trigger that required a coincidence
signal in V0A and V0C.
Offline event selection requires the presence of a primary vertex constructed from at least two tracklets, which are track segments formed by pairing hits in the Silicon Pixel Detector (SPD), the two layers of the ITS which are closest to the beam line; a primary vertex formed by tracks from the full tracking system with position in the beam direction $\left|z_{\mathrm{vtx}}^{\text {track }}\right|<10 \mathrm{~cm}$ relative to the nominal center of ALICE; and consistency in the location of the two vertices, $\left|z_{\mathrm{vtx}}^{\mathrm{track}}-z_{\mathrm{vtx}}^{\mathrm{SPD}}\right|<0.5 \mathrm{~cm}$. In-bunch event pileup is suppressed by rejecting events where multiple vertices are reconstructed, while out-of-bunch pileup is rejected based on V0 timing.

After event selection cuts, 100 M pp collision events from the 2015 data taking period and 940 M events from the 2017 data taking period are accepted. Detailed study of the features of the two datasets finds excellent consistency. They are combined and analyzed together, leading to a total of 1.04 B pp events which corresponds to an integrated luminosity of $20 \mathrm{nb}^{-1}$.
$\mathbf{P b}-\mathbf{P b}$ data: The data used in this analysis for $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ were recorded during the 2018 LHC heavy-ion run. Minimum-bias events were triggered online based on the coincidence of signals in the VOA and V0C detectors. A separate trigger class based on the V0 signal amplitude was used to collect a larger sample of central $\mathrm{Pb}-\mathrm{Pb}$ collisions. Offline event selection requires $\left|z_{\mathrm{vtx}}^{\text {track }}\right|<10 \mathrm{~cm}$ relative to the nominal center of ALICE. Same-bunch collision pileup is negligible in the $\mathrm{Pb}-\mathrm{Pb}$ sample, while out-of-bunch pileup within the SPD readout time was removed using V0 timing information. Additional selection based on the correlation between the number of SPD tracklets and the number of TPC clusters was applied, to suppress pileup of collisions from different bunch crossings that occur within the TPC readout time [86].

Events are characterized offline by "centrality," which is defined in terms of the percentile of the $\mathrm{Pb}-\mathrm{Pb}$ hadronic cross section using the summed V0A and V0C (V0) signal amplitudes [90]. The $\mathrm{Pb}-\mathrm{Pb}$ analysis focuses on "central" collisions, corresponding to $10 \%$ of the $\mathrm{Pb}-\mathrm{Pb}$ hadronic cross section with the largest V0 signal amplitude. After event selection, the central $\mathrm{Pb}-\mathrm{Pb}$ dataset comprises 89 M events, corresponding to an integrated luminosity of $0.12 \mathrm{nb}^{-1}$.

### 2.2 Track reconstruction

Charged-particle tracking is performed offline using hits in the ITS and TPC, both covering $|\eta|<0.9$ over the full azimuth. The SPD had spatially non-uniform and time-varying coverage during the recording of these data. In order to ensure uniform and stable tracking efficiency in the analysis, "hybrid" tracks are therefore employed for both the pp and $\mathrm{Pb}-\mathrm{Pb}$ analyses. The hybrid track population consists of two exclusive sets of tracks: "global tracks", which are tracks with at least one SPD hit and good track-fit residuals in the ITS, but without a primary vertex constraint; and "complementary" tracks, which do not have any SPD hits, are constrained by the primary vertex, and likewise have good track-fit residuals in the ITS. Both sets of tracks are required to have at least 70 crossed pad rows and at least $80 \%$ of the geometrically findable space-points in the TPC. Tracks accepted for the analysis have $|\eta|<0.9$ over the full azimuth, and transverse momentum of $p_{\mathrm{T}}>0.15 \mathrm{GeV} / c$.

The tracking efficiency is estimated from a full detector simulation. For pp collisions, the tracking efficiency is $60 \%$ for $p_{\mathrm{T}}=0.15 \mathrm{GeV} / c$, increasing to $80 \%$ for $p_{\mathrm{T}}>0.4 \mathrm{GeV} / c$ [56]. For central $\mathrm{Pb}-\mathrm{Pb}$ collisions, the tracking efficiency is lower than that in pp collisions by up to $2 \%$. The momentum resolution in pp collisions is better than $3 \%$ for hybrid tracks for $p_{\mathrm{T}}<1 \mathrm{GeV} / c$, increasing linearly to $10 \%$ at $p_{\mathrm{T}}=100 \mathrm{GeV} / c$ [86]. In central $\mathrm{Pb}-\mathrm{Pb}$ collisions, the momentum resolution worsens by $10-15 \%$ at high $p_{\mathrm{T}}$ relative to the momentum resolution in pp due to the high-multiplicity environment.

## 3 Analysis

The analysis strategy and procedures are based on those developed in Ref. [50]. Their main features are discussed in this section.

### 3.1 Event selection

Event selection requires the presence of a high $-p_{\mathrm{T}}$ charged-hadron trigger particle in a defined $p_{\mathrm{T}}$ interval, $p_{\mathrm{T}, \text { low }}<p_{\mathrm{T}}^{\text {trig }}<p_{\mathrm{T}, \text { high }} \mathrm{GeV} / c$, denoted $\operatorname{TT}\left\{p_{\mathrm{T}, \text { low }}, p_{\mathrm{T}, \text { high }}\right\}$ ("Trigger Track"). If an event contains more than one hadron in the trigger interval, one is chosen at random. With this definition, the $p_{\mathrm{T}}$ dependence of the TT population is the same as that of the inclusive charged-hadron yield distribution.

The principal analysis is carried out using charged-hadron triggers in $\operatorname{TT}\{20,50\}$ (signal distribution, denoted $\mathrm{TT}_{\text {sig }}$ ). Uncorrelated background yield is corrected using a lower- $p_{\mathrm{T}}^{\text {trig }}$ interval, corresponding to $\mathrm{TT}\{5,7\}$ (reference distribution, denoted $\mathrm{TT}_{\text {ref }}$; see Sec . 3.4. The $\mathrm{Pb}-\mathrm{Pb}$ and pp datasets are each divided randomly into two distinct subsets of unequal numbers of events, with one for selecting the $\mathrm{TT}_{\text {sig }}$ population and the other for $\mathrm{TT}_{\text {ref }}$. The relative fraction of the population in each subset is chosen to maximize the statistical precision of the corrected distributions. For the $\mathrm{Pb}-\mathrm{Pb}$ dataset, $95 \%$ of events are assigned to the $\mathrm{TT}_{\text {sig }}$ population and $5 \%$ are assigned to the $\mathrm{TT}_{\text {ref }}$ population, while for the pp dataset the corresponding fractions are $90 \%$ and $10 \%$.

### 3.2 Jet reconstruction

Several types of jets are used in the analysis, which are distinguished by labelling their assigned $p_{\mathrm{T}}$ as follows [50]:

- For real data, $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {raw }}$ refers to the raw output of the jet-reconstruction algorithm; $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{recot}}$ jet denotes $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {raw }}$ after event-wise subtraction for the uncorrelated background energy (Eq. 3); and $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ denotes $p_{\mathrm{T}}$ for fully corrected jet distributions.
- For simulations, $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {part }}$ refers to jets reconstructed from generated charged particles (particle level), and $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {det }}$ refers to jets built from reconstructed charged tracks from the simulated data (detector level);
- Generic reference to a jet without specification of its level of correction or simulation is denoted $p_{\mathrm{T}, \mathrm{jet}}$.

The measured distributions are two-dimensional functions of $p_{\mathrm{T}, \mathrm{ch}}$ jet and $\Delta \varphi$, so the same labelling likewise applies to $\Delta \varphi$ distributions. However, for simplicity the jet type label (reco, part, or det) of the $\Delta \varphi$ distributions is suppressed and can be deduced from context.

Jet reconstruction is carried out on TT-selected events. Jet reconstruction for both pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions is performed using charged-particle tracks with $|\eta|<0.9$ and $p_{\mathrm{T}}>0.15 \mathrm{GeV} / c$ over the full azimuth, using the Fastjet implementation of the $k_{\mathrm{T}}$ and anti- $k_{\mathrm{T}}$ algorithms with boost-invariant $p_{\mathrm{T}^{-}}$ recombination scheme [9, 91, 92]. The momentum resolution is limited for high- $p_{\mathrm{T}}$ tracks, and jet candidates containing a track constituent with $p_{\mathrm{T}}>100 \mathrm{GeV} / c$ are rejected. Less than $1 \%$ of jet candidates in the range $100<p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}<140 \mathrm{GeV} / c$ are rejected by this cut, with negligible effect on the corrected physics distributions.

For both collision systems, jet reconstruction is carried out twice on each event. The first reconstruction pass utilizes the $k_{\mathrm{T}}$ algorithm and accepts jets with $\left|\eta_{\text {jet }}\right|<0.9-R$, where $\eta_{\text {jet }}$ is the jet centroid calculated by the $p_{\mathrm{T}}$-weighted vector sum of its constituent momenta. The first-pass jet population is used to
determine $\rho$, the event-wise estimate of the background energy density [93]. For $\mathrm{Pb}-\mathrm{Pb}$ collisions, $\rho$ is defined as

$$
\begin{equation*}
\rho=\operatorname{median}\left\{\frac{p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{raw}, i}}{A_{\mathrm{jet}}^{i}}\right\}, \tag{1}
\end{equation*}
$$

where $p_{\mathrm{T}, \text { ch jet }}^{\text {raw } i}$ and $A_{\text {jet }}^{i}$ are the raw (uncorrected) jet $p_{\mathrm{T}}$ and area [94] of the $i^{\text {th }}$ jet in the event, respectively. Jet area is calculated using ghosts with area 0.005 [94]. For pp collisions a modified definition appropriate for sparse events [95] is utilized.

$$
\begin{equation*}
\rho=C \times \operatorname{median}\left\{\frac{p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{raw}},}{A_{\mathrm{jet}}^{i}}\right\} ; C=\frac{\sum_{i} A_{\mathrm{jet}}^{i}}{A_{\mathrm{total}}}, \tag{2}
\end{equation*}
$$

in which $i$ enumerates reconstructed jet candidates, and $A_{\text {total }}=1.8 \times 2 \pi$ corresponds to the total detector acceptance. The two hardest jets in the event are excluded from the median calculation [93] in both Eq. 1 ] and 2 .

The second jet reconstruction pass utilizes the anti- $k_{\mathrm{T}}$ algorithm [9] with $R=0.2,0.4$, and 0.5 . The jet centroid is likewise calculated as the $p_{\mathrm{T}}$-weighted vector sum of constituents, with acceptance $\left|\eta_{\text {jet }}\right|<$ $0.9-R$ over the full azimuth. An additional selection on the jet area is applied to suppress unphysical jet candidates [50], requiring that $A_{\mathrm{jet}}>0.07$ for $R=0.2, A_{\mathrm{jet}}>0.4$ for $R=0.4$, and $A_{\mathrm{jet}}>0.6$ for $R=0.5$.

The raw jet $p_{\mathrm{T}}$ is then corrected event-wise for the estimated background density $\rho$ according to [93]

$$
\begin{equation*}
p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{recoc}, i}=p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{raw}, i}-\rho A_{\mathrm{jet}}^{i}, \tag{3}
\end{equation*}
$$

where $\rho$ for the event is calculated using either Eq. 1 or 2 . This adjustment accounts largely for eventwise variation in the overall level of background, which can be sizable for central $\mathrm{Pb}-\mathrm{Pb}$ collisions due to the broad distribution of charged-particle multiplicity within the $0-10 \%$ centrality class. However, it does not account for local background fluctuations, which likewise are sizable. Such residual fluctuations are corrected by unfolding ensemble-level distributions, as discussed in Sec. 7 .

### 3.3 Semi-inclusive distributions

For each TT-selected event set, recoil jet candidates are tabulated in bins of $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{recot}}$ jet and $\Delta \varphi$, and the distribution is normalized to the number of triggers $N_{\text {trig }}$. This normalized distribution is semi-inclusive, since event selection is based solely upon the presence of an inclusively-distributed high- $p_{\mathrm{T}}$ trigger track, without requiring the presence of jets with specific properties in the recoil region. It is therefore equivalent to the ratio of hard cross sections [50],

$$
\begin{equation*}
\left.\frac{1}{N_{\text {trig }}} \frac{\mathrm{d}^{2} N_{\mathrm{jet}}^{\mathrm{corr}}}{\mathrm{~d} p_{\mathrm{T}, \mathrm{jet}}^{\mathrm{d}} \Delta \varphi}\right|_{p_{\mathrm{T}}^{\text {trig }} \in \mathrm{TT}}=\left.\left(\frac{1}{\sigma^{\mathrm{AA} \rightarrow \mathrm{~h}}} \frac{\mathrm{~d}^{2} \sigma^{\mathrm{AA} \rightarrow \mathrm{~h}+\mathrm{jet}}}{\mathrm{~d} p_{\mathrm{T}, \mathrm{jet}} \mathrm{~d} \Delta \varphi}\right)\right|_{p_{\mathrm{T}, \mathrm{~h}} \in \mathrm{TT}} \tag{4}
\end{equation*}
$$

where $\mathrm{d}^{2} N_{\text {jet }}^{\text {corr }} / \mathrm{d} p_{\mathrm{T}, \mathrm{jet}} \mathrm{d} \Delta \varphi$ represents the differential yield of recoil jets, AA denotes pp or $\mathrm{Pb}-\mathrm{Pb}$ collisions, $\sigma^{\mathrm{AA} \rightarrow \mathrm{h}}$ is the cross section to generate a hadron within the $p_{\mathrm{T}}$ interval of the selected TT class, and $\mathrm{d}^{2} \sigma^{\mathrm{AA} \rightarrow \mathrm{h}+\mathrm{jet}} / \mathrm{d} p_{\mathrm{T}, \mathrm{jet}} \mathrm{d} \Delta \varphi$ is the differential cross section for coincidence production of a hadron in the TT interval and a recoil jet. Both cross sections in the ratio are perturbatively calculable in pp collisions [50, 96].


Figure 1: Trigger-normalized recoil jet distributions $(R=0.4)$ as a function of $\Delta \varphi$ and $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}$, in pp collisions (left) and in $\mathrm{Pb}-\mathrm{Pb}$ collisions (right) at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, for $\mathrm{TT}\{20,50\} \mathrm{GeV} / c$. The azimuthal region of the analysis is indicated by the vertical dashed lines.

In central $\mathrm{Pb}-\mathrm{Pb}$ collisions, the measured recoil jet population contains correlated jet candidates that originate from the same high- $Q^{2}$ interaction as the trigger track. In addition, the population contains uncorrelated combinatorial jet candidates arising from the random overlap of hadrons originating from multiple soft (low- $Q^{2}$ ) interactions, and uncorrelated but physical jet candidates arising from a different high- $Q^{2}$ interaction than the trigger (multi-partonic interactions) [50, 70]. The uncorrelated yield can be sizable, especially for jets with large $R$ at low $p_{\text {T,jet }}$ in central $\mathrm{Pb}-\mathrm{Pb}$ collisions.
Figure 1 shows the trigger-normalized recoil jet distributions for $\operatorname{TT}\{20,50\}$ in pp (left panel) and central $\mathrm{Pb}-\mathrm{Pb}$ (right panel) collisions for $R=0.4$. While the distributions are displayed over the full range in $\Delta \varphi$, this analysis focuses on the recoil region $\pi / 2<\Delta \varphi<3 \pi / 2$, as indicated by the vertical dashed lines. In $\mathrm{Pb}-\mathrm{Pb}$ collisions there is significant yield in the region $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}<0$. This yield arises because $\rho$ is the median jet $p_{\mathrm{T}}$-density in the event, i.e. approximately half of the acceptance has local $p_{\mathrm{T}}$-density less than $\rho$. As discussed in Refs. [50, 70], this yield originates predominantly from background fluctuations and enables data-driven normalization of background yield. This population is therefore not rejected; all jet candidates are accepted in the analysis.

### 3.4 Definition of the $\Delta_{\text {recoil }}$ observable

The goal of this analysis is to measure the trigger-normalized recoil jet distribution over a broad phase space, including low $p_{\mathrm{T}, \mathrm{jet}}$ and large $R$. However, in practice the semi-inclusive yield contains both trigger-correlated and uncorrelated contributions to the recoil jet yield. Uncorrelated background yield is especially large relative to correlated signal for low $p_{\mathrm{T}, \mathrm{jet}}$ and large $R$ in central $\mathrm{Pb}-\mathrm{Pb}$ collisions. The uncorrelated background distribution cannot be modeled accurately, and well-controlled background correction requires a fully data-driven approach.

The choice of observable for this analysis is motivated by the observation that, by definition, the triggernormalized uncorrelated jet yield is independent of $p_{\mathrm{T}}^{\text {trig }}$, and can therefore be removed by subtracting trigger-normalized recoil jet yields obtained with two different TT ranges. The observable $\Delta_{\text {recoil }}$ [50], which is designed for this purpose, is the difference between two semi-inclusive distributions with widely differing $p_{\mathrm{T}}^{\text {trig }}$ ranges: the signal distribution, denoted $\mathrm{TT}_{\text {sig }}$, and the reference distribution, denoted $\mathrm{TT}_{\text {ref }}$,

$$
\begin{equation*}
\Delta_{\mathrm{recoil}}\left(p_{\mathrm{T}, \mathrm{jet}}, \Delta \varphi\right)=\left.\frac{1}{N_{\text {trig }}} \frac{\mathrm{d}^{2} N_{\mathrm{jet}}}{\mathrm{~d} p_{\mathrm{T}, \mathrm{jet}} \mathrm{~d} \Delta \varphi}\right|_{p_{\mathrm{T}}^{\text {trig }} \in \mathrm{TT}_{\text {sig }}}-c_{\text {Ref }} \times\left.\frac{1}{N_{\text {trig }}} \frac{\mathrm{d}^{2} N_{\mathrm{jet}}}{\mathrm{~d} p_{\mathrm{T}, \mathrm{jet}} \mathrm{~d} \Delta \varphi}\right|_{p_{\mathrm{T}}^{\text {trig }} \in \mathrm{TT}_{\text {ref }}}, \tag{5}
\end{equation*}
$$

where $c_{\text {Ref }}$ is a normalization factor whose value is determined from the data. Scaling the $\mathrm{TT}_{\text {ref }}$ distribution by $c_{\text {Ref }}$ is needed to account for the effect of the correlated recoil jet yield at large positive $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$, which is smaller in the $\mathrm{TT}_{\text {ref }}$ population, on the magnitude of the normalized distribution at small and negative $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ [50] (see also Sec. 4.2). The $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}, \Delta \varphi\right)$ is normalized to unit $\eta_{\text {jet }}$ (notation not shown).

While the subtraction in $\Delta_{\text {recoil }}$ removes the large uncorrelated jet yield, the $\mathrm{TT}_{\text {ref }}$ population contains an admixture of trigger-correlated yield which is also removed from the measurement by the subtraction. As noted in Sec. 3.1, the $\mathrm{TT}_{\text {ref }} p_{\mathrm{T}}$-range is $\operatorname{TT}\{5,7\}$. This $p_{\mathrm{T}}$-interval is chosen to minimize the $\mathrm{TT}_{\text {ref }}$ correlated component, while still having high enough trigger $p_{\mathrm{T}}$ that its inclusive production cross section is perturbatively calculable in pp collisions. The $\Delta_{\text {recoil }}$ distribution is therefore not that of a single semi-inclusive recoil distribution, but rather the difference of two such distributions, both of which are perturbatively calculable; the $\Delta_{\text {recoil }}$ distribution is likewise perturbatively calculable.

In order to assess the effect of the subtraction of the $\mathrm{TT}_{\text {ref }}$ correlated yield for the choice $\mathrm{TT}_{\text {ref }}=\mathrm{TT}\{5,7\}$, the analysis was also carried out with $\mathrm{TT}_{\text {ref }}=\mathrm{TT}\{8,9\}$. While small differences are observed in the central values of the corrected results, all such differences are smaller than the systematic uncertainties of the measurement. This variation is however not an uncertainty; the choice of $\mathrm{TT}_{\text {ref }}$ defines the observable. This cross-check shows rather that the physics conclusions from the analysis are not significantly dependent upon the specific choice of $\mathrm{TT}_{\text {ref }}$.

This manuscript reports the following projections of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}, \Delta \varphi\right)$ :
$-\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \text { jet }}\right):$ projection onto $p_{\mathrm{T}, \text { jet }}$ for $|\Delta \varphi-\pi|<0.6$;
$-\Delta_{\text {recoil }}(\Delta \varphi):$ projection onto $\Delta \varphi$ for various intervals in $p_{\mathrm{T}, \mathrm{jet}}$.

## 4 Measurement of $\boldsymbol{\Delta}_{\text {recoil }}$ : central $\mathbf{P b - P b}$ collisions

For jet measurements in central $\mathrm{Pb}-\mathrm{Pb}$ collisions at low $p_{\mathrm{T}, \text { jet }}$ and large $R$, where the uncorrelated background is much larger than the correlated signal yield, the two terms in Eq. 5 are similar in magnitude. Measurement of the correlated signal in this region therefore requires accurate determination of a small difference between two large numbers. This in turn requires precise relative calibration of the two terms, for both $p_{\mathrm{T}}$-scale and yield.

This calibration is based on the observation, discussed above, that the jet yield in the region $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{recot}}<0$ is strongly dominated by background fluctuations, whose contribution is common to the two terms in Eq. 5 .

Specifically, the calibrated distributions of the two terms in Eq. 5 are required to be consistent within statistical uncertainties over a significant range in the left-most part of the $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{reco}}$ jet distribution [50, 70]. As shown in Fig. 3 , the distributions vary significantly in this region; this requirement is therefore highly restrictive, providing strong and purely data-driven constraints on the calibration.

### 4.1 Relative $\mathbf{p}_{\mathrm{T}}$-scale calibration: $\Delta \rho$

The two terms in Eq. 5 correspond to different TT-selected populations, which have significantly different recoil jet $p_{\mathrm{T}}$ spectra (Figs. 3 and 8). Since the presence of correlated hard jets reduces the acceptance for uncorrelated, soft combinatorial jets [50], this difference can generate different $\rho$ distributions


Figure 2: $\rho$ distributions for central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$. Upper panel: $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ distributions, and the $\mathrm{TT}_{\text {ref }}$ distribution shifted by $\Delta \rho=1.7 \mathrm{GeV} / c$ (Sec.4.1). Lower panel: ratio of $\mathrm{TT}_{\text {ref }}$ and shifted $\mathrm{TT}_{\text {ref }}$ to $\mathrm{TT}_{\text {sig }}$ distribution. The mean $(\mu)$ and RMS of the distributions are given in the legend. The vertical lines on the data points are the statistical uncertainties, and the shaded band on the ratio of the $\mathrm{TT}_{\text {sig }}$ over the shifted $\mathrm{TT}_{\text {ref }}$ distributions represents the systematic uncertainty of the procedure.
(Eq. 11) [70]. This in turn will affect the $p_{\mathrm{T}}$-scale calibration, since Eq. 5 is a function of $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{reco}}$, which includes the area-based adjustment $\rho A_{\text {jet }}$ (Eq. 3).

In Ref. [70], comparison of the $\rho$ distributions in the same event (SE) and mixed event (ME) populations shows that their shapes are similar but are displaced by a shift $\Delta \rho=60 \mathrm{MeV} / c$. Shifting the ME $\rho$ distribution by $\Delta \rho=60 \mathrm{MeV} / c$ significantly improves the agreement of the shapes of the SE and ME $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ distributions in the region $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}<0$, thereby validating this procedure to calibrate the relative $p_{\mathrm{T}}$-scale.

Figure 2 shows the $\rho$ distributions for the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ event selections in this analysis, for central $\mathrm{Pb}-\mathrm{Pb}$ collisions. While the shapes are similar, the mean of the $\mathrm{TT}_{\mathrm{sig}}$-selected distribution is larger. Shifting the $\mathrm{TT}_{\text {ref }}$-selected distribution to larger values uniformly by $\Delta \rho=1.7 \mathrm{GeV} / c$ flattens the ratio of the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ distributions with high precision over much of the measured range (Fig. 2, lower panel), and this flatness persists when applying additional shifts in the $\mathrm{TT}_{\text {ref }}$ distribution up to $\pm 0.1$ $\mathrm{GeV} / c$. A shift of $\Delta \rho=1.7 \pm 0.1 \mathrm{GeV} / c$ is therefore the optimal $\rho$ calibration for this analysis.

Note that this $\Delta \rho$ calibration procedure was not applied in the ALICE Run 1 analysis of this observable [50], thereby limiting its $p_{\mathrm{T}, \text { jet }}$ range and precision.

### 4.2 Yield calibration: $\mathbf{c}_{\text {Ref }}$



Figure 3: Trigger-normalized semi-inclusive recoil jet distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations in central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, for $R=0.2$ (upper panels), 0.4 (middle panels), and 0.5 (lower panels). The $\Delta \rho$ correction (Sec. 4.1) has been applied to the $\mathrm{TT}_{\text {ref }}$ distributions. The left column shows distributions in the $\Delta \varphi$ acceptance of the $\Delta_{\text {recoil }}\left(p_{\text {T,jet }}\right)$ analysis. The remaining columns show distributions in selected $\Delta \varphi$ bins for the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis, with the second column having the largest deviation from $\Delta \varphi=\pi$ and the rightmost column at $\Delta \varphi \sim \pi$.

Figure 3 shows the trigger-normalized semi-inclusive recoil jet distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected events in central $\mathrm{Pb}-\mathrm{Pb}$ collisions for $R=0.2,0.4$, and 0.5 , for a $\Delta \varphi$ interval corresponding to that of the $\Delta_{\text {recoil }}\left(p_{\text {T,jet }}\right)$ analysis (left panels), and for selected $\Delta \varphi$ bins of the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis (middle and right panels). The $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions are similar in the region $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}<0$, even though a systematic difference is visible in all panels of Fig. 3. This is consistent with what has been found previously for central A-A collisions in Refs. [50, 70].

The integrals of the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions reported in each panel are consistent to within a few percent, with many of them consistent at the per-mil level (see also Refs. [50, 70]). This invariance, combined with the harder tail of the $\mathrm{TT}_{\text {sig }}$-selected recoil jet distribution at large positive $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{rec}} \mathrm{jet}$, implies that the $\mathrm{TT}_{\text {sig }}$ recoil distribution is lower than the $\mathrm{TT}_{\text {ref }}$ recoil distribution in the region $p_{\mathrm{T}, \text { ch }}^{\text {reco }}$ jet $<0$. Figure 4 shows the ratio of the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref- }}$-selected distributions for each panel of Fig. 33, The ratio in the negative $p_{\mathrm{T}, \mathrm{ch}}^{\text {reco }}{ }_{j e t}$ region is indeed less than unity in all cases, as expected.
Notably, for $R=0.4$ and 0.5 , the ratio is independent of $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{reco}}$ jet within statistical uncertainties for a


Figure 4: Ratio of $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions from Fig. 3, with the same panel layout. The horizontal dashed line and band show the value of $c_{\text {Ref }}$ and its uncertainty. The vertical solid grey line is at $p_{\mathrm{T}, \mathrm{ch} j \text { jet }}^{\text {reo }}=0$, and horizontal solid grey line is at unity. See text for details.
significant range in $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{rec}}$, i.e. the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions have the same shape within uncertainties in this region, over which they each vary by several orders of magnitude. For $R=0.2$, this invariance may also be present but cannot be observed clearly in the negative $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ region because of the significantly smaller background fluctuations than for larger- $R$ distributions.

Consistency in the shape of the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions over a significant range in the negative $p_{T, c h}^{\text {reco }}$ jet region confirms that the yield in this region is dominated by uncorrelated background. To account for the difference in their overall magnitude, the $\mathrm{TT}_{\text {ref }}$ distribution is renormalized by a factor $c_{\text {Ref }}$, as indicated in Eq. 5 [50]. The value of $c_{\text {Ref }}$ is determined for each $\Delta \varphi$ bin using a two-parameter linear fit to the left-most points of the ratio, up to a cutoff value of $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}$. The cutoff value is varied and the slope and its error from the fit are determined. The procedure is terminated at the largest cutoff in $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ for which the slope parameter is still consistent with zero within $2 \sigma$, indicating the range in $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{rec}}$ over which the uncorrelated jet yield dominates both the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions. The value of $c_{\text {Ref }}$ is then determined by evaluating the fit function in the middle of its range.

Figure 5 shows the trend of $c_{\text {Ref }}$ as a function of $\Delta \varphi$, which is used in the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis, for $R=0.2$, 0.4 , and 0.5 . The value of $c_{\text {Ref }}$ decreases as $\Delta \varphi$ approaches $\pi$. This is because the largest difference in the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ distributions at high $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {reco }}$ occurs at $\Delta \varphi=\pi$, where the largest correlated yield is present, resulting in a larger vertical offset between $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ at $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}<0$. Conversely, the smallest difference occurs at $\Delta \varphi=\pi / 2$, where a smaller vertical offset between $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ at $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}<0$ occurs. The $c_{\text {Ref }}$ values for the $\Delta_{\mathrm{recoil}}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis are indicated in the figure as horizontal bands.


Figure 5: Scaling factor $c_{\text {Ref }}$ of $\Delta_{\text {recoil }}(\Delta \varphi)$ for $R=0.2,0.4$, and 0.5 . The vertical bars indicate the statistical uncertainties. The value of $c_{\text {Ref }}$ for the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis, which integrates over the region $|\Delta \varphi-\pi|<0.6$, is displayed as a horizontal bar for each value of $R$, with shaded bands indicating statistical uncertainty.

### 4.3 Qualitative estimate of low- $\mathrm{p}_{\mathrm{T}, \mathrm{ch} \text { jet }}$ kinematic reach

The measurement in central $\mathrm{Pb}-\mathrm{Pb}$ collisions of recoil jet distributions at low $p_{\mathrm{T}, \mathrm{jet}}$, large $R$, and large azimuthal deviation from the back-to-back configuration $\Delta \varphi \sim \pi$ is especially challenging, because of the especially small correlated signal relative to large uncorrelated background. The following sections detail the correction procedures and systematic uncertainties for such measurements. However, it is useful to first look at the raw data for a qualitative assessment of this analysis challenge. Specifically, to what extent can a non-zero correlated signal already be seen in the raw data, in the kinematic region expected to contribute to the low $p_{\mathrm{T}, \mathrm{ch}}$ jet region of the fully corrected recoil jet distribution?

Figure 4 can be used to address this question. In each panel, a statistically significant difference between the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions is evident at negative values of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$. However, $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{recot}}$ jet still includes the effect of residual background fluctuations, which are subsequently corrected by unfolding (Sec. 77). The lowest value of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ at which this difference is significant therefore does not indicate directly the low- $p_{T, j e t}$ range achievable in fully-corrected distributions. Nevertheless, that range can be estimated parametrically.

Section 7.2.2 describes the embedding procedure to quantify the magnitude of $p_{\mathrm{T}, \mathrm{jet}}$ smearing from residual background fluctuations. The $p_{\mathrm{T}, \mathrm{jet}}$-smearing calculated by this procedure is characterized by an RMS of $\sim 6 \mathrm{GeV} / c$ for $R=0.2$ and $\sim 17 \mathrm{GeV} / c$ for $R=0.5$. In Fig. 4, statistically significant differences between $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions occur in the $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ ranges $[-10,-5] \mathrm{GeV} / c$ for $R=0.2$, and $[-20,-15] \mathrm{GeV} / c$ for $R=0.5$. These values of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ are below zero by amounts similar to the RMS values of $p_{\mathrm{T}, \mathrm{jet}}-$ smearing, and therefore have contributions predominantly from yield in the true recoil jet distribution at very low (positive) values of $p_{\mathrm{T}, \mathrm{jet}}$. Based on these considerations of uncorrected data, significant measurements of the corrected recoil jet yield at low $p_{\mathrm{T}, \mathrm{ch}}$ jet are expected. Figs. 13 and 14 show that this is indeed achieved by the analysis employing the full correction procedure.

## 4.4 $\Delta_{\text {recoil }}$ distributions

Figure 6 shows the trigger-normalized recoil distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations in central $\mathrm{Pb}-\mathrm{Pb}$ collisions for $R=0.2,0.4$, and 0.5 . The $\mathrm{TT}_{\text {ref }}$ distribution is fully calibrated, i.e. the $\Delta \rho$ correction is applied and its amplitude is scaled by $c_{\text {Ref }}$. The resulting $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {reco }}\right)$ (left panels) and $\Delta_{\text {recoil }}(\Delta \varphi)$ (right panels) distributions are shown. The $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions shown correspond to the $20<p_{\mathrm{T}, \text { ch jet }}^{\text {reco }}<30 \mathrm{GeV} / c$ region. Since $\Delta_{\text {recoil }}$ is the difference between two terms, it can take negative values; however, the vertical axes of the left panels of Fig. 6use a logarithmic scale and cannot display negative values. Points with negative values for $\Delta_{\text {recoil }}$ are consequently not shown, but in every case are consistent with zero within statistical uncertainties.

Because the $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected distributions at low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ are closely similar in magnitude and vary rapidly, a mismatch in the $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{recot}}$ jet scale of the two distributions would in turn generate a rapidly varying structure in their difference. However, the $\Delta_{\text {recoil }}$ distributions are seen to vary smoothly as a function of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$, providing additional validation of the calibration techniques presented above.

## 5 Measurement of $\Delta_{\text {recoil }}$ : pp collisions

In this analysis, medium-induced effects are determined by comparing measurements of $\mathrm{Pb}-\mathrm{Pb}$ collisions to those of pp collisions. The observable $\Delta_{\text {recoil }}$ was developed for precise, data-driven correction of the large background accompanying jet measurements in $\mathrm{Pb}-\mathrm{Pb}$ collisions, which is not present in pp collisions, and a more conventional approach could suffice for the analysis of pp data. Nevertheless, for accurate comparison of the two systems, measurements of $\Delta_{\text {recoil }}$ and its projections are likewise reported for pp collisions. However, since the uncorrelated background is much smaller in pp than in central $\mathrm{Pb}-\mathrm{Pb}$ collisions, the calibrations discussed in Sec. 4.1 and 4.2 are simpler. Specifically, the magnitude of $\rho$ is much smaller in pp collisions, and the $\Delta \rho$ calibration is not required.

Figure 7 shows the uncorrected distribution of semi-inclusive recoil jet distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}-$ selected populations in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ for $R=0.4$, together with their ratio to determine the value of $c_{\text {Ref }}$. The principal value of $c_{\text {Ref }}$ is determined using a two-parameter linear fit in a narrow range around $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}=0$. The fit range is varied to estimate the systematic uncertainty. The value of $c_{\text {Ref }}$ obtained with this procedure varies between 0.92 and 1.0 , depending on $R$. The dependence of $c_{\text {Ref }}$ on $\Delta \varphi$ for the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis is negligible, and the same value of $c_{\text {Ref }}$ is used for all $\Delta \varphi$ bins for pp collisions.

Figure 8 shows the trigger-normalized recoil distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations, and


Figure 6: Trigger-normalized semi-inclusive recoil jet distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations in central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, for $R=0.2$ (top), 0.4 (middle), and 0.5 (bottom). The $\mathrm{TT}_{\text {ref }}$ distribution has the $\Delta \rho$ calibration applied and is scaled by $c_{\text {Ref }}$. The resulting $\Delta_{\text {recoil }}$ distribution is also shown. Left panels: Distributions as a function of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ in the $\Delta \varphi$ acceptance of the $\Delta_{\text {recoil }}$ ( $p_{\mathrm{T}, \mathrm{jet}}$ ) analysis. Right panels: Distributions as a function of $\Delta \varphi$, for $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}} \in[20,30] \mathrm{GeV} / c$. Data points with a negative value for $\Delta_{\text {recoil }}$ are not shown, but all such points are consistent with zero within statistical error.
the corresponding $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {reco }}\right)$ and $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions, for pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$. The distributions correspond to the same $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ and $\Delta \varphi$ regions as the $\mathrm{Pb}-\mathrm{Pb}$ distributions shown in Fig. 6 The $\mathrm{TT}_{\text {ref }}$ component is negligible except in a narrow region around $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}=0$, so that the $\Delta_{\text {recoil }}$ distributions closely match those of the $\mathrm{TT}_{\text {sig }}$-selected population.

## 6 Theoretical calculations

Monte Carlo (MC) event generators are used both for physics studies and for the simulation of the detector response to correct the measured distributions for instrumental effects.


Figure 7: Left: trigger-normalized semi-inclusive recoil jet distributions with $R=0.4$ for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$; Right: ratio of the two distributions. The horizontal blue line indicates the fit to the ratio close to $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{reco}}=0$ for the determination of $c_{\text {Ref }}$, the value of which is also given in the figures.

Simulations used to correct for instrumental effects are carried out with the PYTHIA8 MC generator (Monash 2013 tune) [97, 98]). The detector response is simulated using GEANT 3.21 [99]. In $\mathrm{Pb}-\mathrm{Pb}$ collisions, additional corrections for the residual background fluctuations are carried out by embedding PYTHIA8 pp events into $\mathrm{Pb}-\mathrm{Pb}$ data events, as explained in detail in Sect. 7 .

For the simulation of pp collisions for physics studies, the following MC generators are used:

- PYTHIA8: leading order (LO) pQCD with logarithmic corrections;
- POWHEG [100-103] with CT14NLO PDFs [104]: calculation of scattering processes via jet pair production [105] up to next-to-leading order (NLO), matched to parton shower and hadronization from PYTHIA8;
- JETSCAPE PP19 tune [106]: based on PYTHIA8, with modified parton shower.

For model calculations in $\mathrm{Pb}-\mathrm{Pb}$ collisions, the following predictions are used. These models are based on PYTHIA8 (except JEWEL which is based on PYTHIA6 [107]) to generate hard processes, but differ in their treatment of jet-medium interactions and response of the QGP medium to the traversing jet:

- JETSCAPE [108] with $\mathrm{Pb}-\mathrm{Pb}$ tune [82]: multi-stage, modular MC generator for full simulation of heavy-ion collisions. Partonic evolution in the QGP is modelled using MATTER at high virtuality [109, 110] and LBT at low virtuality [111, 112];
- JEWEL [113, 114]: MC generator which includes both collisional and radiative parton energy loss mechanisms in a pQCD approach. Calculations are carried out in two different ways: (i) including recoiling partons from the medium in the jet finding and subtracting the recoil partons 4-momentum from $p_{\mathrm{T}, \mathrm{jet}}[81]$ ) ("recoils on, 4MomSub"); and (ii) not including recoiling partons in the jet response ("recoils off");
- Hybrid Model [35]: MC generator which incorporates both weakly- and strongly-coupled elements of jet quenching by describing the pQCD jet dynamics using DGLAP evolution, and the soft jet-medium interaction using a holographic description based on the AdS/CFT correspondence. Model predictions optionally include the effects of Molière elastic scattering [80] and wake effects.


Figure 8: Trigger-normalized semi-inclusive recoil jet distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected populations in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$, for $R=0.2$ (top), 0.4 (middle), and 0.5 (bottom). The $\mathrm{TT}_{\text {ref }}$ distribution is scaled by $c_{\text {Ref }}$. The resulting $\Delta_{\text {recoil }}$ distribution is also shown. Left panels: Distributions as a function of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ in the $\Delta \varphi$ acceptance of the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis. Right panels: Distributions as a function of $\Delta \varphi$, for $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }} \in[20,30]$ $\mathrm{GeV} / c . \mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$ distributions in left middle panel are the same as in Fig. 7 . left panel.

The acoplanarity distributions are also compared to an analytical calculation:

- pQCD@LO: LO pQCD calculation with Sudakov resummation [76] based on the framework in Refs. [77, 115]. Azimuthal broadening due to gluon radiation in vacuum is treated separately from medium-induced broadening, with the latter controlled by the in-medium jet transport coefficient $\hat{q}$.


## 7 Corrections

This section presents the corrections for instrumental and background effects. The semi-inclusive distributions reported here have two components: the high- $p_{\mathrm{T}}$ trigger hadron, which is used for event selection, and the reconstructed jets in the selected events. The corrections for each component are discussed in the next subsections.

### 7.1 Trigger hadrons

As discussed in Ref. [50], high- $p_{\mathrm{T}}$ charged hadrons rather than jets are chosen as the trigger for this analysis because they are measured in central $\mathrm{Pb}-\mathrm{Pb}$ collisions with high precision event-by-event, without the need for corrections to the complex accompanying background. Tracking efficiency at high- $p_{\mathrm{T}}$ is independent of $p_{\mathrm{T}}$ [116], so that the loss of tracks due to inefficiency is equivalent in this analysis simply to a reduction in integrated luminosity without imposing a bias on the hadron selection. Correction for the trigger hadron tracking efficiency is therefore not required. The effect of track momentum resolution on the selection of trigger hadrons near threshold was found to be negligible in Ref. [50], so is also not considered here.

A potential additional bias is the correlation of the high- $p_{\mathrm{T}}$ hadron distribution with that of the event plane (EP). However, for central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=2.76 \mathrm{TeV}$ this bias was found to be negligible [50]. Its magnitude was rechecked for this analysis and again found to be negligible, and this effect is not considered further here.

The azimuthal angle $(\varphi)$ resolution of charged tracks is better than 0.5 mrad for tracks with $p_{\mathrm{T}}>$ $5 \mathrm{GeV} / c$, and as such no correction for angular smearing of the trigger track is warranted.

### 7.2 Reconstructed jet distributions

The measured charged-particle jet distributions are corrected for the effects of both detector response and residual background fluctuations. The detector response corresponds to the effects of tracking inefficiencies, track $p_{\mathrm{T}}$-resolution, and weak-decay background, all of which modify the jet momentum and axis when the jet is reconstructed in both pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions. Local fluctuations in the background also smear the reconstructed jet $p_{\mathrm{T}}$ and $\Delta \varphi$ in $\mathrm{Pb}-\mathrm{Pb}$ collisions.

Corrections for detector response and residual background fluctuations are carried out using an unfolding procedure. For the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis unfolding is done in one dimension, $p_{\mathrm{T}, \mathrm{jet}}$, while for the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis unfolding is done in two dimensions, $p_{\mathrm{T}, \mathrm{jet}}$ and $\Delta \varphi \cdot I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ for the two cases (see Secs. 10.3 and 10.6 ) are consistent within experimental uncertainties for all $R$, when projected in a common $\Delta \varphi$ acceptance.

### 7.2.1 Parameterized detector performance

While the unfolding procedure is carried out using the full response matrices described below, key parameters that characterize the detector performance for jet reconstruction are summarized here for reference. These quantities are not used for correction of the data.
$\mathbf{p}_{\mathrm{T}, \text { jet }}$ resolution and median $\mathbf{p}_{\mathrm{T}, \text { jet }}$ shift: The detector effects which smear the $p_{\mathrm{T}, \mathrm{jet}}$ distribution are characterized in pp simulations with the relative difference between the $p_{\mathrm{T}, \mathrm{jet}}$ at detector level and particle level, $\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{det}}-p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{part}}\right) / p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {part }}$ [117]. Table 1 shows the width and median shift of this distribution for $R=0.2$ and 0.5 in selected $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {part }}$ intervals. Since a value of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{det}}$ larger than $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {part }}$ can only arise from $p_{\mathrm{T}, \mathrm{jet}}$ resolution effects, and the distribution is not symmetric about zero, the $p_{\mathrm{T}, \mathrm{jet}}$ resolution is determined by fitting a Gaussian function to the distribution for $\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {det }}-p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {patt }}\right) / p_{\mathrm{T}, \mathrm{ch}}^{\text {patt }}>0$ while fixing the mean of the fit to zero, since resolution effects are symmetric. The median relative $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {part }}$
shift, which is non-zero due to detector inefficiencies, is also reported. These values are representative of the instrumental effects in both pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions.

Table 1: The resolution and median of the relative smearing of $p_{\mathrm{T}, \mathrm{jet}}$ due to detector effects, $S=\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{det}}-\right.$ $\left.p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{part}}\right) / p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\mathrm{part}}$, for $R=0.2$ and 0.5 in selected $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{part}}$ intervals. Values are expressed in percentages.

|  | $R=0.2$ |  | $R=0.5$ |  |
| :--- | :---: | :---: | :---: | :---: |
| $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {part }}[\mathrm{GeV} / c]$ | $\sigma^{\mathrm{RHS}}(S)$ | median $(S)$ | $\sigma^{\mathrm{RHS}}(S)$ | median $(S)$ |
| $[5,10]$ | $0.9 \%$ | $-0.3 \%$ | $0.7 \%$ | $-3 \%$ |
| $[50,100]$ | $1.8 \%$ | $-9 \%$ | $1.7 \%$ | $-10 \%$ |

$\Delta \varphi$ resolution: The resolution in $\Delta \varphi$, denoted $\sigma_{\Delta \varphi}$, is the standard deviation of the difference between the detector-level and truth-level jet values of $\Delta \varphi$. Table 2 shows $\sigma_{\Delta \varphi}$ for $R=0.2$ and $R=0.5$ jets for selected $p_{\mathrm{T}, \text { jet }}$ intervals in simulations of $\mathrm{Pb}-\mathrm{Pb}$ and pp collisions. The resolution is due to detector effects in pp collisions, and to both detector effects and background fluctuations in $\mathrm{Pb}-\mathrm{Pb}$ collisions. The resolution is finer for high $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {part }}$ and small $R$. Note that $\sigma_{\Delta \varphi}$ is smaller than the width of the $\Delta \varphi$ bins in the analysis, and therefore corresponds to only a small correction in $\Delta \varphi$.

Table 2: Azimuthal difference resolution $\sigma_{\Delta \varphi}$ for $R=0.2$ and 0.5 in pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions in selected $p_{\mathrm{T}, \mathrm{ch}}^{\mathrm{part}}$ jet intervals. Values are expressed in radians.

|  | $R=0.2$ |  | $R=0.5$ |  |
| :---: | :---: | :---: | :---: | :---: |
| $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {part }}[\mathrm{GeV} / c]$ | $\sigma_{\Delta \varphi}(\mathrm{Pb}-\mathrm{Pb})$ | $\sigma_{\Delta \varphi}(\mathrm{pp})$ | $\sigma_{\Delta \varphi}(\mathrm{Pb}-\mathrm{Pb})$ | $\sigma_{\Delta \varphi}(\mathrm{pp})$ |
| $[10,20]$ | 0.05 | 0.020 | 0.13 | 0.05 |
| $[50,100]$ | 0.013 | 0.015 | 0.09 | 0.03 |

### 7.2.2 Unfolding

In the pp analysis, the response matrix for unfolding is constructed using pp events simulated using the PYTHIA8 [97] event generator and the GEANT3 [99] transport code. Detector-level jets are matched to particle-level jets based on their relative separation in rapidity and azimuth, $\Delta R=\sqrt{\Delta \eta^{2}+\Delta \varphi^{2}}$, and requiring $\Delta R$ to be less than 0.15 for $R=0.2$ jets, 0.25 for $R=0.4$ jets, and 0.35 for $R=0.5$.

For $\mathrm{Pb}-\mathrm{Pb}$ collisions, the response matrix accounts for both background fluctuations and detector response. It is constructed by embedding detector-level pp events simulated with PYTHIA8 into real $\mathrm{Pb}-\mathrm{Pb}$ data, and matching the PYTHIA8 detector-level jets with jets reconstructed from the combined event. The matching procedure requires the PYTHIA8 detector-level jet to share constituents carrying at least $50 \%$ of its total $p_{\mathrm{T}}$ with the PYTHIA8 $+\mathrm{Pb}-\mathrm{Pb}$ detector-level jet.

Unfolding is carried out using the iterative Bayesian algorithm implemented in the RooUnfold package [118]. For the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis, unfolding is carried out in one dimension to correct $p_{\mathrm{T}, \mathrm{ch}}^{\text {reco }}$, taking advantage of the fact that the $\Delta \varphi$ resolution correction is small. For the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis, two-dimensional unfolding is used to correct both $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}$ and $\Delta \varphi$. Crucial to this analysis is the ability to include the full $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}^{\text {reco }}$ range in the unfolding, which is enabled by the subtraction of the entire combinatorial background yield; the full $\Delta_{\text {recoil }}$ range shown in Figs. 6 and 8 is therefore used in the unfolding.

The regularization parameter, which for iterative Bayesian unfolding is the number of iterations, is optimized using both a consistency test between the raw and back-folded distributions, and the requirement
that unfolded distributions from successive iterations have minimal variation. The optimal regularization parameters lie between 4 and 8 , depending on collision system and jet $R$.

A key element of the unfolding procedure is the choice of prior. For the $\mathrm{Pb}-\mathrm{Pb}$ analysis the prior is based on the $\Delta_{\text {recoil }}$ distribution calculated with JEWEL (recoils off), and for the pp analysis the prior is based on the $\Delta_{\text {recoil }}$ distribution calculated with PYTHIA8. The distributions are fitted with a smooth function to remove the effect of finite statistical precision in the MC generation.

For the one-dimensional $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis, the prior $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ distribution is fitted with an exponential function $\Delta\left(p_{\mathrm{T}, \mathrm{jet}}\right)=p_{1} \exp \left(-p_{2} \times p_{\mathrm{T}, \mathrm{jet}}+p_{3} \times\left(p_{\mathrm{T}, \mathrm{jet}}\right)^{p_{4}}\right)$, where $p_{1,2,3,4}$ are fit parameters. In the pp analysis, this function is used as the prior, $P\left(p_{\mathrm{T}, \mathrm{jet}}\right)$. In the $\mathrm{Pb}-\mathrm{Pb}$ analysis, at low $p_{\mathrm{T}, \mathrm{jet}}$ the prior is less constrained in models and significant discrepancies between the prior and unfolded solution can lead to unstable unfolding. For this reason, additional regulation to $P\left(p_{\text {T,jet }}\right)$ is required. The prior in the $\mathrm{Pb}-\mathrm{Pb}$ analysis is therefore defined as $P\left(p_{\mathrm{T}, \mathrm{jet}}\right)=K \times\left(1-f\left(p_{\mathrm{T}, \mathrm{jet}}\right)\right)+\Delta\left(p_{\mathrm{T}, \mathrm{jet}}\right) \times f\left(p_{\mathrm{T}, \mathrm{jet}}\right)$, where $K$ is a constant defining the magnitude of the prior at low $p_{\mathrm{T}, \text { jet }}$ and $f\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ is a cutoff function, $f\left(p_{\mathrm{T}, \mathrm{jet}}\right)=0.5 \times\left(\tanh \left[\left(p_{\mathrm{T}, \mathrm{jet}}-a\right) / b\right]+1\right)$, where $a$ and $b$ are constants. This function allows the prior to tend towards $K$ for $p_{\mathrm{T}, \mathrm{jet}}<a$ and towards $\Delta_{\text {recoil }}(\mathrm{JEWEL})$ for $p_{\mathrm{T}, \mathrm{jet}}>a$. This definition takes into account that jets with radius $R$ subtend finite area and their total number in the acceptance is limited in practice. The three constants are defined separately for each jet $R$ analysis, based on an iterative procedure in which each constant is varied independently, and the values that provide good convergence of unfolding are chosen.

For the $\Delta_{\text {recoil }}(\Delta \varphi) \mathrm{pp}$ and $\mathrm{Pb}-\mathrm{Pb}$ analyses, the $\Delta \varphi$ projections of the prior are parameterized with a function defined as $g(\Delta \varphi)=q_{1} \times \exp \left(\frac{\Delta \varphi-\pi}{\sigma}\right)+q_{2}$, where $q_{1,2}$ and $\sigma$ are fit parameters. The function $g(\Delta \varphi)$ is used to fit the $\Delta \varphi$ distribution for each $p_{\mathrm{T}, \text { jet }}$ bin separately. The function $g(\Delta \varphi)$ in each $p_{\mathrm{T}, \text { jet }}$ interval is then scaled such that the integral of $g(\Delta \varphi)$ in the region $|\Delta \varphi-\pi|<0.6$ is equal to $P\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ in the same $p_{T, j e t}$ region.

The unfolding procedure is validated through a full closure test in simulation, detailed in Sec. 9 .

### 7.2.3 Jet-finding efficiency

An efficiency correction, which is a function of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ and $\Delta \varphi$, is applied to the unfolded spectrum to account for the loss of jets outside the measured range due to smearing effects. In $\mathrm{Pb}-\mathrm{Pb}$ collisions, this efficiency is calculated using PYTHIA8-generated pp events embedded into $\mathrm{Pb}-\mathrm{Pb}$ data. For the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis, for $R=0.2$ the efficiency is greater than $99 \%$ over the full $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ range, while for $R=0.5$ the efficiency is around $92 \%$ at $p_{\mathrm{T}, \mathrm{ch}}$ jet $=10 \mathrm{GeV} / c$, rising to unity at $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}=100 \mathrm{GeV} / c$ and dropping to $96 \%$ at $p_{\mathrm{T}, \mathrm{ch} \text { jet }}=130 \mathrm{GeV} / c$. For the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis, this efficiency is around $93 \%$ for $R=0.2$ and above $70 \%$ for $R=0.5$ in the region $\Delta \varphi \sim \pi / 2$, increasing as $\Delta \varphi$ approaches $\pi$. In pp collisions, the efficiency is calculated using PYTHIA8 simulations. For the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis, the efficiency for all $R$ is greater than $97 \%$ for $p_{\mathrm{T}, \mathrm{ch} \text { jet }}=10 \mathrm{GeV} / c$, and consistent with unity at $p_{\mathrm{T}, \mathrm{ch} \text { jet }}=$ $140 \mathrm{GeV} / c$. For the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis, the efficiency is about $97 \%$ for $R=0.2(95 \%$ for $R=0.5)$ at $\Delta \varphi \sim \pi / 2$, increasing to $99 \%$ for $R=0.2(96 \%$ for $R=0.5)$ at $\Delta \varphi \sim \pi$.

An additional efficiency correction is applied after unfolding to account for the probability of reconstructing a particle-level jet, i.e. for the matching efficiency when constructing the response matrix. This factor is calculated using PYTHIA8 simulations of pp events, as the ratio of detector-level and particlelevel jet yield. It is found to be independent of $\Delta \varphi$. In $\mathrm{Pb}-\mathrm{Pb}$ collisions, this efficiency is around $90 \%$ at $p_{\mathrm{T}, \mathrm{ch} \text { jet }}=10 \mathrm{GeV} / c$ and around $98 \%$ at $p_{\mathrm{T}, \mathrm{ch} \text { jet }}=100 \mathrm{GeV} / c$. In pp collisions, it is approximately $92 \%$ at $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}=10 \mathrm{GeV} / c$ and $100 \%$ at $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}=100 \mathrm{GeV} / c$.

## 8 Systematic Uncertainties

For the pp and $\mathrm{Pb}-\mathrm{Pb}$ analyses, the systematic uncertainties are due to the tracking-efficiency uncertainty, the uncertainty on the scaling factor $c_{\text {Ref }}$, and the unfolding uncertainties, which include uncertainties due to the choice of prior, the choice of regularization parameter, the $p_{\mathrm{T}, \mathrm{jet}}$ binning choice, and the unfolding method. For the $\mathrm{Pb}-\mathrm{Pb}$ analysis, additional sources include the uncertainty due to the $\Delta \rho$ correction, the jet matching, and the unfolding non-closure. Tables 3 and 4 present a summary of the systematic uncertainties in pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions, respectively.

Table 3: Relative systematic uncertainties (in \%) for the analysis of pp collision data for $\Delta_{\text {recoil }}\left(p_{T, j e t}\right)$ and $\Delta_{\text {recoil }}(\Delta \varphi)$ at $\Delta \varphi=\pi$ and $\pi / 2$. Uncertainties are given for the lowest and highest measured values of $p_{\mathrm{T}, \mathrm{ch}}$ jet. Where the uncertainty is less than $0.1 \%$, it is specified as 'negl.' in the table. Where the uncertainty is not applicable, it is specified as ' X '.

| $R=0.2$ | $\Delta_{\text {recoil }}\left(p_{\text {T,jet }}\right)$ |  | $\Delta_{\text {recoil }}(\Delta \varphi) ; \Delta \varphi \sim \pi / 2$ |  | $\Delta_{\text {recoil }}(\Delta \varphi) ; \Delta \varphi \sim \pi$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [7, 10] GeV/c | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 0.2\% | 8.6 | 14.5 | 7.9 | 4.1 | 17.2 |
| $c_{\text {Ref }}$ | 1.0 | negl. | 0.8 | 0.5 | 0.4 | negl. |
| Prior | 8.1 | 7.5 | negl. | 0.5 | negl. | 0.3 |
| Regularization parameter | 0.3 | 1.0 | 0.3 | 4.4 | 0.1 | 0.3 |
| Binning | 1.0 | 0.2 | negl. | 3.3 | 1.9 | 0.9 |
| Unfolding method | 0.6 | 6.0 | X | X | X | X |
| Total uncertainty | 8.2 | 12.3 | 14.6 | 9.7 | 4.6 | 17.3 |
| $R=0.4$ | [7, 10] GeV/c | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 3.5\% | 10.0 | 11.9 | 10.9 | 3.7 | 14.0 |
| $c_{\text {Ref }}$ | 0.1 | negl. | 0.2 | 0.2 | 0.2 | negl. |
| Prior | 5.9 | 15.9 | negl. | 1.7 | 0.1 | 0.9 |
| Regularization parameter | 2.4 | 4.8 | 0.2 | 5.4 | 0.8 | 0.6 |
| Binning | 1.7 | 1.8 | 0.9 | 0.9 | 1.4 | 0.5 |
| Unfolding method | 6.0 | 6.0 | X | X | X | X |
| Total uncertainty | 9.5 | 20.4 | 11.9 | 12.3 | 4.1 | 14.1 |
| $R=0.5$ | [7,10] GeV/c | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 3.3\% | 10.0 | 8.2 | 18.1 | 8.6 | 7.5 |
| $c_{\text {Ref }}$ | 0.4 | negl | 1.4 | negl. | 1.8 | 0.2 |
| Prior | 6.9 | 13.6 | 0.1 | 0.9 | negl. | 1.0 |
| Regularization parameter | 12.5 | 6.4 | 1.0 | 3.0 | 0.3 | 0.9 |
| Binning | 0.7 | 0.8 | 0.6 | 0.8 | 3.7 | 0.2 |
| Unfolding method | 4.4 | 5.9 | X | X | X | X |
| Total uncertainty | 15.3 | 19.0 | 8.4 | 18.4 | 9.5 | 7.6 |

The tracking-efficiency uncertainty is estimated by modifying the response matrix used in the unfolding procedure via random rejection of a given fraction of tracks prior to jet finding, with the fraction corresponding to the uncertainty of the single-track efficiency. The single-track efficiency and its corresponding uncertainty is the combination of two contributions. The first contribution originates from the track selection criteria in the TPC. The second contribution originates from the matching of TPC tracks to the ITS hits. In pp collisions, the single-track efficiency uncertainty is approximately $3 \%$, while in

Table 4: Same as Table 3, for $\mathrm{Pb}-\mathrm{Pb}$ collisions. Where the uncertainty is less than $0.1 \%$, it is specified as 'negl.' in the table. Where the uncertainty is not applicable, it is specified as ' X '.

| $R=0.2$ | $\Delta_{\text {recoil }}\left(p_{\text {T,jet }}\right)$ |  | $\Delta_{\text {recoil }}(\Delta \varphi) ; \Delta \varphi \sim \pi / 2$ |  | $\Delta_{\text {recoil }}(\Delta \varphi) ; \Delta \varphi \sim \pi$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | [7, 10] GeV/c | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 1.3\% | 6.7 | 4.1 | 7.8 | 3.3 | 5.5 |
| $c_{\text {Ref }}$ | 1.7 | negl. | 3.5 | 1.3 | 2.2 | 0.4 |
| Prior | 36.2 | 0.3 | 28.1 | 6.4 | 29.6 | 1.7 |
| Regularization parameter | 0.8 | 4.2 | 3.2 . | 3.6 | 7.3 | 5.0 |
| Binning | 10.3 | negl. | 5.6 | 5.1 | 4.7 | 1.4 |
| Unfolding method | 6.5 | 16.0 | X | X | X | X |
| Jet matching | 10.1 | 0.6 | 11.9 | 0.7 | 4.2 | 0.6 |
| $\Delta \rho$ | 1.5 | negl. | 2.8 | 2.5 | 0.4 | 0.3 |
| Closure | X | X | X | X | X | X |
| Total uncertainty | 39.6 | 17.9 | 31.8 | 12.2 | 31.4 | 7.8 |
| $R=0.4$ | $[7,10] \mathrm{GeV} / \mathrm{c}$ | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 1.0\% | 7.2 | 2.1 | 10.5 | 0.8 | 5.1 |
| $c_{\text {Ref }}$ | 0.1 | negl. | 2.8 | 1.5 | 5.4 | 1.4 |
| Prior | 5.4 | 2.7 | 14.1 | 54.4 | 5.8 | 9.7 |
| Regularization parameter | 0.6 | 1.3 | 2.5 | 12.9 | 1.0 | 5.0 |
| Binning | 9.7 | 0.8 | 8.4 | 6.9 | 6.2 | 1.8 |
| Unfolding method | 4.4 | 13.8 | X | X | X | X |
| Jet matching | 1.0 | 0.7 | 6.6 | 0.2 | 4.2 | 3.9 |
| $\Delta \rho$ | 5.8 | 0.4 | 8.1 | 3.8 | 3.4 | 0.9 |
| Closure | 22.6 | X | X | X | X | X |
| Total uncertainty | 26.3 | 16.0 | 19.9 | 57.4 | 11.5 | 12.9 |
| $R=0.5$ | $[7,10] \mathrm{GeV} / \mathrm{c}$ | [110, 140] | [10, 20] | [50, 100] | [10, 20] | [50, 100] |
| Tracking efficiency | 9.1\% | 9.2 | 14.9 | 8.8 | 1.0 | 3.5 |
| $c_{\text {Ref }}$ | 5.8 | 0.4 | 11.1 | 19.7 | 11.2 | 5.8 |
| Prior | 11.3 | 12.6 | 19.6 | 19.1 | 7.2 | 4.1 |
| Regularization parameter | 1.2 | 8.6 | 2.8 | 21.8 | 1.6 | 2.1 |
| Binning | 5.9 | 0.4 | 5.4 | 7.8 | 4.0 | 1.6 |
| Unfolding method | 5.6 | 11.7 | X | X | X | X |
| Jet matching | 2.0 | 0.9 | 2.9 | 2.3 | 0.3 | 5.3 |
| $\Delta \rho$ | 11.9 | 0.5 | 10.5 | 3.1 | 6.2 | 2.2 |
| Closure | 20.5 | X | X | X | X | X |
| Total uncertainty | 29.6 | 21.3 | 29.7 | 37.1 | 15.4 | 10.1 |

central $\mathrm{Pb}-\mathrm{Pb}$ collisions, its value is approximately $6 \%$ for tracks with $p_{\mathrm{T}}=1 \mathrm{GeV} / c$, decreasing to approximately $3 \%$ for tracks with $p_{\mathrm{T}}=15 \mathrm{GeV} / c$ and above. The systematic uncertainty is the relative change in the unfolded result obtained with the modified response matrix with respect to the principal analysis.

The uncertainty in $c_{\text {Ref }}$ in $\mathrm{Pb}-\mathrm{Pb}$ collisions is estimated by varying the minimum and maximum values of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ used in the fit of the ratios in Fig. 4 , as well as the $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ value used to determine $c_{\mathrm{Ref}}$. The fit range is varied by $\pm 2 \mathrm{GeV} / c$ for $R=0.2, \pm 3 \mathrm{GeV} / c$ for $R=0.4$, and $\pm 4 \mathrm{GeV} / c$ for $R=0.5$, with the larger range for larger $R$ accounting for the wider $c_{\text {Ref }}$ fit range. For pp collisions, the uncorrelated background is smaller and the fit range to extract $c_{\text {Ref }}$ is narrower. The $c_{\text {Ref }}$ uncertainty is evaluated by varying the range of $\Delta \varphi$ in the vicinity of $p_{\mathrm{T}}=0$. In both pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions, the uncertainty reduces as $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$ increases due to the fact that the subtraction of the $\mathrm{TT}_{\text {ref }}$-selected distribution is a smaller relative correction at large $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\text {reco }}$.

The uncertainties due to the unfolding are assessed by varying its configuration. For pp collisions, the systematic uncertainty due to the prior utilized in the unfolding is determined by varying the value of the power in the functional form used to fit the prior. For $\mathrm{Pb}-\mathrm{Pb}$ collisions, the prior knowledge of the yield at low $p_{\mathrm{T}, \mathrm{ch}}$ jet is not well constrained, and thus the largest uncertainty in the prior arises from the shape of the low- $p_{\mathrm{T}, \mathrm{ch}}$ jet distribution within the function used fit it (see Sec. 7.2.2). The uncertainty on the prior is therefore assessed by varying the value of the parameters $a$ and $K$, while also requiring convergent unfolding without a substantial increase in the required number of iterations with respect to the principle analysis. For both collision systems, the unfolding algorithm uncertainty is assessed by utilizing SVD [119] as an alternative algorithm (where possible when performing 1-dimensional unfolding), and by varying the regularization parameter in the iterative Bayesian unfolding by $\pm 2$. The uncertainty related to the binning choice was assessed by varying the detector-level $p_{\mathrm{T}, \mathrm{jet}}$ binning, and by varying the minimum and maximum particle-level $p_{\text {T,jet }}$ bin limits. For the $\mathrm{Pb}-\mathrm{Pb}$ analysis, there is an additional source of systematic uncertainty related to the jet matching criteria when matching the PYTHIA8 detector-level jets with the PYTHIA8 $+\mathrm{Pb}-\mathrm{Pb}$ detector-level jets. This is estimated by varying the matching distance between the PYTHIA8 and PYTHIA $8+\mathrm{Pb}-\mathrm{Pb}$ detector-level jets between $0.5 R$ and $0.6 R$.

In $\mathrm{Pb}-\mathrm{Pb}$ collisions, the $\rho$ correction parameter $\Delta \rho$ (introduced in Sec. 4.1) is determined based on a fit to the ratio of the $\rho$ distributions for $\mathrm{TT}_{\text {sig }}$ and $\mathrm{TT}_{\text {ref }}$-selected data. However, there remain residual differences between the two distributions. The systematic uncertainty due to $\Delta \rho$ is determined by varying the shift by $\pm 0.1 \mathrm{GeV} / c$.

The closure test for the $\Delta_{\text {recoil }}\left(p_{T, j e t}\right)$ analysis in $\mathrm{Pb}-\mathrm{Pb}$ collisions also demonstrates moderate non-closure at low $p_{\text {T,jet }}$ (see Sec. 9 for details). In the regions where the closure discrepancy is not covered by the systematic uncertainties listed above, the relative discrepancy is considered as an additional systematic uncertainty. For the $\Delta_{\text {recoil }}\left(p_{T, j e t}\right)$ and $\Delta_{\text {recoil }}(\Delta \varphi)$ analyses in pp collisions the unfolding closure is successful for all $p_{\mathrm{T}, \mathrm{jet}}$ and $\Delta \varphi$, so no uncertainty is assigned.

In pp collisions, the effect of the underlying event subtraction is checked by performing the analysis with and without underlying event subtraction. For $p_{\mathrm{T}, \mathrm{ch} \text { jet }}^{\mathrm{reco}}>5 \mathrm{GeV} / c$, the $\Delta_{\text {recoil }}$ distributions with and without this subtraction are fully consistent within the statistical uncertainties, and no uncertainty is therefore assigned.

The total uncertainty is the quadrature sum of the systematic uncertainties from each distinct source. For the yield ratios $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \text { ch jet }}\right)$ (presented in Sec. 10.3 ) and $I_{\mathrm{AA}}(\Delta \varphi)$ (discussed in Sec. 10.6), the systematic uncertainties in the $\mathrm{Pb}-\mathrm{Pb}$ and pp measurements are assumed to be uncorrelated, and the uncertainty of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ is computed as their quadrature sum.

## 9 Closure test

A closure test is carried out on the $\mathrm{Pb}-\mathrm{Pb}$ analysis to validate the full correction procedure and systematic uncertainties presented in Secs. 7 and 8 . The closure test utilizes hybrid events, in which detector-level pp collisions generated by PYTHIA8 are embedded into real $\mathrm{Pb}-\mathrm{Pb}$ data events. The raw pseudo-data distributions from the hybrid events are then modified bin-by-bin to introduce the statistical precision of the real data, by adding jitter to the central value using a Gaussian-distributed random function whose $\sigma$ is the statistical uncertainty of data in the bin.

A full analysis is carried out on these events, with the trigger track required to originate from the PYTHIA8 pp event. Recoil jets are reconstructed, and the $\rho$ correction and $\Delta \rho$ calibration are applied using tracks from the full hybrid event. The raw distributions are then unfolded, the efficiency corrections are applied, and the systematic uncertainties are determined as in the analysis of real data. However, the systematic uncertainty due to the tracking efficiency is not included, since the tracking efficiency entering the raw-level distribution and the response matrix are both from the PYTHIA8 simulation, and therefore are consistent by definition.

This smearing procedure is carried out 20 times. The mean value of the resulting distribution of unfolded solutions is assigned as the central value of the unfolded result, and the RMS of the unfolded solutions is assigned as the statistical uncertainty. The quality of the closure is then judged by comparing the fully-corrected $\Delta_{\text {recoil }}$ distributions with the particle-level $\Delta_{\text {recoil }}$ distribution used as input.

Figure 9 shows the result of the closure test for the $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis of central $\mathrm{Pb}-\mathrm{Pb}$ collisions, comparing the unfolded result with the PYTHIA8-generated particle-level distribution. Each panel shows $\chi^{2} / \mathrm{NDF}$ from the comparison of the unfolded and particle-level distributions. While moderate discrepancies occur in the tail of the $\Delta \varphi$ distribution, farthest from $\Delta \varphi \sim \pi$, the distributions are in agreement within uncertainties, indicating successful closure.

Figure 10 shows the result of the closure test for the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis of central $\mathrm{Pb}-\mathrm{Pb}$ collisions. Good closure is likewise achieved over most of the $p_{\mathrm{T}, \mathrm{jet}}$ range. However, for $R=0.5$ and $R=0.4$ at low- $p_{\mathrm{T}, \mathrm{jet}}$, the distribution falls outside of the uncertainty of the unfolded result; in this case the relative magnitude of the discrepancy is included as a source of systematic uncertainty, as reported in Tab. 4 ,

## 10 Results

This section presents corrected $\Delta_{\text {recoil }}\left(p_{T, \text { ch jet }}, \Delta \varphi\right)$ distributions for pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions and physics results from their comparison. Key results are presented in the companion Letter [75].

## 10.1 $\Delta_{\text {recoil }}\left(p_{\text {T,ch jet }}\right)$ in pp collisions

Figure 11, upper panels, show fully-corrected $\Delta_{\text {recoil }}\left(p_{\text {T,ch jet }}\right)$ distributions for $R=0.2,0.4$, and 0.5 measured in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$, together with comparison to model calculations based on PYTHIA8 Monash 2013 tune [97, 98], JEWEL (vacuum) [114, 120], JETSCAPE (vacuum) [106], and POWHEG [105]. Figure 11, lower panels, show the ratio of the distributions in the upper panels to the fit of a smooth function to the data, in order to suppress fluctuations in the data for comparison purposes. The same smoothing procedure is used in the lower panels of Figs. 12, 13, and 14 .

The PYTHIA8 and JETSCAPE calculations agree with the data within experimental uncertainties over the full $p_{T, c h}$ jet range. These calculations are related, since JETSCAPE utilizes PYTHIA8 for hard process generation and string fragmentation, with independent procedures for final-state parton showering and hadronization. These independent processes are expected to have little effect on jet distributions, however. The POWHEG calculations likewise describe the data well over the full $p_{\mathrm{T}, \mathrm{ch}}$ jet range. The JEWEL calculation does not describe $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}$-dependence of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ well, overestimating the data for $p_{\mathrm{T}, \text { ch jet }}>30 \mathrm{GeV} / c$, with $\sim 40 \%$ disagreement at high $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$.


Figure 9: Closure test of $\Delta_{\text {recoil }}(\Delta \varphi)$ analysis for central $\mathrm{Pb}-\mathrm{Pb}$ collisions, for $R=0.2,0.4$, and 0.5 in selected $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ bins.

Figure 12 shows corrected $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions for $R=0.2,0.4$, and 0.5 measured in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ in various $p_{\mathrm{T}, \mathrm{ch}}$ jet bins, together with comparisons to theoretical calculations. The JETSCAPE calculation agrees with the data within uncertainties in all panels. The other calculations also agree with the data within uncertainties except for $\Delta \varphi \lesssim 2.5$ in the ranges $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>30 \mathrm{GeV} / c$ for $R=0.2$ (PYTHIA8, POWHEG, JEWEL), and $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>50 \mathrm{GeV} / c$ for $R=0.5$ (POWHEG, JEWEL). These pp data provide the reference for comparison to same distributions measured in $\mathrm{Pb}-\mathrm{Pb}$ collisions, to explore medium-induced effects.

## $10.2 \Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ in $\mathrm{Pb}-\mathrm{Pb}$ collisions

Figure 13 shows the corrected $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ distributions measured in $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02$ TeV , with comparison to theoretical calculations from JETSCAPE and JEWEL (both recoils on and


Figure 10: Closure test of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ analysis for central $\mathrm{Pb}-\mathrm{Pb}$ collisions.
recoils off). JETSCAPE reproduces the measurements well over the full $p_{\mathrm{T}, \mathrm{ch}}$ jet range for $R=0.2$ and 0.4 , and underpredicts the data for $R=0.5$. JEWEL (recoils off) agrees with the data at high $p_{\mathrm{T}, \mathrm{ch}}$ jet for all $R$, while it underpredicts the data at low $p_{\mathrm{T}, \mathrm{ch}}$ jet for $R=0.4$ and 0.5 . JEWEL (recoils on) describes the data better in the lowest $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ region of the measurement for $R=0.2$ and 0.4 , while it tends to overshoot the data at low $-p_{\mathrm{T}, \mathrm{ch}}$ jet for $R=0.5$. Overall, these models provide a reasonable description of the $\Delta_{\text {recoil }}\left(p_{\text {T,ch jet }}\right)$ distribution in $\mathrm{Pb}-\mathrm{Pb}$ collisions for $R=0.2$, while for $R=0.4$ and $R=0.5$, JEWEL (recoils on) best captures the main features of the data. However, none of the models quantitatively describes the data over the full $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ range for all values of $R$.
Figure 14 shows the corrected $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions for $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ for $R=0.2,0.4$, and 0.5 in selected $p_{\mathrm{T}, \mathrm{ch}}$ jet bins, with comparison to model calculations. JETSCAPE describes the $\Delta \varphi$ distributions fairly well in the ranges $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>20 \mathrm{GeV} / c$ for $R=0.2$ and $p_{\mathrm{T}, \mathrm{ch}}$ jet $>30$ $\mathrm{GeV} / c$ for $R=0.4$, underpredicting the data in $20<p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<30 \mathrm{GeV} / c$ for $R=0.4$ and $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>20$ $\mathrm{GeV} / c$ for $R=0.5$. JEWEL (recoils off) describes the data well only for $10<p_{\mathrm{T}, \mathrm{ch}}$ jet $<30 \mathrm{GeV} / c$ for $R=0.2$ and $50<p_{\mathrm{T}, \text { ch jet }}<100 \mathrm{GeV} / c$ for $R=0.5$, with poorer agreement in all other panels. JEWEL (recoils on) describes the data well except for the range $30<p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<100 \mathrm{GeV} / c$ for $R=0.2$ and 0.4.
Overall, JETSCAPE provides the best description of the data for high $p_{\mathrm{T}, \mathrm{ch}}$ jet and small $R$. JEWEL (recoils on) does best for low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ and large $R$, while JEWEL (recoils off) and JETSCAPE significantly underestimate the tails of these distributions. These features indicate that the observable is sensitive to treatment of the medium response, which differs between the models. Further insight into in-medium jet modification can be gained by direct comparison of the $\mathrm{Pb}-\mathrm{Pb}$ and pp distributions, which is presented next.

## $10.3 I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$

Medium-induced yield modification is measured by $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)=\Delta_{\text {recoil }}(\mathrm{Pb}-\mathrm{Pb}) / \Delta_{\text {recoil }}(\mathrm{pp})$, the ratio of the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \text { jet }}\right)$ distributions measured in $\mathrm{Pb}-\mathrm{Pb}$ and pp collisions. Figure 15 shows $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$, determined using the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ measurements in Figs. 11 and 13 .

The $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ distributions have significant dependence on $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}$ and $R$. For $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<20 \mathrm{GeV} / c$, $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ either increases above or is consistent with unity for all $R$. For $R=0.2$ and $0.4, I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$


Figure 11: Upper panels: corrected $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ distributions measured for $R=0.2$ (left), 0.4 (middle), and 0.5 (right) in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$, compared to calculations from JETSCAPE [108], JEWEL [113, 114], PYTHIA8 [97, 98], and POWHEG [100-103]. Lower panels: ratio of the data and calculations to a functional fit of the measured $\Delta_{\text {recoil }}\left(p_{\text {T,ch jet }}\right)$ distributions.
is lower than unity in the region $20<p_{\text {T,ch jet }}<60 \mathrm{GeV} / c$, corresponding to medium-induced yield suppression due to energy loss, rising towards larger $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}$. In contrast, $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ for $R=0.5$ is consistent with unity over the range $7<p_{\mathrm{T}, \mathrm{ch}}$ jet $<110 \mathrm{GeV} / c$, indicating that the angular scale of medium-induced energy loss is less than 0.5 rad .

The JETSCAPE calculation describes well the measured $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ distributions for $R=0.2$ and 0.4 in $p_{\mathrm{T}, \mathrm{ch} \text { jet }}>20 \mathrm{GeV} / c$, including the rising trend for $p_{\mathrm{T}, \mathrm{ch}}$ jet $>60 \mathrm{GeV} / c$. JETSCAPE predicts a similar $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$-dependence of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ for $R=0.5$, which however is not consistent with the measurement.
The JEWEL calculations, both recoils-off and recoils-on, describe the $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}} \mathrm{jet}\right)$ distribution for $R=$ 0.2 at low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$, but do not capture the $p_{\mathrm{T}, \mathrm{ch}}$ jet dependence of the data and underpredict them at higher $p_{\mathrm{T}, \mathrm{ch}}$ jet. For $R=0.4$, both versions underestimate the data at high $p_{\mathrm{T}, \mathrm{ch} \text { jet. }}$. For $R=0.4$ and 0.5 , JEWEL (recoils on) shows a significant increase in $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ towards low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ for $p_{\mathrm{T}, \mathrm{ch}}$ jet $<20 \mathrm{GeV} / c$, similar to the trend in the data for $R=0.4$. This increase is not seen for recoils-off. The larger value of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ in $20<p_{\mathrm{T}, \mathrm{ch} \text { jet }}<60 \mathrm{GeV} / c$ for $R=0.5$ seen in the data is reproduced by JEWEL with recoils-on but not recoils-off. This $R$-dependence is due to the implementation of medium response in JEWEL, in which energy is carried by recoiling partons at large angles to the jet centroid [81].
Hybrid Model calculations of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ are presented for $R=0.2$ and 0.4 . The model underestimates the magnitude of the data for all settings, although it reproduces the rising trend with increasing $p_{\mathrm{T}, \mathrm{ch}}$ jet seen in the data for $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>20 \mathrm{GeV} / c$. The model likewise captures the sharply rising trend with decreasing $p_{\mathrm{T}, \mathrm{ch}}$ jet at low $p_{\mathrm{T}, \mathrm{ch}}$ jet for $R=0.4$ with wake turned on, while no rising trend is seen when the wake is turned off, independent of the elastic scattering component.

Overall, JETSCAPE most accurately describes both the magnitude and $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}$ dependence of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ in the range $p_{\mathrm{T}, \mathrm{ch}}$ jet $>20 \mathrm{GeV} / c$ for $R=0.2$ and $R=0.4$, while JEWEL most accurately describes it in the same $p_{\mathrm{T}, \mathrm{ch}}$ jet region for $R=0.5$. The rising trend in data towards low $p_{\mathrm{T}, \mathrm{ch}}$ jet for $p_{\mathrm{T}, \mathrm{ch}}$ jet $<20 \mathrm{GeV} / c$ is described by both the Hybrid Model and JEWEL, but only with the inclusion of medium-response ef-


Figure 12: Corrected $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions for pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ for $R=0.2$ (top), 0.4 (middle), and 0.5 (bottom) in $p_{\mathrm{T}, \text { ch jet }}$ bins (left to right): [10,20], [20,30], [30,50], and [50,100] GeV/c. JETSCAPE, JEWEL, PYTHIA8, and POWHEG calculations are also shown. Upper sub-panels show the individual distributions, while lower sub-panels show their ratio to a functional fit of the measured data.


Figure 13: Upper panels: corrected $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ distributions measured for $R=0.2$ (left), 0.4 (middle), and 0.5 (right) in $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, compared to theoretical calculations from JETSCAPE and JEWEL. Lower panels: ratio of the data and calculations to a functional fit of the measured $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ distributions.
fects.

## 10.4 $\quad I_{\mathrm{AA}}\left(p_{\mathrm{T}, \text { ch jet }}\right)$ and trigger bias

A common picture of inclusive high- $p_{\mathrm{T}}$ hadron production in the presence of jet quenching in central A-A collisions is that the geometric distribution of vertices which generate such hadrons is biased, due to the interplay of jet energy loss and the shapes of the jet $p_{\mathrm{T}}$ spectrum and fragmentation function [4346, 50]. In this picture, observed high- $p_{\mathrm{T}}$ hadrons arise predominantly from jets generated in hard partonic scattering processes occuring at the surface of the hot QGP, headed outward ("surface bias"). For the semi-inclusive observable in this measurement, this surface bias implies a longer average path length for the jet population recoiling from a high $-p_{\mathrm{T}}$ hadron trigger than for the unbiased inclusive jet population.

This analysis indeed selects events based on the presence of a trigger hadron, which is a leading fragment of a "trigger" jet. To characterize this measurement the observable $\tilde{z}$ is defined as

$$
\begin{equation*}
\tilde{z}=\frac{p_{\mathrm{T}}^{\mathrm{trig}}}{p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}} \tag{6}
\end{equation*}
$$

which is the ratio between the trigger hadron $p_{\mathrm{T}}$ and the recoiling charged-particle jet $p_{\mathrm{T}}$. Dijet production at LO is a $2 \rightarrow 2$ process, generating a jet pair that is azimuthally back-to-back at the same value of $p_{\mathrm{T}, \mathrm{ch} \text { jet. }}$. If LO processes dominate hadron production, and the measurement includes the full (rather than charged-particle) energy of the recoil jet, then $\tilde{z}<1$ for all jets contributing to the $I_{\mathrm{AA}}$ distribution. However, higher-order processes are in general not negligible, and the recoil jets in this measurement are based on charged particles only. Initial-state $k_{\mathrm{T}}$ effects can also modify $\tilde{z}$. Nevertheless, $\tilde{z}$ provides a useful qualitative categorization of different kinematic regions in Fig. 15 ,

The surface-bias argument outlined above is based on the shape of the high- $z$ (high momentum fraction) tail of the fragmentation function. However, for $p_{\mathrm{T}}^{\text {trig }}=20 \mathrm{GeV} / c$, which is the lower bound of the $\mathrm{TT}_{\text {sig }}$


Figure 14: Corrected $\Delta_{\text {recoil }}(\Delta \varphi)$ distributions for $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, for $R=0.2$ (top), 0.4 (middle), and 0.5 (bottom) in $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ bins (left to right): [10,20], [20,30], [30,50], and [50,100] GeV/c. JETSCAPE and JEWEL calculations are also shown. Upper sub-panels show the individual distributions, while lower sub-panels show their ratio to a functional fit of the data.


Figure 15: $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ from the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ distributions measured for $R=0.2$ (top), 0.4 (middle), and 0.5 (bottom) in central $\mathrm{Pb}-\mathrm{Pb}$ (Fig. 13) and pp collisions (Fig. 11). JETSCAPE, JEWEL, and the Hybrid Model calculations are also shown.
trigger interval $\operatorname{TT}\{20,50\}, p_{\mathrm{T}, \text { ch jet }}=100 \mathrm{GeV} / c$ corresponds to $\tilde{z}=0.2$, and its value would be yet smaller if the fully-reconstructed jet energy were used. It is evident that, for events containing jets that contribute to the highest $p_{\text {T,ch jet }}$ bins in Fig. 15, the assumptions underlying the surface-bias argument may not pertain; in particular, the trigger hadron that satisfies the $\operatorname{TT}\{20,50\}$ selection may not be a leading fragment of its parent ("trigger") jet.


Figure 16: $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ for $R=0.2$ and 0.4 , for various $\mathrm{TT}_{\text {sig }}$ selections. The data points have been displaced for clarity, and the vertical dashed grey lines indicate the bin edges. JETSCAPE predictions for the corresponding $\mathrm{TT}_{\text {sig }}$ selections are also shown.

Further insight into the rising trend of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}} \mathrm{jet}\right)$ at large $p_{\mathrm{T}, \mathrm{ch}}$ jet seen in Fig. 15 can be obtained by varying the hadron trigger $p_{\mathrm{T}}$ range for the $\mathrm{TT}_{\text {sig }}$-selected event population, i.e. by varying the distribution of $\tilde{z}$ for fixed recoil $p_{\mathrm{T}, \text { ch jet }}$. Figure 16 shows the $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ distribution for $R=0.2$ and 0.4 measured for several choices of $p_{\mathrm{T}}^{\text {trig }}$ interval for the $\mathrm{TT}_{\text {sig }}$ event selection. A higher $p_{\mathrm{T}}^{\text {trig }}$ threshold corresponds to larger $\tilde{z}$, where the assumptions underlying the surface-bias picture may better apply. The results show that, as the lower $p_{\mathrm{T}}^{\text {trig }}$ bound is raised, the rate of increase in $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \text { ch jet }}\right)$ at large $p_{\mathrm{T}, \text { ch jet }}$ diminishes.

As noted above, large $\tilde{z}$ may correspond to larger average in-medium path length of the recoiling jet, with corresponding larger recoil yield suppression due to quenching. Figure 16 shows that increasing $\tilde{z}$ indeed results in larger recoil yield suppression, consistent with this geometrical picture. The figure also shows JETSCAPE calculations, which exhibit a slightly slower rise in $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ at large $p_{\mathrm{T}, \mathrm{ch}}$ jet
for higher $p_{\mathrm{T}}^{\text {trig }}$ intervals (larger $\tilde{z}$ ), although the variation is quantitatively smaller than that seen in the data. The results in Fig. 16 provide new insight into the conjecture of surface bias for inclusive high- $p_{\mathrm{T}}$ hadron production, and the interplay of jet quenching effects as observed via hadronic and reconstructed jet observables.

### 10.5 Jet shape modification: $R$-dependence of $\Delta_{\text {recoil }}\left(\boldsymbol{p}_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$

The ratio of inclusive jet cross sections or semi-inclusive jet yields at different values of $R$ provides a precise probe of jet shape, since there is significant cancellation of correlated uncertainties in the ratio for both experimental measurements and theoretical calculations [17, 121-123]. In pp collisions, $R-$ dependent ratios are sensitive to high-order pQCD effects [17, 122, 124, 125]. In A-A collisions, such ratios provide experimentally robust probes of medium-induced modification of jet shapes over a broad kinematic range, including low $p_{\mathrm{T}, \text { jet }}[50,70,71]$.

### 10.5.1 pp collisions



Figure 17: Ratio of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ distributions in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ using the data from Fig. 11 , for $R=0.2 / R=0.4$ (left) and $R=0.2 / R=0.5$ (right), compared to calculations from PYTHIA8 and JETSCAPE. The corresponding ratios of cross sections for inclusive jets are also shown for pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ [56] and $\sqrt{s}=13 \mathrm{TeV}$ [126]. The uncertainties in the ratio take into account the correlation of uncertainties between numerator and denominator.

Figure 17 shows the ratio of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ distributions for $R=0.2$ over that for $R=0.4$ or $R=0.5$ in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$, using the data in Fig. 11 . The ratio is below unity for $p_{\mathrm{T}, \mathrm{ch}}$ jet $>15$ $\mathrm{GeV} / c$, consistent with the expected intra-jet energy distribution in which significant energy is carried at distances larger than 0.2 radians relative to the jet axis. The ratio rises towards low $p_{\mathrm{T}, \mathrm{ch}}$ jet and crossing unity at $p_{\mathrm{T}, \mathrm{ch} \text { jet }} \sim 10 \mathrm{GeV} / c$. The measured distributions are well-reproduced by PYTHIA 8 and JETSCAPE (vacuum) calculations. This $p_{T, c h}$ jet -dependence and the good agreement of this observable with PYTHIA8 were also observed in Ref. [50], where an NLO pQCD calculation was likewise shown to reproduce the measured $p_{\mathrm{T}, \mathrm{ch}}$ jet-dependence of the ratio, although not its absolute magnitude.

Figure 17 also shows the ratios of the inclusive charged-jet cross sections for different values of $R$ in pp collisions at $\sqrt{s}=5.02 \mathrm{TeV}$ [56] and $\sqrt{s}=13 \mathrm{TeV}$ [126]. At high $p_{\mathrm{T}, \mathrm{ch}}$ jet these ratios are consistent within uncertainties with the corresponding $\Delta_{\text {recoil }}\left(p_{T, c h}\right.$ jet $)$ ratios. However, the observed increase in the $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$ ratio with decreasing $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ is opposite to the behavior of the ratios for inclusive jet cross sections, which decrease with decreasing $p_{\mathrm{T}, \mathrm{ch}}$ jet. Note that the inclusive charged jet cross section ratios are also well-described by pQCD and Monte Carlo model calculations [56, 126]. Since PYTHIA8 accurately reproduces the $R$-dependent ratios for both populations, this difference evidently originates in QCD processes that are incorporated in PYTHIA8.

The difference in low- $p_{\mathrm{T}, \mathrm{ch}}$ jet behavior of the inclusive and coincidence channel $R$-ratios may be understood in terms of the $\tilde{z}$ observable defined in Eq. 6. Since the lower bound of the $\mathrm{TT}_{\text {sig }}$ selection is $p_{\mathrm{T}}^{\text {trig }}=20 \mathrm{GeV} / c$, the region $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<20 \mathrm{GeV} / c$ in Fig. 17 corresponds to $\tilde{z}>1$, where LO processes are suppressed and jet production is dominated by higher-order processes that incorporate hard gluon radiation. For an NLO process in which hard radiation is emitted at angles $\sim 0.2-0.4 \mathrm{rad}$ relative to the jet axis, jet reconstruction may result in two rather than one jet (jet splitting) preferentially for $R=0.2$ relative to $R=0.4$. In this semi-inclusive analysis, in which the number of jets in a triggered event is simply counted, such splittings will enhance the $R$-dependent $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{jet}}\right)$ ratio at low $p_{\mathrm{T}, \mathrm{ch}}$ jet , consistent with Fig. 17. The inclusive population is not subject to a bias like that induced by $p_{\mathrm{T}}^{\text {trig }}$ for the coincidence population, and its $R$-dependent inclusive cross section ratio at low $p_{\mathrm{T}, \text { jet }}$ therefore reflects the ensemble-averaged shape of the unbiased jet distribution.

This picture can be further explored using model calculations. If LO production processes indeed are suppressed in the phase space $\tilde{z}>1$, this may provide a new tool for controlled generation of a population of "wide" jets, which are predicted to interact differently on average with the QGP as compared to a more inclusive population [127].

### 10.5.2 $\mathrm{Pb}-\mathrm{Pb}$ collisions



Figure 18: Ratio of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \text { ch jet }}\right)$ distributions with different $R$ for $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$ from the data in Fig. 13, together with the ratios for pp collisions from Fig. 17, for $R=0.2 / R=0.4$ (left) and $R=0.2 / R=0.5$ (right). The uncertainty in the ratio takes into account the correlation of uncertainties between numerator and denominator. JETSCAPE calculations for pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions are also shown.

Figure 18 shows the $R$-dependent ratio of $\Delta_{\text {recoil }}\left(p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}\right)$ distributions for $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=$ 5.02 TeV , using the data from Fig. 13, compared to the same ratios for pp collisions shown in Fig. 17 At intermediate values of $p_{\mathrm{T}, \mathrm{ch}}$ jet the ratios for $\mathrm{Pb}-\mathrm{Pb}$ collisions are lower than those for pp collisions, indicating significant medium-induced intra-jet broadening in that region. However, the results of JETSCAPE calculations incorporating jet quenching in $\mathrm{Pb}-\mathrm{Pb}$ collisions are larger than those in pp collisions, in contrast to the data. This indicates that medium-induced intra-jet broadening is not accurately modeled in JETSCAPE.

The medium-induced suppression of the $R$-dependent ratio in Fig. 18, corresponding to medium-induced intra-jet broadening, is in contrast to a similar measurement of the inclusive jet population [72] which finds medium-induced jet narrowing in a similar kinematic range. The jet populations of these two measurements differ, however, and they cannot be compared directly. Exploration of this difference requires the calculation of both observables within the same model framework.


Figure 19: Distributions as a function of $\Delta \varphi$ for $R=0.2$. Upper panels: $\Delta_{\text {recoil }}(\Delta \varphi)$ in intervals of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ measured in pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions. Lower panels: $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch} \text { jet }}\right)$, the ratio of the pp and $\mathrm{Pb}-\mathrm{Pb}$ distributions in the corresponding upper panel. Predictions from JETSCAPE, JEWEL, Hybrid model, and a pQCD calculation are also shown.


Figure 20: Same as Fig. 19, for $R=0.4$.


Figure 21: Same as Fig. 19, for $R=0.5$.

### 10.6 Acoplanarity

Figures 19,20 , and 21 show $\Delta_{\text {recoil }}(\Delta \varphi)$ (acoplanarity) distributions measured in different $p_{T, \text { ch jet }}$ intervals for pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions, together with their ratio $I_{\mathrm{AA}}(\Delta \varphi)$, for $R=0.2,0.4$, and 0.5 , respectively. The key physics conclusions from these results, including phenomenological discussion and model comparisons for $R=0.4$, are presented in the companion Letter [75]. This paper additionally reports acoplanarity distributions in the range $50<p_{\mathrm{T}, \mathrm{ch} \text { jet }}<100 \mathrm{GeV} / c$, and comparison to model calculations for $R=0.2$ and $R=0.5$.

Suppression of $I_{\mathrm{AA}}(\Delta \varphi)$ below unity can be seen in some $p_{\mathrm{T}, \text { ch jet }}$ regions, consistent with the yield suppression in Fig. 15. In the range $p_{\mathrm{T}, \mathrm{ch} \text { jet }}>10 \mathrm{GeV} / c$ for $R=0.2$, and the range $p_{\mathrm{T}, \mathrm{ch} \text { jet }}>20 \mathrm{GeV} / c$ for $R=0.4$ and $R=0.5$, the shape of the $\mathrm{Pb}-\mathrm{Pb} \Delta_{\text {recoil }}(\Delta \varphi)$ distributions are consistent with that of the pp distributions, corresponding to no significant in-medium acoplanarity broadening within the experimental uncertainties. In contrast, significant enhancement in $I_{\mathrm{AA}}(\Delta \varphi)$ at $\Delta \varphi$ values far from $\pi$ is observed in the region $10<p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<20 \mathrm{GeV} / c$ for $R=0.4$ and 0.5 , corresponding to medium-induced broadening of the acoplanarity distribution.

While these figures present fully-corrected distributions in regions of small signal to background at low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$, it is important to determine whether significant correlated signal in these regions is already evident in the raw data distributions, and is not introduced primarily by the correction procedures. This point is discussed in Sec.4.3. As an additional cross check, the pp unfolded distributions were folded with the $\mathrm{Pb}-\mathrm{Pb}$ response and compared to the corresponding raw $\mathrm{Pb}-\mathrm{Pb}$ distributions. Significant broadening of the $\Delta \varphi$ distribution with respect to this reference was also observed at low $p_{\mathrm{T}, \mathrm{ch}}$ jet .

Figures 19, 20, and 21 also compare the measured $I_{\mathrm{AA}}(\Delta \varphi)$ to theoretical calculations. The JETSCAPE calculation describes the $R=0.2$ data for $p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}>20 \mathrm{GeV} / c$, where the results of the calculation are available, while it underestimates the $R=0.4$ data for $20<p_{\mathrm{T}, \mathrm{ch} \mathrm{jet}}<30 \mathrm{GeV} / c$ and $R=0.5$ data for $20<p_{\mathrm{T}, \text { ch jet }}<50 \mathrm{GeV} / c$, with larger discrepancy farther from $\Delta \varphi=\pi$. The JEWEL calculation (both options) also describes the $R=0.2$ data for all $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ intervals, with minimal difference between recoils-on and recoils-off. For larger $R$, JEWEL (recoils on) describes the data for all $p_{\mathrm{T}, \mathrm{ch}}$ jet intervals and jet $R$, while JEWEL (recoils off) significantly underpredicts the data in the region $p_{\text {T,jet }}<20 \mathrm{GeV} / c$ for $R=0.4$ and $p_{\mathrm{T}, \mathrm{jet}}<50 \mathrm{GeV} / c$ for $R=0.5$, most significantly in the tails of the distributions. The Hybrid model underpredicts the magnitude of the $I_{\mathrm{AA}}(\Delta \varphi)$ for $R=0.2$ and $R=0.4$, for all model settings. The inclusion of wake effects increases the $I_{\mathrm{AA}}(\Delta \varphi)$ at low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ for $R=0.2$ and $R=0.4$, while
the inclusion of elastic scattering moderately increases the prediction close to $\Delta \varphi=\pi$ in all $p_{\mathrm{T}, \mathrm{ch}}$ jet intervals for $R=0.2$, and for $p_{\text {T,ch jet }}>20 \mathrm{GeV} / c$ for $R=0.4$, bringing the predictions closer to data. However, the significant azimuthal broadening seen at low $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ for $R=0.4$ is not reproduced. The pQCD calculations at LO reproduce the measured $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ distributions in the range $p_{\mathrm{T}, \mathrm{ch} \text { jet }}>20$ $\mathrm{GeV} / c$ for $R=0.2$ and 0.4 , though over a restricted range in acoplanarity, $2.4<\Delta \varphi<\pi$. The data do not discriminate between the two values of quenching parameter in calculation, $\langle\hat{q} L\rangle=13$ and 26 $\mathrm{GeV}^{2}$. A higher-order calculation is required to extend the range of $\Delta \varphi$, with correspondingly greater discrimination of quenching parameters.

Overall, JEWEL (recoils on) describes the data the best over the full $R$ and $p_{\mathrm{T}, \mathrm{ch}}$ jet range, including the significant azimuthal broadening for low $p_{\mathrm{T}, \mathrm{ch}}$ jet and large $R$. However, none of the models considered successfully describes the full set of measured data. The physics consequences of the systematic dependencies of medium-induced effects on $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$ and $R$, and the comparison of models to these data, are discussed in Ref. [75]

## 11 Summary and Outlook

This paper reports measurements of semi-inclusive distributions of charged-particle jets recoiling from a high- $p_{\mathrm{T}}$ hadron trigger in pp and central $\mathrm{Pb}-\mathrm{Pb}$ collisions at $\sqrt{s_{\mathrm{NN}}}=5.02 \mathrm{TeV}$, using the large data samples recorded with the ALICE detector during LHC Run 2. The results are reported as a function of both $p_{\mathrm{T}, \mathrm{jet}}$, the recoil jet transverse momentum, and $\Delta \varphi$, the azimuthal separation between the trigger and recoil jet. A statistical, data-driven method previously developed by the ALICE Collaboration is used to mitigate the large uncorrelated background jet yield in central $\mathrm{Pb}-\mathrm{Pb}$ collisions, enabling measurements of jet quenching in a kinematic region previously unexplored by reconstructed jets at the LHC, including low $p_{\mathrm{T}, \text { jet }} \sim 10 \mathrm{GeV} / c$ with jet resolution parameter $R=0.5$. The observed phenomena explore several different aspects of jet production in pp and $\mathrm{Pb}-\mathrm{Pb}$ collisions.

The $p_{\mathrm{T}, \mathrm{jet}}$ and azimuthal distributions measured in pp collisions provide a precise reference to explore medium-induced modifications to jet production in central $\mathrm{Pb}-\mathrm{Pb}$ collisions, and are well described by pQCD-based calculations over the entire measured ranges. The ratio of recoil jet yields in pp collisions for $R=0.2$ to that for $R=0.4$ or 0.5 is below unity at high $p_{\mathrm{T}}$, reflecting the well-established transverse profile of energy within a jet in vacuum. However, this ratio is observed to increase as $p_{\text {T,jet }}$ is reduced below the value of $p_{\mathrm{T}}^{\text {trig }}$, the trigger hadron $p_{\mathrm{T}}$, in marked contrast to the behavior of a similar ratio measured for inclusive jet cross sections. Both sets of measurements are well described by pQCD calculations, suggesting that these opposing effects may arise from different jet production mechanisms, in particular suppression of leading order processes for the semi-inclusive population of jets recoiling from a high- $p_{\mathrm{T}}$ hadron trigger, in which $p_{\mathrm{T}}^{\text {trig }}$ provides an additional scale.

The measured values of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$, the ratio of recoil yield for $\mathrm{Pb}-\mathrm{Pb}$ and pp collisions for the same jet $R$ as a function of $p_{\mathrm{T}, \mathrm{ch} \text { jet }}$, exhibit a dependence on $p_{\mathrm{T}, \mathrm{jet}}$ and $R$. For $R=0.5$, the ratio is consistent with unity within uncertainties over the entire measured range, indicating that medium-induced jet modifications as probed by this observable are largely constrained to angular scales less than 0.5 radians. The ratio of recoil jet yield in $\mathrm{Pb}-\mathrm{Pb}$ collisions for $R=0.2$ to that for $R=0.4$ or 0.5 is below that for pp collisions at intermediate $p_{\mathrm{T}, \mathrm{jet}}$, indicating medium-induced intra-jet broadening within this angular scale.

For $R=0.2$ and 0.4 , the value of $I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}} \mathrm{jet}\right)$ is below unity at intermediate $p_{\mathrm{T}, \mathrm{jet}}$, increasing to unity at both lower and higher $p_{\mathrm{T}, \mathrm{jet}}$. For $R=0.4, I_{\mathrm{AA}}\left(p_{\mathrm{T}, \mathrm{ch}}\right.$ jet $)$ exceeds unity at the lowest value of $p_{\mathrm{T}, \mathrm{jet}}$ reported here. Comparison to models indicates that the low- $p_{\mathrm{T}, \mathrm{jet}}$ behavior may be due to the recovery of energy lost to the medium by higher- $p_{\mathrm{T}, \mathrm{jet}}$ jets that are likewise correlated with the trigger. The high- $p_{\mathrm{T}, \mathrm{jet}}$ behavior may arise from the interplay between the energy loss due to jet quenching and the geometric bias induced by using a hadron trigger.

The measured values of $I_{\mathrm{AA}}(\Delta \varphi)$, the ratio of recoil yield for $\mathrm{Pb}-\mathrm{Pb}$ and pp collisions for the same jet $R$ as a function of $\Delta \varphi$, provide the first measurement of significant in-medium jet acoplanarity broadening in $\mathrm{Pb}-\mathrm{Pb}$ collisions, for $R=0.4$ and 0.5 at low $p_{\mathrm{T}, \mathrm{ch}}$ jet .

These measurements and model calculations are discussed further in the companion Letter. Global analyses incorporating these data will enable quantitative, multi-messenger studies to further elucidate the nature of the QGP as probed by jets.
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