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A B S T R A C T   

In the life sciences, there is an ongoing discussion about a perceived ‘reproducibility crisis’. However, it remains unclear to which extent the perceived lack of 
reproducibility is the consequence of issues that can be tackled and to which extent it may be the consequence of unrealistic expectations of the technical level of 
reproducibility. Large-scale, multi-institutional experimental replication studies are very cost- and time-intensive. This Perspective suggests an alternative, com-
plementary approach: meta-research using sociological and philosophical methodologies to examine researcher trust in data. An improved understanding of the 
criteria used by researchers to judge data reliability will provide crucial, initial evidence on the actual scale of the reproducibility crisis and on measures to tackle it.   

A "reproducibility crisis" (or "replication crisis") narrative is currently 
impacting the experimental life sciences (and other disciplines). Up to 
90% of research funding has been suggested to be wasted due to a lack of 
reproducibility [1–3]. Despite the prominence of the topic, evidence is 
largely anecdotal and based on researcher beliefs, often expressed in 
survey responses or published as Comments or Correspondence without 
providing detailed information [1,2]. Actual reproducibility studies are 
rarely performed in the experimental life sciences [1,2], and if they are, 
their interpretation can be controversial [1,4]. 

The ‘Reproducibility Project: Cancer Biology’ was a collaboration 
between the Center for Open Science (https://www.cos.io) and Science 
Exchange (https://www.scienceexchange.com/s/) funded by the Laura 
and John Arnold Foundation (https://www.cos.io/rpcb-contributors). 
In this project, 50 experiments from 23 highly influential preclinical 
cancer studies published between 2010 and 2012 were selected for in-
dependent replication by a project team that also coordinated the per-
formance of the replication experiments. According to the assessments 
of the authors, five of the investigated studies were successfully repli-
cated [1,5]. However, all replication studies were performed by the 
same group of researchers. Moreover, this is a limited dataset focused on 
small, early, highly cited studies, which are known to be more likely to 
overestimate effects [1,6], and may not be representative of the repro-
ducibility of experimental life science research in general. Notably, some 
authors of reports that were considered not successfully replicated by 

the ‘Reproducibility Project: Cancer Biology’ claimed that their findings 
had been independently confirmed by other groups in the meantime and 
had resulted in clinical drug candidates currently undergoing clinical 
testing [4]. Hence, an agreed technically feasible level of data repro-
ducibility does not exist [1,3–5]. 

Moreover, pilot studies indicated a substantial level of inherent 
experimental variability, including animal experiments performed 
under highly standardised conditions [1,7,8]. Our recent analysis of 
data from the US National Cancer Institute’s NCI60 drug screening 
project indicated that the variation among experimental results is very 
high even under highly standardised conditions in cancer cell lines, 
which are a very simple biological model compared to animals. 70.5% of 
experiments that had been repeated at least 100 times displayed a > 1, 
000-fold difference between the lowest and the highest value [9]. 

Thus, it is not clear to which extent there is a reproducibility crisis in 
the experimental life sciences due to issues that can be addressed and to 
which extent the perception of a crisis is due to unrealistic expectations 
of the technical level of reproducibility. 

However, there are indications that researchers develop a feeling for 
the trustworthiness of data in their respective fields. This was, for 
example, shown by the use of prediction markets [10,11]. In prediction 
markets, bets are placed on the outcomes of events and traded. When 
active psychology, economy, and social sciences researchers partici-
pated in a prediction market for the outcomes of replication studies they 
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forecasted the actual results with relatively high accuracy [10,11]. More 
than 90% of studies predicted not to replicate did not replicate, while 
66% of studies predicted to replicate actually replicated [11]. The ability 
of researchers to judge (to some extent) data quality strongly suggests 
that there are factors in addition to the technical variability that affect 
reproducibility and that can be addressed to produce more reliable data. 
However, the scale of the issue and the nature of effective measures 
remain elusive. 

The investigation of the (technically achievable) reproducibility 
levels across a comprehensive range of experimental systems in the life 
sciences would require an unprecedented investment of time and re-
sources. Hence, we here suggest an alternative, complementary, inter-
disciplinary meta-research approach using sociological and 
philosophical methodologies to study researcher trust in data. This 
approach would provide initial, concrete evidence beyond anecdote 
about the suspected reproducibility crisis in a much shorter timeframe 
and at a fraction of the cost of extensive multi-institutional replication 
studies. 

Trust between researchers is essential in the life sciences [2,12]. 
Researchers depend on findings from other researchers to develop their 
hypotheses and research questions. Moreover, most life sciences 
research is collaborative in nature. The resulting interdependencies 
cannot be maintained without a sufficient level of trust [2]. Addition-
ally, trust enables researchers to overcome uncertainties about evidence. 
To be able to rely on someone’s data, the trustor must have confidence in 
the competence, knowledge, and skills of the trustee, as well as confi-
dence in their beneficence, fairness, and integrity [12,13]. Indeed, 
confidence in others’ work enables researchers to trust their own work 
more as researchers are often building on others’ results and 
methodologies. 

Given the perception of a reproducibility crisis and a general lack of 
data reliability [1–3,6], asking on what basis researchers can still trust 
each other enough to continue their research in a meaningful way is a 
justified question. In this context, it has previously been suggested that 
scientists trust each other “in accordance with prevailing methodolog-
ical standards” [2], which appreciates technical limitations and the 
real-world research culture that is not always ideal and can include 
questionable research practices like shortcuts and corner-cutting. 

Hence, there is an underlying cultural knowledge that enables re-
searchers to read between the lines in order to classify and judge the 
reliability of data beyond their literal presentation and to adjust for 
potential confounders, colloquially speaking to know when data need to 
be taken with a ‘pinch of salt’. This ability of researchers to judge data 
reliability is further supported by the previously mentioned results from 
prediction markets in other disciplines [10,11] and by findings showing 
that the focus of researchers when they read scientific articles shifts 
during career progression from the authors’ data interpretation to the 
actual data, i.e. from introduction and discussion to the methods and 
results sections [14]. 

Consequently, investigating the (conscious and subconscious, 
explicit and tacit) criteria that enable researchers to interpret data, so 
that they can trust, interpret, and use them in a meaningful way, is an 
effective alternative strategy to learn more about the nature and extent 
of the suspected reproducibility crisis. This approach is complementary 
to and much less time-consuming than large scale experimental repli-
cation studies across a wide range of research fields whose feasibility 
will be limited by prohibitive costs [15]. If we learn how scientists 
handle and present their own data and how they can trust the research 
results of others, this will result in an improved understanding of the 
factors that shape the assessment of data quality. 

Researcher trust in data includes trust in the process of data collec-
tion and analysis, in particular the transparency and completeness of the 
presented data (‘Open science’ [16]). Since data transparency is an issue 
that can and should be addressed under any circumstances as a matter of 
good practice, our proposed approach focuses on other aspects that may 
affect trust in data quality. 

Notably, there are a number of approaches that could be used to 
establish an understanding of the (explicit and tacit) criteria that sci-
entists use to assess data quality. We would envisage a mixed methods 
approach [17]. For example, a questionnaire of a random sample of life 
scientists enables the collection of representative population-based data. 
A questionnaire would apply scales and instruments to measure trust 
and its different dimensions. These are evident in some areas such as in 
surveys of patient trust in a medical context [18]. However, in the 
specific area of researcher trust in data, there is little previous research. 
Hence, focus group discussions could be used in a first phase for the 
construction, testing, and refinement of relevant and meaningful survey 
questions. In addition to providing relevant data for analysis, the survey 
could also serve as a sampling frame to identify interviewees who report 
varying levels of trust for semi-structured interviews that further explore 
the reasons for variations in levels of trust. 

Once, we understand the criteria by which life scientists assess data 
quality, we can think about adapting the incentives in our research 
systems and culture in a way that increases data robustness and, in turn, 
advances progress and enhances the return-of-investment of research 
funding. More evidence on concrete questionable research practices that 
are anticipated to affect reproducibility [2] will enable the design of 
tailored measures that can then be implemented and systematically 
monitored for effectiveness. 

Taken together, we feel that meta-research using established socio-
logical and philosophical expertise and methodologies to study 
researcher trust in scientific data is a straightforward approach to 
establish a better understanding of the extent of the reproducibility crisis 
and to tackle the underlying factors. 
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