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A search for a massless dark photon + is conducted using 4.5 fb~! of eTe™ collision data collected
at center-of-mass energies between 4.600 and 4.699 GeV with the BESIII detector at BEPCIL.
No significant signal is observed, and the upper limit on the branching fraction B(AT — py/) is
determined to be 8.0 x 10™° at 90% confidence level.

I. INTRODUCTION

The flavor changing neutral current (FCNC) transi-
tions of the charmed baryon Al are of great interest since
they can provide indications for physics beyond the Stan-
dard Model (SM). In the framework of the SM, FCNC
transitions are strongly suppressed by the Glashow, Il-
iopoulos and Maiani (GIM) mechanism [I] in the charm
sector. The SM predictions for the branching fractions
(BFs) of FCNC decays in the charm sector are less than
1072 [2]. The minimal super-symmetric SM with R-
parity violation [3] and the two-Higgs-doublet model [4]
predict the BFs of the same FCNC decays to be two

to three orders of magnitude larger. Observation of a
FCNC decay with the current experimental sensitivity
would imply new physics beyond the SM.

Models of new physics beyond the SM may have a dark
sector containing an extra Abelian gauge group, U(1)p,
under which all the SM fields are singlets. This symme-
try may be broken spontaneously or may remain unbro-
ken, causing the associated gauge boson, the dark pho-
ton, to acquire a mass or remain massless. These possi-
bilities have received a great deal of attention in recent
decades [BHIB]. If U(1)p remains unbroken, there is al-
ways a linear combination of the dark and SM Abelian
gauge fields which does not have renormalizable cou-



plings to SM members and which can be identified with
the massless dark photon (y/) [5, [6]. While it has no
direct interactions with SM fermions, the 7' can still ex-
ert influence on the SM via higher-dimensional operators
generated by loop diagrams involving particles that are
charged under U(1)p and also coupled to SM fields [GHS].

We concentrate on FCNC effects arising from the mass-
less dark photon having non-renormalizable interactions
with the ¢ and u quarks. The two-body charmed baryon
decay potentially offers a competitive window to access
¢ — uvy’, which gives rise to the FCNC decays of charmed
baryon into a lighter baryon plus missing energy carried
away by the massless dark photon. Figure [I] presents a
typical Feynman diagram of AT — py'. Tt is found that
the BFs of some charmed baryon decays are allowed to
be as high as a few times 107° [I6] . Such BFs are likely
to be within the sensitivity reaches of some ongoing ex-
periments like BESIII.

Y
c ., ., u
Adu > up
d > d

Fig. 1: Feynman diagram for AT — pvy'.

This paper presents an experimental search for a mass-
less dark photon in Af — py/ decay using 4.5 bt of
ete™ collision data collected with the BESIII detector at
seven center-of-mass (CM) energies between 4.600 and
4.699 GeV. The CM energies and the integrated lumi-
nosities for each energy point are listed in Table|[] [21H23].
Taking advantage of the A¥ A production just above the
mass threshold, a double-tag (DT) approach [I7] is im-
plemented. Throughout the text, the charge conjugate
states are always implied.

Table 1: The CM energies and the integrated luminosities
(Lint) for each energy point. The first and the second uncer-
tainties are statistical and systematic, respectively.

/5 (MeV) Lime (b )
4599.53 £+ 0.07 £ 0.74 586.90 4+ 0.10 &+ 3.90
4611.86 + 0.12 £+ 0.32 103.83 £+ 0.05 £+ 0.55
4628.00 £+ 0.06 £+ 0.32 521.52 + 0.11 £+ 2.76
4640.91 £+ 0.06 £+ 0.38 552.41 + 0.12 + 2.93
4661.24 £+ 0.06 £+ 0.29 529.63 + 0.12 + 2.81
4681.92 £+ 0.08 £ 0.29 1669.31 £ 0.21 & 8.85
4698.82 £+ 0.10 £+ 0.39 536.45 + 0.12 + 2.84

II. BESIII DETECTOR AND MONTE CARLO
SIMULATION

The BESIII detector [I8] records symmetric ete™ col-
lisions provided by the BEPCII storage ring, which op-
erates with a peak luminosity of 1 x 1033 cm™2s~! in the
CM energy range from 2.0 GeV to 4.9 GeV. BESIII has
collected large data samples at these energy regions [19].
The cylindrical core of the BESIII detector covers 93%
of the full solid angle and consists of a helium-based mul-
tilayer drift chamber (MDC), a plastic scintillator time-
of-flight system (TOF), and a CsI(T1) electromagnetic
calorimeter (EMC), which are all enclosed in a super-
conducting solenoidal magnet providing a 1.0 T mag-
netic field. The solenoid is supported by an octago-
nal flux-return yoke with resistive plate counter based
muon identification modules interleaved with steel. The
charged-particle momentum resolution at 1 GeV/c is
0.5%, and resolution of the ionization energy loss in the
MDC (dE/dx) is 6% for electrons from Bhabha scatter-
ing. The EMC measures photon energies with a reso-
lution of 2.5% (5%) at 1 GeV in the barrel (end cap)
region. The time resolution in the TOF barrel region is
68 ps, while that in the end cap region is 110 ps. The end
cap TOF system was upgraded in 2015 using multi-gap
resistive plate chamber technology, providing a time res-
olution of 60 ps [20]. About 13% of the data (the 4.600
GeV sample) used in the current analysis predates this
upgrade.

Monte Carlo (MC) simulated data samples are pro-
duced with a GEANT4-based [24] MC package, which
includes the geometric description and response of the
BESIII detector. The signal MC samples of eTe™ —
AFA; with A- decaying into ten specific tag modes (as
described below and listed in Table [2) and Af — pv/,
which are used to determine the detection efficiencies,
are generated for each CM energy using the generator
KKMC [25] incorporating initial-state radiation (ISR) ef-
fects and the beam energy spread. The inclusive MC
samples, which consist of A} A events, charmed meson
DE:)) pair production, ISR return to the charmonium(-
like) v states at lower masses, and continuum processes
ete™ — qq (¢ = u,d, s), are generated to estimate the
potential background. Decay modes as specified in the
Particle Data Group (PDG) [28] are modeled with EVT-
GEN [26, 27], and the remaining unknown decays are
modeled with LUNDCHARM [29], B0]. Final state radia-
tion (FSR) from charged final state particles is incorpo-
rated using PHOTOS [31].

IIT. METHODOLOGY

A DT approach [I7] is implemented to search for
A} — py'. A data sample of A baryon, referred to
as the single-tag (ST) sample, is reconstructed with ten
exclusive hadronic decay modes, as listed in Table[2] The



subset of those events in which a signal decay A} — py/
candidate is reconstructed in the system recoiling against
the A, candidate are denoted as DT candidates. The A}
decay BF is determined as

Nobs kag
> NG (et )

where the N, is the number of observed events in the
signal region from data, and Nk is the number of esti-
mated background. The subscripts ¢ and j represent the
ST modes and the data samples at diﬁerent CM energies,
respectively. The parameters NZS]T, T and e T are the
ST yields, ST and DT detection efﬁ(31enc1es respectively.

BAT = py) =

(1)

IV. ST EVENT SELECTIONS

Charged tracks detected in the MDC are required to be
within a polar angle (#) range of |cos 0| < 0.93, where 0 is
defined with respect to the positron beam direction. For
prompt tracks not from Kg and A decays, the distances
of the closest approach to the interaction point (IP) are
required to be within £10 cm along the beam direction
and 1 cm in the plane perpendicular to the beam (referred
to as tight track hereafter). The particle identification
(PID) is implemented by combining measurements of the
dE/dz and the flight time in the TOF. Every charged
track is assigned a particle type of pion, kaon or proton,
by choosing the type with the highest probability.

Photon candidates are selected from showers recon-
structed in the EMC. The deposited energy of each
shower must be more than 25 MeV in the barrel region
(Jcos 8] < 0.80) or more than 50 MeV in the end cap re-
gion (0.86 < |cosf| < 0.92). To suppress electronic noise
and showers unrelated to the event, the difference be-
tween the EMC time and the event start time is required
to be within (0, 700) ns. The 7% candidates are recon-
structed from photon pairs with an invariant mass in the
range (0.115, 0.150) GeV/c?. To improve the resolution,
a kinematic fit is performed constraining the invariant
mass of the photon pair to the known 7° mass [28]. The
corresponding x? of the fit must be less than 200. The
momenta updated by the kinematic fit are used in further
analysis.

Candidates for K9 and A are reconstructed in their
decays to 777~ and prT, respectively. Each charged
track must have a distance of closest approach to the
IP within £20 cm along the beam direction (referred to
as loose track hereafter). To improve the signal purity,
PID is applied to the proton candidates, but not the pion
candidates. A secondary vertex fit is performed to each
K g or A candidate, and the momenta updated by the fit
are used in the further analysis. To keep a high signal
efficiency, a K§ or A candidate is accepted if the y? of
this fit is less than 100. Furthermore, the decay vertex
is required to be separated from the IP by a distance

of at least twice the fitted vertex resolution, and the in-
variant mass must be within (0.487, 0.511) GeV/c? for

atr~ or (1.111, 1.121) GeV/c? for prt. The X0 and ¥~
candidates are reconstructed with the YA and pr° final
states, requiring the invariant masses to lie within (1.179,
1.203) GeV/c? and (1.176, 1.200) GeV/c?, respectively.

The ST A, candidates are identified using
the beam constrained invariant mass Mgc =
\/Egeam/ ct—|px-2/c  and difference
AE = Ej—\; — Fpeam, where FEpeam is the beam en-
ergy, E5- and p;- are the energy and momentum of
the A, candidate in the ete™ CM frame, respectively.
The A_ candidates are required to satisfy the tag-mode
dependent AFE requirements, the asymmetric intervals
of which take into account the effects of ISR and
correspond to three times the resolution around the
peak, as summarized in Table [2] If there are more than
one candidate satisfying the above requirements for a
specific tag mode, the one with the minimum |AE| is
kept.

energy

Table 2: AFE requirement, the ST yield, and the ST detec-
tion efficiency of each tag mode for data sample at /s =
4.600 GeV. The uncertainty in the ST yield is statistical only.

AE (MeV) N7 & (%)
pKTm™ (—34, 20) 6705 £ 90 51.0
pK2 (=20, 20) 1268 + 37 56.2
An~ (=20, 20) 741 + 28 47.7
pK T (=30, 20) 1539 + 57 15.4
P2 (=30, 20) 485 + 29 18.4
Ar—x® (=30, 20) 1382 % 49 16.6
pKIntn™ (=20, 20) 512 4 29 19.9
Ar—atn™ (—20, 20) 646 + 31 13.7
SO0~ (—20, 20) 404 =+ 22 22.5
STataT (—30, 20) 872 + 38 18.1

For the A; — pK2n® ST mode, candidate events
with M+ € (L 100 1.125) GeV/c®* and My €
(1.170, 1. 200) GeV/c? are vetoed to avoid double count—
ing With the A7 — Ar 7% or A, — Y ~7ntr~ ST
modes, respectlvely For the A] — E 77~ ST mode,
candidate events with M +.- € (0.490,0.510) GeV/c?
and M.+ € (1.110,1.120) GeV/c* are rejected to
avoid double counting with the A, — pK or
A7 — Arn~ 7% ST modes, respectlvely In the A] —
pKO7T+7T and Anr~mT7~ selections, candidate events
with M.+ € (1.100,1.125) GeV/c2 and M i,- €
(0.490,0.510) GeV/c? are rejected, respectively.

The Mpc distributions of candidates for the ten ST
modes with the data sample at /s = 4.600 GeV are il-
lustrated in Fig. 2| where clear A_ signals are observed
in each mode. No peaking background is found using the
inclusive MC samples. To obtain the ST yields, unbinned
maximum likelihood fits on these Mpc distributions are
performed, where the signal shape is modeled with the
MC-simulated shape convolved with a Gaussian function



representing for the resolution difference between data
and MC simulation, and the background shape is de-
scribed by the ARGUS function [32]. The candidates
with Mpc € (2.275,2.310) GeV/c? are retained for fur-
ther analysis, and the signal yields for the individual ST
modes are summarized in Table [2| The same procedure
is performed for the other six data samples at different
CM energies, the results can be found in Ref. [33] and its
supplemental material. The sum of ST yields for all data
samples at different CM energies is 105244 + 384, where
the uncertainty is statistical.
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Fig. 22 The Mgpc distributions of the ST modes for data
sample at /s = 4.600 GeV. The points with error bars rep-
resent data. The red solid curves indicate the fit results and
the blue dashed curves describe the background shapes.

V. RECONSTRUCTION OF py CANDIDATES

The decay AT — py' is searched for among the re-
maining tracks and showers recoiling against the A can-
didates. Only one tight track is allowed, and it must
satisfy the PID criteria £L(p) > L(K) and L(p) > L(m).
To suppress contamination from long-lifetime particles in
the final state, the candidate events are further required
to be without any unused loose tracks. The ' does not
interact directly with SM fermions and thus it deposits

no energy in the EMC. Backgrounds containing a 7° are

vetoed with the requirement of E .. < 0.3 GeV and
Foam < 0.5 GeV, where F,.x and Fg,, are the maxi-
mum energy and the energy sum of the unused showers,
respectively. The «/ signal is selected using the square of

. 2 . A —
the recoil mass, Mrec(A;p)’ against the ST A_ and p.

After imposing all selection conditions mentioned
above, the distribution of Mfec([vp) of the accepted DT
candidate events from the combined seven data samples
at different CM energies is shown in Fig. [3(a). There is
a peaking structure at the K9 mass position, from the

process A} — pK?.

VI. BACKGROUND ANALYSIS

The potential background can be classified into two
categories: those directly originated from continuum
hadron production in the ete~ annihilation, denoted
as q¢ background, and those from the ete™ — ATA;
events, denoted as AF A, background. The distribution
and magnitude of A} A- background are estimated with
the inclusive MC samples, where the peaking background
A} — pKY is extracted separately from the inclusive MC
samples. The AT — pK?Y rate is normalized to the known
BF [28] and the remaining backgrounds are normalized
to AFA_ data yields. The gq background is investigated
with Mpc sideband region (2.21,2.26) GeV/c? of ST can-
didates in data, which is than reweighted to agree with
those of the data in signal region. The ¢ and AFA
backgrounds are estimated to be 7.4 +0.4 and 7.2 + 1.4,
respectively. The resultant Mfec ~_ . distribution is de-

(Ac'p)
picted in Fig. [3|(a).

VII. UPPER LIMIT SETTING

In order to extract the signal yield, a signal region is
defined as (0.0, 0.1) GeV?/c* in the Mfec([\_p) distribu-

tion, corresponding to a 96% signal detection efficiency
after imposing all the selection criteria. The distribution
of Mrzec([\;p) in the signal region is shown in Fig. (b)
Thirteen candidate events are observed in the signal re-
gion, while the background events are estimated to be
14.6 £ 1.5, where the uncertainty is statistical only. The
A} decay BF is determined as in Eq. (). The detec-

tion efficiency eiSjT is obtained with the same procedure
as in Ref. [33], and the }T is derived with the signal MC
samples. The DT efficiencies are summarized in Table [3]

Since no significant signal is observed, the profile-
likelihood approach [34] is used to determine the upper
limit on the BF of Al — py’. The likelihood function
which depends on the parameter of interest B(A — py/)
and the nuisance parameters 8 = (ec, Npkg) is defined
as:
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Fig. 3: (a) The full spectrum of M2 (A= p) of the accepted

DT candidate events from the comblned seven data samples.
(b) The spectrum of MrzeC (AT p) of the accepted DT candidate
events from the combined data in the signal region. The black
points with error bars are data; no events have been observed
in the last bin. The red hatched histogram indicates pK?
background. The blue hatched histogram is the ATAZ back-
ground excluding A7 — pK? process. The brown hatched
histogram represents the gg background. The yellow hatched
histogram is the A} — py’ signal, which is normalized to data
luminosity with the upper limit of the BF.

Table 3: The DT detection efficiencies in percentage for ten
tag modes and seven data samples at different CM energies.
The statistical uncertainties are lower than 0.3%.

Vs (GeV) 4.600 4.612 4.628 4.641 4.661 4.682 4.699
KT~ 34.3 33.8 32.3 32.0 31.6 31.3 30.7
[7:¢2 39.1 37.1 34.6 33.6 339 32.8 31.8
An— 329 30.5 29.1 29.5 28.5 26.9 254
PEKTr 7% 129 124 123 126 11.9 11.9 115
ngno 14.9 142 135 134 134 135 127
Ar—7° 13.6 12.7 12.2 123 12.0 11.6 11.2
PpR2rTr™ 154 145 13.7 136 134 13.3 13.2
Ar~7ntn™ 104 98 93 96 93 93 091
SO0~ 18.8 17.7 17.1 16.2 14.7 14.6 15.0
STatxT 175 16.5 16.3 16.2 158 15.0 14.9

£(B(Aj = 7'),0) = P(Nobs|Nexp) - G(0) (2)
where the observed events are assumed to follow a Pois-
son distribution (P). The Neyp, is the expected number
of events; it is defined as the sum of the number of back-
ground events and number of signal events estimated in
the signal region, corresponding to Eq. . The detection
efficiency eeq and Ny, follow Gaussian distributions (G).
The upper limit on the BF of A} — p7’ is determined by
scanning the parameter of interest. The resultant profile-
likelihood scan distribution is presented in Fig. @] The
upper limit is calculated to be B(AF — py') < 8.0x107°
at 90% confidence level (CL), where the statistical and
systematic uncertainties are all incorporated. The sys-
tematic uncertainties associated with the detection ef-
ficiency and the background estimation are performed

with the two nuisance parameters in a profile-likelihood
fit.
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Fig. 40 The profile-likelihood curve versus B(AT — pv').
The black solid curve is the scan result with systematic un-
certainties. The cross of the curve indicates the upper limit
of the BF at 90% CL.

VIII. SYSTEMATIC UNCERTAINTY

The systematic uncertainties for the BF measurement
include those associated with the ST yields (NiSjT), recon-

struction efficiencies of the ST A, (eZSjT) and reconstruc-

tion efficiencies of the DT (e DT). As the DT technique
is adopted, the systematic uncertainties originating from
reconstructing the ST side largely cancel. Table [4] sum-
marizes the possible sources of systematic uncertainties.
Each of them is evaluated relative to the measured BF.
The details are described below.

The uncertainties associated with the proton tracking
and PID efficiencies are determined with the control sam-
ple J/v — pprtn~ |35]. The systematic uncertainties in
proton tracking and PID are assigned to be 1.0% each.

The uncertainty in the ST yields is 0.5%, which arises
from the statistical uncertainty and fitting Mgc distribu-



tions. The uncertainty in the fitting procedure is evalu-
ated by varying the ARGUS background parameter and
changing the Gaussian function to a sum of two Gaussian
functions.

The systematic uncertainty for the requirements of
Fiax and Fgyy is studied using the control sample of
A} — pK~ . The systematic uncertainty, 3.0%, is de-
termined by comparing the efficiencies between data and
MC simulation.

According to Eq. (1), the uncertainty related to the ST
efficiency is expected to be canceled. However, due to the
different multiplicities of tracks and showers in the rest of
the event, the ST efficiencies estimated with the generic
and the signal MC samples are expected to differ slightly.
Thus, the uncertainty associated with the ST efficiency
is not canceled fully, which results in a so called “tag
bias” uncertainty. The difference of ST efficiency between
generic and the signal MC samples, 0.9%, is assigned as
the corresponding uncertainty.

The uncertainty in the ¢q background estimation is ob-
tained by widening the Mpc sideband range by 5 MeV /c?
in comparison to the nominal one, yielding 4.1%. In ad-
dition, the statistical uncertainty of 5.7% on the data
yield in the Mpc sideband range (2.21,2.26) GeV/c? is
taken into account. The total ¢g background systematic
uncertainty of 7.0% is the quadratic sum of these two
effects.

The main AFA, background is the A} — pK? pro-
cess. The uncertainty of its BF quoted from the PDG on
B(Af — pK?2) [28] is 5.0%, and the fraction of pK? in
the signal region is 36%. The net systematic uncertainty
in ATA; background estimation is thus 1.8%.

Other uncertainties are negligible. Assuming that all
the sources of the uncertainties are uncorrelated, the to-
tal systematic uncertainties associated with the detection
efficiency and the background estimation are 3.5% and
7.2%, respectively.

Table 4: The systematic uncertainties in percentage for AT —
/

py-

mode uncertainty (%)
p tracking 1.0
p PID 1.0
ST yield 0.5
Fmax and Fsym requirements 3.0
Tag bias 0.9
qq background estimation 7.0
AT A, background estimation 1.8

IX. SUMMARY

In summary, with a sample of 4.5 fb~! collected at CM
energies between 4.600 and 4.699 GeV with the BESIII

detector, the first investigation for a massless dark pho-
ton in AT — py/ decay is carried out. No significant sig-
nal is observed with respect to the expected background.
The upper limit on the BF of AT — py/ is measured to
be B(A} — py') < 8.0 x 107° at 90% CL. It is below the
sensitivity of theory prediction in Ref. [I6], which pre-
dicts the BF to be 1.6 x 1075 or 9.1 x 10~° with different
inputs of form factors. A more stringent constrain on
B(AF — pv') is expected in the near future with larger
A} samples at BESIIT [19)].
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