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By analyzing e"e” annihilation data corresponding to an integrated luminosity of 2.93fb~!
collected at the center-of-mass energy of 3.773 GeV with the BESIII detector, we report the first
observations of the doubly Cabibbo-suppressed decays DT — K™7%7°% and DT — KTx%. The
branching fractions of Dt - Kt7%2% and Dt — K+7r077 are measured to be (2.1 £ 0.4stat £
0.1gyst) X 10~% and (2.1 £ 0.6stat £ 0.1syst) X 10~* with statistical significances of 8.0c and 5.0c,
respectively. In addition, we search for the subprocesses DT — K*(892)T 7% and DT — K*(892)"n
with K*(892)7 — KTx° The branching fraction of DT — K*(892)%7 is determined to be

(4.77:1:2stat + 0.24y56) X 107%, with a statistical significance of 3.30. No significant signal for

Dt — K* (892)*71'0 is found and we set an upper limit on the branching fraction of this decay

at the 90% confidence level to be 4.5 x 107%.

To date, only a few doubly Cabibbo-suppressed (DCS)
decays of the charmed D°, DT, and DI mesons
and the charmed A} baryon have been observed [1].
Naively, the branching fractions (BFs) of DCS decays
are expected to be suppressed relative to their Cabibbo-
favored (CF) counterparts by a factor on the order of
(0.5—2.0) tan* O, where 0¢ is the Cabibbo mixing angle
and tan*f0c = 0.29%. This ratio currently holds for
most known DCS decays. Omne notable exception is
in the decay D* — K*tnt7 7%, which was recently
observed at BESIII [2]. The ratio of the branching
fraction of the DCS decay Dt — K+tata—n¥ relative
to the CF decay DT — K~ 7T7" 7% was determined to
be (6.3 4 0.5) tan* 6, which is significantly larger than
expectations. This anomalous ratio was later confirmed
in an independent measurement at BESIII [3]. Therefore,
observation of more DCS decays of charmed mesons
and determination of their decay BFs offers critical
complementary information required to investigate such
anomalous behavior.

In addition, the BFs of two-body hadronic D decays
have been the subject of several recent theoretical
calculations, both with and without incorporating SU(3)
flavor symmetry breaking effects, as well as calculations
focused on charge-parity (C'P) violation [4-11]. For
example, the BF of the decay Dt — K*t7%(n)
is predicted to be on the order of 10™% using the
pole model [5], the factorization assisted topological-
amplitude (FAT) approach [7], and the diagrammatic
approach [8], with results differing from each other by a
factor of two. Experimental knowledge, however, of DCS
decays of the form D — V P, where V is a vector and P a
pseudoscalar meson, is still rather scarce. Measurements

of the BFs of these decays provide crucial tests to various
theoretical predictions, thereby aiding our understanding
of SU(3) flavor symmetry breaking effects, and further
improving theoretical calculations of C'P violation in the
charm sector. Throughout the text, charge conjugated
decays are always implied and K** denotes K*(892)7.

This Letter reports the first measurements of the DCS
decays Dt — KTr%7% and DT — K7 as well as
the first searches for D¥ — K**7% and D* — K**n.
Because of their low background contamination, the
decay Dt — KT79%7%(n) offers an ideal opportunity to
access the subprocess Dt — K*t7%(n) with K*+ —
K*7% The related DCS decay DT — K°rTx%(n), on
the other hand, suffers from large backgrounds from the
CF decay DT — K%+ 70 (n).

This analysis is based on 2.93 fb~! of et e~ annihilation
data [12] taken with the BESIII detector at the center-
of-mass energy /s = 3.773 GeV. This energy point is
above the threshold to produce DD and below that to
produce D*D, the D and D mesons are produced in pairs
with no additional hadrons, where D and D* denote
charged or neutral charmed meson and their excited
states, respectively.

Details about the design and performance of the
BESIII detector are given in Refs. [13].  Simulated
samples produced with a GEANT4-based [14] Monte
Carlo (MC) simulation, which includes the geometric
description of the BESIIT detector and the detector
response, are used to determine the detection efficiency
and to estimate backgrounds. The simulation includes
the beam energy spread and initial state radiation (ISR)
in the eTe™ annihilations modeled with the generator
KKMC [15]. The signal of DT — K+7%70(n) is simulated



using an MC generator that incorporates the resonant
decay D* — K**7%(n) and the phase space decay
Dt — K*7%7%(n). The background is studied using
an inclusive MC sample that consists of the production
of DD pairs with consideration of quantum coherence for
all neutral D modes, the non-DD decays of the 4(3770),
the ISR production of the J/v and 1)(3686) states, and
the continuum processes incorporated in KKMC [15]. The
known decay modes are modeled with EVTGEN [16] using
the corresponding BFs taken from the Particle Data
Group [1], while the remaining unknown decays from the
charmonium states are modeled with LUNDCHARM [17].
Final state radiation from charged final state particles is
incorporated using PHOTOS [18].

The BFs of the signal decays are measured with a
double-tag technique that was first developed by the
Mark III Collaboration [19]. Signal Dt decays are
reconstructed alongside hadronic D~ decays to K Tn~ 7~
or K27, which have high yields and cleanest tag
environments thereby give better signal significances.
The fully reconstructed D~ is called the single-tag (ST)
meson. Events in which both the signal D% meson
and the ST D~ meson are found are called double-
tag (DT) events. For a given signal decay, the decay
BF is determined by

2
Bag = Nor/ S [Nép(ebr/cr)l 1)

i=1

where Npr is the yield of DT events, epr is the efficiency
of selecting a DT event, Ngr and egt are the yield and
corresponding selection efficiency of the ST D~ mesons,
and ¢ stands for tag modes.

Candidate Kg, 79, and 7 mesons are formed via the
decays K — ntn—, 7 — ~v, and n — ~v. The
K*, 7%, K2, 7% and n candidates are reconstructed and
identified using the same criteria as in Refs. [2, 20-29].

The ST D~ mesons are distinguished from combina-
torial backgrounds using two kinematic variables: the
energy difference AE,, = Ep- — Ep and the beam-
constrained mass My = /E? — [pp-|>. Here, By, is
the beam energy, and pp- and Ep- are the momentum
and energy, respectively, of the D~ candidate in the
rest frame of the eTe™ system. If more than one
candidate survives the selection criteria of a given tag
mode, the combination with the minimum |AFE..| is
chosen. Tagged D~ candidates are selected with a
requirement of AFEi,, € (—25,25)MeV to suppress
combinatorial backgrounds in the M}g‘g distributions. To
extract the number of ST D~ mesons for each tag mode,
maximum likelihood fits have been performed on the
individual Mg distributions [2, 20-29]. The number
of ST D~ mesons summed over the two tag modes is
Nst =(892.2 4= 1.145¢) x 103.

Candidates for the DCS DT decays are selected with

the residual neutral and charged particles not used in
the D~ tag reconstruction. Similar to the tag side,
the energy difference and beam-constrained mass of the
signal side, AEg;; and MZE, respectively, are calculated.
For each signal decay, if there are multiple combinations,
the one giving the minimum |[AEg,| is kept. The
accepted candidates are required to fall in the intervals
AFEg, € (—78,36) MeV and AEg, € (—52,31) MeV for
Dt — K+t7%9% and Dt — K7, respectively. To
reduce background events from non-D+D™ processes,
the minimum opening angle between the DT and D~
must be greater than 167°. This requirement suppresses
57% (79%) of background for D* — K+7%7%(n) at the
cost of losing 9% of the two signal decays. For DT —
K*7%7%, the invariant mass of the 7%7% combination is
required to be outside (0.388,0.588) GeV/c? to reject
the dominant background from the singly Cabibbo-
suppressed decay DT — K+ K% (— 7970).

The resulting distributions of M versus Mg of
the accepted DT candidates are shown in the left
column of Fig. 1. Signal events cluster around

Mg = M]S;(gj = Mp+, where Mp+ is the known
D" mass. [1]. There are three kinds of background
events. The events with correctly reconstructed DV

(D™) and incorrectly reconstructed D~ (D7) are called
BKGI. These background events are distributed along
the horizontal and vertical bands around the nominal D
mass. The events spreading along the diagonal, which
are mainly from the ete™ — ¢ processes, are named
BKGII. The events with incorrectly reconstructed D~
and DT are attributed to BKGIII and they are dispersed
in the allowed kinematic region.

The signal yields of the DT events are extracted from a
two-dimensional (2D) unbinned maximum likelihood fit
to the corresponding distribution of Mg versus Mgié.
The signal shape is described by the 2D probability
density function (PDF) from the MC simulation. For
various background components, the individual PDF's are
constructed as [2, 30]

o BKGL: b(x) - cy(y; Eb, &y) + b(y) - col; By, &),
e BKGIL ¢, (2;vV2Ey, &) - g(k; 0, 01),
e BKGIIL: ¢, (z; By, &) - ¢y (y; Ev, &)-

Here, x = My, y = Mgié, z=(z+7vy)/V2 and k =
(x —y)/v/2. The one-dimensional MC-simulated signal

shapes are b(z) and b(y). For background, ¢; with f =
x, y, or z is an ARGUS function [31] defined as

2 1__f?
Ej; )%egf( Egnd),

end

cf (f; Eena,&p) = Apf(1— (2)
where Ay is a normalization factor, £y is a fit parameter,
and Fegnq is the endpoint fixed at Fy, for ¢, and ¢, or
V2Ey for c,. The function g(k;0,0%) is a Gaussian



function with zero mean and standard deviation o, =
oo - (\/iEb — 2)P, where oy and p are the parameters
determined from the fit. The BKGIII component is
neglected because of limited statistics. All parameters
are free in the fit. The spectra of the middle and right
columns in Fig. 1 show the projections on My and My,
of the 2D fits to data. These fits give the signal yields of
Dt = KT7%7% and Dt — K*+7% to be 34.4 & 6.44at
and 15.4 £ 4.44.¢, respectively.

The efficiency of detecting the signal decay DT —
K*79%%(n) is estimated by using an admixture of the
signal MC events for the resonant decay D+ — K*+7%(n)
and the phase space decay Dt — K*t7%7%(n). The
fractions of Dt — K*T7%(n) (r++r0(,)) are determined
in the next paragraph. The signal yield of the resonant
decay DT — K**70(n) is extracted from a simultanous
2D fit to the DT candidate events when the K*7°
invariant mass (Mg+0) lies in the K*' signal and
sideband regions, whose definitions are shown in Fig. 2.

The left columns of Figs. 3(a) and 3(b) show the
Mg& versus Mgié distributions of the accepted DT
candidates, where the top and bottom rows correspond
to the K*T signal and sideband regions, respectively.
In the simultaneous fits, the ratios of the phase space
background yield in the K*T sideband region relative
to that in the K*T signal region are fixed to the MC-
determined values of fx«+ 0 = 1.40 & 0.02 for Dt —
K*r%7% and fge+, = 2.25 4 0.05 for DT — K70,
respectively. These factors include the difference of phase
space and efficiencies in the K*T signal and sideband

regions. From these fits, we obtain the signal yields

of D¥ — K**7% and Dt — K**p, 10'4J—r?>:§stat and

9.8f§:25tat, respectively. These give rg«+0 = 0.30 £
0'17stat and T'K*+n = 0.64 + 0-3Ostat-
The statistical significance is evaluated using

V=2In(Lo/Limax), where Lpae 18 the maximum

likelihood of the nominal fit and Ly is the likelihood
of the fit excluding the signal PDF. The resulting
significances are 8.00, 5.00, 190, and 3.30c for
Dt — Kta%% Dt — Ktn%, Dt — K*tn9,
and Dt — K*Tp, respectively.

The measured values for Npr, €sigs and Bgg are
summarized in Table 1. Because there is no significant
signal for Dt — K**7° we set an upper limit on
its decay BF at the 90% confidence level to be 4.5 x
10~*. This is set utilizing the Bayesian approach after
incorporating the associated systematic uncertainty [32],
as discussed later.

One of the advantages of the DT method is that
most of the uncertainties associated with the ST
selection cancel. The systematic uncertainties in the
BF measurements are mainly from the following sources.
They are reported relative to the measured BFs. The
uncertainty of the total ST D~ yield, which is mainly
due to the fit to the Mgy distribution, is 0.5% [20-
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Fig. 1. Distributions of (left column) M versus Mg and
the projections on (middle column) Mg and (right column)
Mgi(gj of the 2D fits to the DT candidate events. The top
row is for DT — Kt7%° and the bottom row is for DT —
K*+7%. Points with error bars are data. Blue solid curves
are the fit results. Cyan dotted curves are the fitted signal
distributions. Blue dot-dashed curves are BKGI. Red dot-
long-dashed curves are BKGII.
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Fig. 2. Distributions of (left) M+, versus My o0 for
DV — K*7% candidates and (right) M+ 7o versus My o
for DT — K+t7%2° candidates. The 7¢ and 79 are labelled
randomly. In the kinematic region marked in blue, the regions
inside and outside the red band are the K*T signal and
sideband regions, respectively. Red bands correspond to +100
MeV/c? around the known K*T mass. The requirement of
|Méa§(5ig) — Mp+| < 0.005 GeV/c? has been imposed.

Table 1. The DT yields in data (Npt), the signal efficiencies
(esig = €7 /elr ) and the obtained BFs. The first and second
uncertainties are statistical and systematic, respectively. The
efficiencies do not include the BFs of 1 and K** decays. The
lower efficiency for DT — KT 7%7% is mainly due to the K9
rejection.

Decay mode NpT €sig () Baig (x 107%)
Dt — K+n070 3444 6.4 18.224+0.04 2.1 +£0.4+0.1
Dt — K+n%y 15.444.4 20.66 +0.04 2.1+ 0.6 £ 0.1
Dt — K*+x0 104737 14.18£0.04 2.57]3+0.1
Dt — K*tp 98730 1778 +0.07 47110 +0.2
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Fig. 3. Distributions of (left column) M5 versus Mg and the projections on (middle column) M3 and (right column) Mg
of the constrained 2D fits to the DT candidate events in the K™ signal region (top row) and sideband region (bottom row) for
(a) D¥ — KT7n%% and (b) DT — K*7%. Points with error bars are data. Blue solid curves are the fit results. Black dotted
curves are the signal distributions. For the K™ sideband region, green dotted and red dot-long-dashed curves are BKGI and
BKGII, respectively. For the K™ signal region, red dot-long-dashed curves are BKGII and green dotted curves are the peaking

backgrounds constrained by using the K™ sideband events.

22]. The efficiencies of tracking and particle identification
of the KT are studied with DT DD hadronic events.
The systematic uncertainty for KT tracking is 1.0%.
The efficiency of 7° reconstruction is investigated using
DT DD hadronic decay samples of D° — K-zt
K-rtrtr versus D — Km0, K270 [20, 21]. The
systematic uncertainty due to 70 reconstruction is 2.0%.
Based on the 7° uncertainty, the systematic uncertainty
of n reconstruction is also taken to be 2.0%. The
uncertainties on the quoted BFs of n — vy and 70 — ~7
are 0.5% and 0.03% [1], respectively.

The systematic uncertainty of the 2D fit is estimated
by varying the signal and background shapes. The signal
shape is varied by convolving with a Gaussian resolution
function with parameters derived from a control sample
of D¥ — 779, For the background, the endpoint of
the ARGUS function is varied by +0.2 MeV/c?. Adding
the changes of the BFs quadratically gives corresponding
systematic uncertainties of 1.5% for D* — K+7%% and
2.9% for D¥ — K%, but are negligible for Dt —
K**70% and DY — K*Tn.

The systematic uncertainty arising from the require-
ment of the D™D~ opening angle is assigned to be 1.2%
using a control sample of D¥ — 7+ 7%7%, The systematic
uncertainty of the AFEg, requirement is estimated by
smearing one Gaussian resolution function obtained from
the control sample with the AFE, distribution of the
signal MC events. The change of the DT efficiency is
found to be negligible. Therefore, the corresponding
systematic uncertainty is neglected. The systematic
uncertainty due to the K{ rejection is also negligible
since the BF's are found to be insensitive to shrinking or
enlarging the Kg rejection window by 0.02 GeV/c? and

taking into account correlations of the two signal samples
with the nominal and varied K2 signal regions [33].

The systematic uncertainty of the K*T signal region
is studied using DT events from the processes D —
K= and K~ 7t7% versus D° — K**(— K*t7%)e 7.
The change of the DT efficiencies after smearing
the obtained Gaussian resolution function with the
Mg+ 0 distributions, 0.1%, is assigned as the associated
uncertainty. The uncertainties of MC statistics are 0.2%,
0.2%, 0.3%, and 0.4% for Dt — K*t7%z° D+ —
K+7%, DT — K*t70 and Dt — K**n, respectively.
The systematic uncertainties related to the MC modeling
for DT — K*7%7% and DT — K*7% are estimated by
varying 7g«+g0(,;) by £1lo and are assigned to be 2.1%
and 1.6%, respectively. Variations of fx«+ro and fr«+,
by 410 cause systematic uncertainties of 0.9% and 0.7%
for DT — K*t7%% and D* — K*+7a%), respectively.
Adding the above effects in quadrature yields the total
systematic uncertainty for each signal process. They
are 5.1%, 5.6%, 4.5%, and 4.5% for DT — K*t7%7°,
Dt — K*tn%, DT — K*t7° and Dt — K*Tp,
respectively.

To summarize, using 2.93fb~! of eTe™ annihilation
data [12] taken at /s = 3.773 GeV, we report the first
measurements of the BFs of the DCS decays DT —
K*+7%72° D+ — K*r%, Dt — K*t7Y and DT —
K*Tp, as summarized in Table 1. We do not observe
significant signal for DT — K**7% and thereby set the
upper limit on the BF of this decay at the 90% confidence
level to be 4.5x 10~4. Amplitude analyses of these decays
with larger data samples in the future [34, 35] will supply
more precise information about Dt — K*t7% and
DT — K*Tn, and will be important for more detailed



investigations of SU(3) flavor symmetry breaking effects
as well as for our understanding of CP violation
phenomena in hadronic decays of charmed mesons. Using
Bp+ sx—atat = (9.384+0.16)% [1] and Bp+ g+ ptr- =
(4.91 4 0.09) x 10~* [1], we obtain the DCS/CF BF
ratios Bp+ k7070 /Bt i ptat = (2.2640.40) x 1073
and BD*%K*WOH/BD+~>K°7T+77 = (809 + 213) X 10_3.
They correspond to (0.78 4 0.14) tan? 0 and (2.79 +
0.64) tan? O, respectively, implying that no abnormal
DCS/CF BF ratios are found.
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