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We report an amplitude analysis and branching fraction measurement of D+
s → K+K−π+ decay

using a data sample of 3.19 fb−1 recorded with BESIII detector at a center-of-mass energy of
4.178 GeV. We perform a model-independent partial wave analysis in the low K+K− mass region
to determine the K+K− S-wave lineshape, followed by an amplitude analysis of our very pure
high-statistics sample. The amplitude analysis provides an accurate determination of the detection
efficiency allowing us to measure the branching fraction B(D+

s → K+K−π+) = (5.47 ± 0.08stat ±
0.13sys)%.

PACS numbers: 13.20.Fc, 12.38.Qk, 14.40.Lb

I. INTRODUCTION

The decay D+
s → K+K−π+ is widely used as a refer-

ence mode in D±s analyses because of its large branching
fraction (BF) and low background contamination. An
amplitude analysis can reveal the intermediate states in-
volved in this decay and thereby reduce the detection
efficiency systematic uncertainties. The improved preci-
sion of the BF is important for D±s analysis using this
decay as a reference channel. Furthermore, theoretical
studies [1] predict the BFs of D+

s → K̄∗(892)0K+ and
D+
s → φ(1020)π+ to be in the range of (3.9− 4.2)% and

(3.4− 4.51)%, respectively. Combining the results of the
amplitude analysis and the BF measurement, one can ob-
tain the BFs of such intermediate processes, which can
help to improve the theoretical model [1].

Dalitz plot analyses of the D+
s → K+K−π+ de-

cay have been performed by the E687 [2], CLEO [3]
and BaBar [4] collaborations. The E687 collaboration
used about 700 pure signal events and did not take
the f0(1370)π+ intermediate state into account. In the
CLEO analysis about 14400 events with a purity of 84.9%
were selected in an untagged analysis of 0.586 fb−1 of
data similar to the present analysis. The analysis of
BaBar collaboration used about 100 000 events with a
purity of about 95%. Table I shows the comparison of
the fit fractions (FFs) from these previous Dalitz plot
analyses. There are obvious differences between FFs of
BaBar collaboration and CLEO collaboration.

The decay D+
s → a0(980)0π+ has been observed

through D+
s → π+π0η [5], and should also be present

in D+
s → K+K−π+, which was not taken into account

before. Due to the strong overlap of a0(980) → K+K−

and f0(980) → K+K− and their common JPC , we do
not distinguish between them in this paper and denote
the combined state as S(980). A model-independent par-
tial wave analysis (MIPWA) is performed to study this
low-mass resonance.

In this paper we report an amplitude analysis and
BF measurement of D+

s → K+K−π+ (the inclusion of
charge conjugates is implied) using a 3.19 fb−1 data sam-
ple collected with the BESIII detector at a center-of-
mass energy (ECMS) of 4.178 GeV. At this energy, the
cross section for the D∗±s D∓s final state in e+e− anni-
hilations is one order magnitude larger than that for
D+
s D
−
s [6]. Moreover, the D∗±s decays are dominated

by the process D∗±s → γD±s [7]. Thus, the process

e+e− → D∗±s D∓s → D+
s γD

−
s is the main signal process.

Using a tagging technique [8] (described in Sec. IV A),
we get a nearly background-free data sample to use for
an amplitude analysis and BF measurement. The process
e+e− → D+

s D
−
s also contributes to the BF measurement.

For the amplitude analysis (Sec. IV) and BF measure-
ment (Sec. V), both the signal Ds and the other Ds are
reconstructed, while for the MIPWA (Sec. A) only the
signal decay is reconstructed.

II. BESIII DETECTOR AND DATA SETS

The BESIII detector is a magnetic spectrometer [9]
located at the Beijing Electron Positron Collider
(BEPCII) [10]. The inner subdetectors are surrounded
by a superconducting solenoidal magnet which provide
a 1.0 T magnetic field. Starting from the interaction
point these consist of a main drift chamber (MDC), a
plastic scintillator time-of-flight (TOF) system, a CsI(Tl)
electromagnetic calorimeter (EMC). Charged particle
identification is performed by combining the ionization
energy loss (dE/dx) measured by the MDC and the
time-of-flight measured by the TOF. The EMC provides
shower information to reconstruct photons. Outside the
solenoidal magnet is a multi-gap resistive-plate chamber
system, which provides muon identification.

Monte Carlo (MC) samples are produced with
geant4-based [11] software. An inclusive MC sample
is produced at ECMS = 4.178 GeV. The sample includes
all known open charm production processes, the contin-
uum processes ( e+e− → qq̄, q = u, d and s), Bhabha
scattering, µ+µ−, τ+τ−, diphoton process and produc-
tion of the cc̄ resonances J/ψ, ψ(3686) and ψ(3770) via
initial state radiation (ISR). The generator conexc [12]
is used to model the open charm processes directly pro-
duced via e+e− annihilation. The simulation of ISR pro-
duction of ψ(3770), ψ(3686) and J/ψ is performed with
the kkmc [13]. The known decays with BFs taken from
the Particle Data Group (PDG) [7] are simulated with
the eventgen [14] and the unknown decays are gener-
ated with the lundcharm model [15]. Final-state radia-
tion from charged tracks is produced by the photos [16].
The signal selection efficiency is obtained from MC sam-

ples of e+e− → D
(∗)
s Ds, in which the D+

s meson de-
cays into K+K−π+ while the D−s meson decays to one
of the tag modes listed in Table II. Two such samples
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TABLE I. Comparison of FFs for different decay modes. The first and second uncertainties are statistical and systematic,
respectively.

Decay mode
FF(%)

E687 CLEO BaBar

D+
s → K̄∗(892)0K+ 47.8±4.6±4.0 47.4±1.5±0.4 47.9±0.5±0.5

D+
s → φ(1020)π+ 39.6±3.3±4.7 42.2±1.6±0.3 41.4±0.8±0.5

D+
s → f0(980)π+ 11.0±3.5±2.6 28.2±1.9±1.8 16.4±0.7±2.0

D+
s → K̄∗0 (1430)0K+ 9.3±3.2±3.2 3.9±0.5±0.5 2.4±0.3±1.0

D+
s → f0(1710)π+ 3.4±2.3±3.5 3.4±0.5±0.3 1.1±0.1±0.1

D+
s → f0(1370)π+ 4.3±0.6±0.5 1.1±0.1±0.2∑
FF(%) 111.1 129.5±4.4±2.0 110.2±0.6±2.0

Events 701±36 12226±122 96307±369

are generated. The one with a uniform distribution of
D+
s → K+K−π+ decays over the phase space (PHSP) is

called “PHSP MC”. In the second sample, called “signal
MC”, the D+

s → K+K−π+ decay is generated accord-
ing to the model obtained from the amplitude analysis
presented in this paper.

III. EVENT SELECTION

The polar angles (θ) of charged tracks with respect
to the beam axis must satisfy | cos θ| < 0.93. Except
for tracks from K0

S decays, the distances of closest ap-
proach to the beamspot for charged tracks in the trans-
verse plane and along the beam direction must be less
than 1 cm and 10 cm, respectively.

Photons are reconstructed from showers in the EMC.
The deposited energies of the photons from the endcap
(0.86 < | cos θ| < 0.92) should be larger than 50 MeV
and those of the photons from the barrel (| cos θ| < 0.80)
should be larger than 25 MeV. Furthermore, the shower
should be detected within 700 ns after a beam crossing.

Candidates for π0(η) decay are reconstructed through
π0 → γγ (η → γγ). The diphoton invariant mass Mγγ

for π0 (η) should be in the range of 0.115 < Mγγ <
0.150 GeV/c2 (0.490 < Mγγ < 0.580 GeV/c2). A 1C
kinematic fit constraining Mγγ to the π0 or η nominal
mass [7] is performed, and the χ2 of the corresponding
fit should be less than 30 for π0 or η candidates.

Kaons and pions are identified by combining the dE/dx
information in the MDC and the time-of-flight from the
TOF. If the probability of the kaon hypothesis is larger
than that of the pion hypothesis, the track is identified
as a kaon. Otherwise, the track is identified as a pion.
Any π± and π0 candidates with momentum less than
0.1 GeV/c are vetoed to remove soft π± and π0 from D∗

decays.

Pairs of π+π− are used to reconstruct K0
S mesons. The

polar angles θ of the two pions should satisfy | cos θ| <
0.93. The distances of closest approach to the beamspot
along the beam direction should be less than 20 cm. The
invariant mass m(π+π−) of π+π− pairs should satisfy
0.487 < m(π+π−) < 0.511 GeV/c2. A secondary vertex
fit, constraining the pion candidate pair to a common ver-
tex is performed to determine the decay length L of the
KS . We require L/σL > 2, where σL is the uncertainty
on L.

The η′ candidates are reconstructed via the process
η′ → π+π−η. Candidates with a π+π−η invariant mass
in the range of [0.938, 0.978] GeV/c2 are retained.

Tagged Ds candidates are reconstructed from various
combinations of K±, π±, η, η′, K0

S and π0, while the
signal D+

s candidates are reconstructed from K+K−π+

combinations. Candidates with an invariant mass in the
mass window [1.87, 2.06] GeV/c2 and a recoiling mass
Mrec in the mass window [2.051, 2.180] GeV/c2 are re-
tained. The recoiling mass Mrec is defined as:

Mrec =

√
(ECMS −

√
| ~pDs |2 +m2

Ds
)2− | ~pDs |2 , (1)

where ~pDs is the momentum of Ds candidate in e+e−

center-of-mass system, mDs is Ds mass quoted from
PDG [7]. The requirement on Mrec is chosen to retain
both the monochromatic Ds that are produced directly
from the e+e− collision as well as the broader distribu-
tion that arises from D∗±s → D±s γ decays.

IV. AMPLITUDE ANALYSIS

An unbinned maximum likelihood method is used to
determine the intermediate resonance composition in the
decay D+

s → K+K−π+. The likelihood function is con-
structed with a probability density function (PDF) which
depends on the momenta of the three daughter particles.
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A. Tag Technique in Amplitude Analysis

As Ds mesons are produced in pairs, Ds mesons can be
reconstructed with a tag technique which provides both
single tag (ST) and double tag (DT) samples. In the ST
samples, only one D−s meson is reconstructed through se-
lected hadronic Ds decays, the so-called tag modes. The
eight tag modes used in the amplitude analysis and BF
measurement presented in Sec. V are D−s → K+K−π−,
K0
SK
−, K0

SK
−π+π−, K−π+π−, K0

SK
+π−π−, π+π−π−,

π−η′π+π−ηγγ
and K+K−π−π0, here, η′π+π−ηγγ

denotes

η′ → π+π−η with η → γγ. In the DT samples, photons
from the decay D∗±s → D±s γ, tag mode D−s and signal
D+
s (i.e., decays to K+K−π+) are all fully reconstructed.

A five-constraint (5C) kinematic fit is performed, con-
straining the four-momentum of the D∗±s D∓s system to
the initial four-momentum of the electron-positron sys-
tem and the invariant mass of the D∗±s to the correspond-
ing PDG value [7]. For each D+

s D
−
s γ candidate, the extra

γ is paired with both the tag and signal Ds to form the
D∗±s , and the combination with the lower fit χ2

5C is re-
tained as the presumably correct pairing. If there are
multiple candidate D∗±s D∓s pairs in an event, the candi-
date with minimum χ2

5C is selected as the best one. The
invariant mass of signal Ds (msig) and tag Ds (mtag) can-
didates are required to be within the mass regions shown
in Table II.

TABLE II. The mass windows for the signal mode and various
tag modes.

Mode Mass window (GeV/c2)
D−s → K0

SK
− [1.948, 1.991]

D±s → K±K∓π± [1.950, 1.986]
D−s → K+K−π−π0 [1.947, 1.982]
D−s → K0

SK
−π+π− [1.958, 1.980]

D−s → K0
SK

+π−π− [1.953, 1.983]
D−s → π−π−π+ [1.952, 1.984]
D−s → π−η′π+π−ηγγ

[1.940, 1.996]

D−s → K−π+π− [1.953, 1.983]

To ensure that all events fall within the physical region
on the Dalitz plot, we perform a 7C fit where constraints
on both signal and tag Ds masses to the PDG values are
added to the previous 5C constraints. The four-momenta
of the tracks after 7C fit are used to perform the ampli-
tude analysis.

The background of the DT sample in the amplitude
analysis is estimated using the inclusive MC sample. The
fit to the signal Ds invariant mass without 7C kine-
matic fit gives the signal yield and purity, as shown in
Fig. 1. In the fit, the signal shape is modeled with the
MC-simulated shape convolved with a Gaussian function
while the background is described with a second-order
Chebychev polynomial. There is no obvious peaking
background in the signal region (1.950 < msig <1.986

GeV/c2) and we obtain 4399 signal candidates with a
purity of 99.6%. Figure 2 shows the Dalitz plot of the
signal D+

s → K+K−π+ candidates.
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FIG. 1. The fit to the signal Ds invariant mass msig before the
7C kinematic fit (dots with error bars). The area between the
pink lines is the signal area of the sample for the amplitude
analysis.
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FIG. 2. The Dalitz plot of selected D+
s → K+K−π+ candi-

dates.
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B. Likelihood Function Construction

For a three-body process the amplitude An(p) for the
nth mode may be written as

An(p) = Pn(p)Sn(p)F rn(p)FDn (p), (2)

where p refers to the set of the three daughter parti-
cles’ four-momenta, Pn(p) is the propagator, Sn(p) is the
spin factor constructed with the covariant tensor formal-
ism [17], F rn(p) and FDn (p) are the Blatt-Weisskopf bar-
rier factors for the intermediate resonance and Ds meson
decays, respectively. According to the isobar formula-
tion, the total amplitude M(p) is obtained by the coher-
ent sum of all intermediate modes:

M(p) =
∑
cnAn(p), (3)

where cn = ρne
iφ is the complex coefficient of the nth

mode, ρn and φn are the magnitude and phase of cn,
respectively. Then the signal PDF fS(p) is given by:

fS(p) =
ε(p) |M(p)|2R3(p)∫
ε(p) |M(p)|2R3(p) dp

, (4)

where ε(p) is the detection efficiency and R3(p) is the
three-particle phase space, which is defined as:

R3(p)dp = (2π)4 δ4

(
pDs −

3∑
α=1

pα

)
3∏

α=1

d3pα
(2π)32Eα

, (5)

where α = 1, 2, 3 is the index of the three daughter par-
ticles. The likelihood function is given by

lnL =
Ndata∑
k

ln fS(pk)

=

Ndata∑
k

ln

(
|M(p)|2∫

ε(p) |M(p)|2R3(p) dp

)

+

Ndata∑
k

ln (R3(p)ε(p)) ,

(6)

where Ndata is the number of candidate events in data.
Background contribution is neglected in the amplitude
analysis and the possible bias is included to the system-
atic uncertainties, see Sec. IV D below. The normaliza-
tion integral in Eq. (6) is first determined by the following
equation using PHSP MC events with a uniform distri-
bution: ∫

ε(p) |M(p)|2R3(p) dp

≈ 1

NMC,gen

NMC,sel∑
kMC

∣∣M(pkMC)
∣∣2, (7)

where pkMC is the kth
MC set of four-momenta. Here,

NMC,gen and NMC,sel are the numbers of generated phase-
space events and selected phase-space events, respec-
tively. A set of estimated cn can be obtained from a

preliminary fit using the phase-space MC to evaluate the
normalization integral. Assuming the estimated values to
be c′n, the normalization integral can be evaluated with
signal MC samples:∫

ε(p) |M(p)|2R3(p) dp

≈ 1

NMC

NMC∑
kMC

|M(pkMC )|2
|Mgen(pkMC )|2 ,

(8)

where Mgen(pkMC) is the PDF modeled with c′n to gen-
erate signal MC and NMC is the number of events in
the MC sample. The computational efficiency of the MC
integration is significantly improved by evaluating the
normalization integral with signal MC samples, which
intrinsically take into account the event selection accep-
tance and the detection resolution. Correction factors γε
are introduced to correct for the bias caused by PID and
tracking efficiency inconsistencies between data and MC
simulation:

γε =
∏
j

εj,data(p)

εj,MC(p)
, (9)

where j refers to PID or tracking, εj,data and εj,MC refer
to the PID or tracking efficiencies for data and MC, re-
spectively. Taking the correction factors γε into account,
the normalization integral can be obtained by:

∫
ε(p) |M(p)|2R3(p) dp

≈ 1

NMC

NMC∑
kMC

∣∣M(pkMC)
∣∣2 γε

|Mgen(pkMC)|2
.

(10)

1. Propagator and Blatt-Weisskopf Barrier

For a given two-body decay (a→ bc), pa, pb and pc are
the momenta of particles a, b and c. The variables sa, sb
and sc refer to the squared invariant masses of particles
a, b and c. The momentum q is defined as the magnitude
of the momentum of b or c in the rest system of a:

q =

√
(sa + sb − sc)2

4sa
− sb. (11)

The resonances K∗(892), f0(1710), φ(1020) and f0(1370)
are parameterized with a relativistic Breit-Wigner for-
mula,

P = 1
(m2

0−sa)−im0Γ(m)
,

Γ(m) = Γ0

(
q
q0

)2L+1 (
m0

m

) ( FL(q)
FL(q0)

)2

,

(12)
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where m0 and Γ0 are the mass and the width of the inter-
mediate resonance, fixed to the PDG values [7], with the
exception of f0(1370). The mass and width of f0(1370)
are fixed to 1350 MeV/c2 and 265 MeV [18], respectively.
The value of q0 in Eq. (12) is that of q when sa = m2

0, L
denotes the angular momenta and Blatt-Weisskopf Bar-
rier FL(q) is defined as:

FL=0(q) = 1,

FL=1(q) =
√

2z2

z2+1 ,

FL=2(q) =
√

13z4

9z4+3z2+1 ,

(13)

where z = qR. R is the effective radius of the intermedi-
ate resonance or Ds meson. The values of R are fixed to
3.0 GeV−1 for intermediate states and 5.0 GeV−1 for Ds

meson, respectively. The ambiguity of R values is taken
into account in evaluation of the systematic uncertain-
ties.

The K∗0 (1430)0 is parameterized with the Flatté for-
mula:

PK∗0 (1430)0 =
1

M2 − s− i(g1ρKπ(s) + g2ρη′K(s))
, (14)

where s is the squared K−π+ invariant mass, ρKπ(s) and
ρη′K(s) are Lorentz invariant PHSP factor, and g1,2 are
coupling constants to the corresponding final state. The
parameters of the K∗0 (1430)0 are fixed to values measured
by CLEO [19].

For the resonance S(980) (representing the f0(980) and
a0(980)), we use Eq. (A6) in the appendix to describe
the propagator and the values of parameters are fixed to
those in Eq. (A7) obtained from the model-independent
partial wave analysis section (Sec. A).

2. Spin Factors

The spin projection operators [17] for a two-body decay
are defined as

P 0(a) = 1,

P
(1)
µµ′(a) = −gµµ′ +

pa,µpa,µ′

p2
a

,

P
(2)
µνµ′ν′(a) =

1

2
(P

(1)
µµ′(a)P

(1)
νν′(a) + P

(1)
µν′(a)P

(1)
νµ′(a))

− 1

3
P (1)
µν (a)P

(1)
µ′ν′(a).

(15)

The corresponding covariant tensors are expressed as fol-
lows

t̃(0)(a) = 1,

t̃
(1)
µ (a) = −P (1)

µµ′(a)rµ
′

a ,

t̃
(2)
µν (a) = P

(2)
µνµ′ν′(a)rµ′a r

ν′

a ,

(16)

where ra = pb−pc is the momentum difference between b
and c. The spin factor for the process Ds → aX (where

a is a resonance and X is a direct daughter of the Ds

meson) with a→ bc is,

Sn = 1,

Sn = T̃ (1)µ(Ds)t̃
(1)
µ (a),

Sn = T̃ (2)µν(Ds)t̃
(2)
µν (a),

(17)

where T̃
(L)
µ (Ds) and t̃

(L)
µ (a) are the covariant tensors with

angular momenta L for Ds → aX and a → bc, respec-
tively.

C. Fit Result

Clear peaks for both K̄∗(892)0 and φ(1020) can be
seen in Fig. 2. We choose K̄∗(892)0 as the reference
amplitude and fix the magnitude ρ and phase φ for
D+
s → K̄∗(892)0K+ to 1.0 and 0.0, respectively. The

magnitudes and phases of other processes are free pa-
rameters in the fit. Possible processes are retained in the
fit according to their statistical significances. We calcu-
late the statistical significance for a certain intermediate
process using the change of likelihood and number of de-
grees of freedom. Processes with significances less than
5σ are discarded. The six intermediate processes retained
in the nominal fit are D+

s → K̄∗(892)0K+, φ(1020)π+,
S(980)π+, K̄∗0 (1430)0K+, f0(1370)π+ and f0(1710)π+.
The magnitudes, phases and corresponding significances
of these amplitudes are listed in Table III. The system-
atic uncertainties are discussed in Sec. IV D.

With the coefficients cn obtained from the fit, the FFs
are calculated with generator-level phase-space MC as

FF(n) =

∑
|cnAn|2∑∣∣M(pkj )

∣∣2 , (18)

where the summation is performed over the generated
PHSP MC events.

To properly treat correlations, we randomly vary the
coefficients cn according to the corresponding error ma-
trix to produce many sets of cn and then obtain a series of
FFs for each intermediate process. A Gaussian function
is used to fit the distribution of FF for each intermediate
process and the width of the Gaussian function is taken
as the corresponding statistical uncertainty of the FF.
The resultant FFs are listed in Table III.

Signal MC samples modeled according to the fit result
are generated to compare the projections of the Dalitz
plots with data and to calculate the fit bias, which will
be discussed in Sec. IV D. The Dalitz plot projections
are shown in Fig. 3. To evaluate the goodness of fit with

a χ2/NDF criterion, we calculate χ2 =
∑(

Ndata−NMC

σdata

)2

of the fit using an adaptive binning of the Dalitz plot of
m2(K+K−) versus m2(K−π+), in which each bin has at
least 10 events. Here Ndata, σdata and NMC refer to the
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TABLE III. The results on the magnitudes, phases, FFs and significances for the six amplitudes. The first and second
uncertainties are the statistical and systematic, respectively.

Amplitude Magnitude (ρ) Phase (φ) FFs (%) Significance (σ)

D+
s → K̄∗(892)0K+ 1.0 (fixed) 0.0 (fixed) 48.3±0.9±0.6 > 20

D+
s → φ(1020)π+ 1.09±0.02±0.01 6.22±0.07±0.04 40.5±0.7±0.9 > 20

D+
s → S(980)π+ 2.88±0.14±0.17 4.77±0.07±0.07 19.3±1.7±2.0 > 20

D+
s → K̄∗0 (1430)0K+ 1.26±0.14±0.16 2.91±0.20±0.23 3.0±0.6±0.5 8.6

D+
s → f0(1710)π+ 0.79±0.08±0.14 1.02±0.12±0.06 1.9±0.4±0.6 9.2

D+
s → f0(1370)π+ 0.58±0.08±0.08 0.59±0.17±0.46 1.2±0.4±0.2 6.4
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FIG. 3. Dalitz plot projections (a) m2(K+K−), (b) m2(K+K−) near the φ(1020) peak, (c) m2(K−π+) and (d) m2(K+π+)
from the nominal fit. The data are represented by points with error bars and the solid lines indicate the signal MC sample.

number of data events, the error of Ndata and the number
of signal MC events in each bin, respectively. We find a
χ2/NDF = 290.0/280.

D. Systematic Uncertainty

The following categories of systematic uncertainties are
studied for the amplitude analysis:

I Resonance parameters. The masses and widths of
resonances are shifted by their corresponding un-
certainties. For the S(980), m0 and Γ0 are shifted
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according to the errors from Eq. (A8) in Appendix
A. The mass and width of f0(1370) are shifted ac-
cording to the uncertainties from Ref. [18]. The
parameters of K̄∗0 (1430)0 are shifted according to
the errors from Ref. [19]. For other states, uncer-
tainties are taken from the PDG [7].

II The effective radius in the Blatt-Weisskopf barrier
factor is varied within the range [1.0, 5.0] GeV−1

for intermediate resonances and [3.0, 7.0] GeV−1

for Ds mesons.

III Fit bias. Pull distribution checks using 300 signal
MC samples are performed to obtain the fit bias.
Here the pull value for a certain parameter x is de-
fined as (xtrue − xMC)/σxMC , where xMC and σxMC

are the value and the statistical error of x obtained
from the fit to a certain signal MC sample and xtrue

refers to the true value of x used in the MC gener-
ation. The signal MC samples each have the same
size as the data. A Gaussian function is used to fit
the pull distribution. The quadrature sum of the
mean value and the error of mean in the pull distri-
bution fit is taken as the corresponding systematic
uncertainty in units of the corresponding statistical
error.

IV Detector effects. These effects are related to the
efficiency difference between MC simulation and
data caused by PID and tracking, reflected in the
γε in Eq. (9). The PID efficiencies are studied
using clean samples of e+e− → K+K−K+K−,
K+K−π+π−, K+K−π+π−π0, π+π−π+π− and
π+π−π+π−π0, while a clean sample of e+e− →
K+K−π+π− is used for the study of tracking ef-
ficiencies. These efficiencies are also used in the
BF measurement (Sec. V C) and MIPWA (Sec. A).
The uncertainties associated with γε are obtained
by performing alternative amplitude analyses vary-
ing PID and tracking efficiencies according to their
uncertainties.

V Model assumptions. We replace the Flatté expres-
sion in Eq. (14) with the LASS model [20]. For
the S(980), Eq. (A6) is replaced with the Flatté
parameterization [21] to describe the lineshape of
the S(980) and the parameters in the Flatté pa-

rameterization are obtained from the fit to |S|2 in
Fig. 9(a). The quadrature sum of the shifts in the
results are taken as the corresponding systematic
uncertainties.

VI Background estimation. We subtract the contri-
bution of the background by assigning a negative
weight to the background events in the likelihood
calculation [22]. The shifts of parameters are taken
as the systematic uncertainties related to back-
ground estimation.

VII Contributions with statistical significances less
than 5σ. The intermediate processes with statisti-
cal significances less than 5σ are added in the nom-
inal fit one by one. The quadrature sum of each
parameter variations is taken as the corresponding
systematic uncertainty.

Systematic uncertainties on the magnitudes, phases
and FFs are summarized in Table IV and the total uncer-
tainties are obtained as the sum of all the contributions
in quadrature.

V. BRANCHING FRACTION MEASUREMENT

A. Efficiency and Data Yields

After the selection described in Sec. III, the tag tech-
nique is also used to perform the BF measurement. We
use the same eight tag modes as in Sec. IV. For each tag
mode, if there are multiple tag Ds candidates in an event,
the candidate with Mrec closest to the nominal mass of
D∗s [7] is retained. The ST yields are obtained by the
fits to the Ds invariant mass distributions, as shown in
Fig. 4, along with the mass windows listed in Table II.
The signal shape is modeled as the MC-simulated shape
convolved with a Gaussian function, while background is
parameterized as a second-order Chebychev polynomial.
Fits to mtag for inclusive MC are performed to estimate
the corresponding ST efficiencies. The ST yields (YST)
and ST efficiencies (εST) are listed in Table V.

After the best candidates of ST D−s mesons are iden-
tified, we search for the D+

s → K+K−π+. Only one DT
D+
s candidate with the average mass of tag D−s and sig-

nal D+
s closest to the nominal mass of Ds is retained for

each tag mode in an event. The DT efficiencies, listed in
Table VI, are obtained based on the signal MC samples.

As D−s → K+K−π− is not only the signal mode but
also one of the tag modes, we divide the events into two
categories:

- Cat. A: Tag D−s decays to one of the tag modes ex-
cept D−s → K+K−π−. The inclusive MC sample
with the signal removed shows no peaking back-
ground around the fit range of 1.90 < msig <
2.03 GeV/c2. Thus, the DT yield is determined
by the fit to msig, shown in Fig. 5(a). The back-
ground is described with a second-order Chebychev
polynomial. The DT yield is 3497± 64.

- Cat. B: Tag D−s decays to K+K−π−. As both of
the two Ds mesons decay to the signal modes, we fit
dM (the mass of the signal D+

s minus that of the
tag D−s ), which is shown in Fig. 5(b). Here, the
background is described by a second-order Cheby-
chev polynomial. The DT yield is 1651± 42.



11

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

1000

2000

3000 ­
 Ks

0
 K→ 

­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

5000

10000

15000

20000

­
π 

­
 K

+
 K→ 

­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

5000

10000
0

π 
­

π 
­

 K
+

 K→ 
­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

2000

4000

­
π +

π 
­

 Ks

0
 K→ 

­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

1000

2000

3000

4000

­
π 

­
π 

+
 Ks

0
 K→ 

­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

5000

10000

15000

20000 ­
π 

­
π +

π → 
­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

200

400

600

800

η
­

π+π

’η 
­

π → 
­

sD

)2 (GeV/ctagm
1.9 1.95 2

2
E

v
e
n
ts

/1
 M

e
V

/c

0

5000

10000

15000

­
π +

π 
­

 K→ 
­

sD

FIG. 4. Fits to the mtag distributions of data. The points with error bars indicate data and the solid lines indicate the fit. Red
short-dashed lines are signal, violet long-dashed lines are background. The region within the purple lines denotes the signal
region.
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TABLE IV. Systematic uncertainties on the φ, ρ and FFs for different amplitudes in units of the corresponding statistical
uncertainties. Here I, II, III, IV, V, VI and VII denote the propagator parameterizations of the resonances, the effective
radius of Blatt-Weisskopf barrier factor, fit bias, detector effects, model assumptions, background estimation and contributions
with statistical significances less than 5σ, respectively. The quadrature sums of these terms are taken as the total systematic
uncertainties.

Amplitude
Source

I II III IV V VI VII Total

D+
s → K̄∗(892)0K+ FF 0.32 0.29 0.14 0.41 0.14 0.10 0.14 0.65

D+
s → φ(1020)π+

φ 0.49 0.10 0.06 0.07 0.08 0.02 0.04 0.52

ρ 0.49 0.14 0.08 0.41 0.19 0.01 0.17 0.71

FF 0.44 1.13 0.04 0.40 0.08 0.01 0.15 1.29

D+
s → S(980)π+

φ 0.98 0.25 0.04 0.11 0.06 0.03 0.15 1.03

ρ 1.11 0.17 0.09 0.11 0.20 0.17 0.23 1.18

FF 1.16 0.15 0.04 0.09 0.05 0.04 0.25 1.20

D+
s → K̄∗0 (1430)0K+

φ 1.02 0.48 0.05 0.21 0.09 0.06 0.16 1.16

ρ 1.00 0.36 0.15 0.20 0.19 0.02 0.21 1.12

FF 0.76 0.35 0.11 0.22 0.19 0.03 0.20 0.92

D+
s → f0(1710)π+

φ 0.31 0.25 0.04 0.14 0.17 0.01 0.17 0.49

ρ 1.17 1.23 0.09 0.11 0.11 0.11 0.01 1.71

FF 0.71 1.21 0.04 0.16 0.10 0.10 0.01 1.42

D+
s → f0(1370)π+

φ 2.66 0.27 0.12 0.09 0.28 0.21 0.20 2.71

ρ 1.01 0.32 0.21 0.09 0.05 0.03 0.21 1.10

FF 0.42 0.30 0.15 0.06 0.15 0.09 0.19 0.60

TABLE V. The ST yields (YST) and ST efficiencies (εST). The BFs of the sub-particle (K0
S , π0, η and η′) decays are not

included in the efficiencies.

Tag mode Mass window (GeV/c2) YST εST(%)
D−s → K0

SK
− [1.948, 1.991] 31987± 314 47.66±0.07

D−s → K+K−π− - 141189± 643 40.90±0.03
D−s → K+K−π−π0

γγ [1.947, 1.982] 37899±1739 10.36±0.03
D−s → K0

SK
−π+π− [1.958, 1.980] 7999± 236 18.67±0.12

D−s → K0
SK

+π−π− [1.953, 1.983] 15723± 290 21.51±0.06
D−s → π−π−π+ [1.952, 1.984] 38157± 873 50.05±0.15
D−s → π−η′π+π−ηγγ

[1.940, 1.996] 8009± 142 19.43±0.06

D−s → K−π+π− [1.953, 1.983] 17112± 561 45.66±0.22

B. Tagging Technique and Branching Fraction

For the DT samples with a certain tag mode α, we
have

Y αST = 2ND+
s D
−
s
Bαtagε

α
tag, (19)

and

NobsA,α
sig = 2ND+

s D
−
s
BαtagBsigε

α
tag,sig, for Cat. A

NobsB,α
sig = ND+

s D
−
s
BαtagBsigε

α
tag,sig, for Cat. B

(20)

where ND+
s D
−
s

is the total number of D∗±s D∓s produced

from e+e− collision; the yields NobsA,α
sig and NobsB,α

sig re-
fer to the yields with tag mode α for Cat. A and Cat. B,
respectively; Btag and Bsig are the BFs of a specific tag

mode and the signal mode, respectively; εtag is the ef-
ficiency to reconstruct the tag mode; εtag,sig is the ef-
ficiency to reconstruct both the tag and signal decay
modes.

Using the above equations, one can obtain:

Bsig =
NobsA

sig + 2NobsB
sig∑

α
Y αSTε

α
tag,sig/ε

α
tag

, (21)

where the yields NobsA
sig , NobsB

sig and Y αST are obtained
from data, while εtag and εtag,sig can be obtained from
the updated inclusive MC samples. The process D+

s →
K+K−π+ in the updated inclusive MC is generated with
the Dalitz model obtained in Sec. IV.
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TABLE VI. The DT efficiencies (εDT).The BFs of the sub-
particle (K0

S , π0, η and η′) decays are not included in the
efficiencies.

Tag mode εDT(%)
D−s → K0

SK
− 18.59±0.14

D−s → K+K−π− 17.41±0.06
D−s → K+K−π−π0 4.33±0.03
D−s → K0

SK
−π+π− 8.03±0.11

D−s → K0
SK

+π−π− 8.25±0.09
D−s → π−π−π+ 20.84±0.13
D−s → π−η′π+π−ηγγ

8.30±0.11

D−s → K−π+π− 19.07±0.13
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FIG. 5. Fit of msig for (a) Cat. A and dM for (b) Cat. B. The
signal shapes are the corresponding simulated shapes con-
volved with a Gaussian function and the background shapes
are described with second-order Chebychev polynomials.

C. Systematic Uncertainty

The following sources are taken in account to calculate
systematic uncertainty in the BF.

• Uncertainty in the number of ST D−s candidates.
We perform alternative fits with different back-
ground shapes and signal shapes to obtain these
uncertainties. We change the background shape
from a second-order Chebychev polynomial to a
third-order Chebychev polynomial and the relative
change of BF is 0.18%. The systematic uncertainty
in signal shape is determined to be 0.16% by per-
forming an alternative fit without convolution with
the Gaussian smearing function. The quadrature
sum of these terms, that is the uncertainty in the
number of ST D−s candidates, is 0.23%.

• DT signal shape. The systematic uncertainty due
to the signal shape is studied with the fit without
the Gaussian function convolved, the DT yield shift
is taken as the related uncertainty.

• DT background shape. For background shape in
the fit, a third-order Chebychev polynomial is used
to replace the nominal one. The quadrature sum
of the BF shifts is taken as the related uncertainty.

• Fit bias. The updated inclusive MC samples are
used as fake data to estimate the possible fit bias.
The BF for each sample is determined and the rel-
ative difference between the average of BFs and the
MC truth value is 0.1%, which is negligible.

• K± and π± tracking/PID efficiency. The ratios
between data and MC efficiencies are weighted by
the corresponding momentum spectra of signal MC
events. We obtain the systematic uncertainties re-
lated to tracking efficiency to be 0.5% for each kaon
track and 0.2% for each pion track based on the
study of the tracking efficiency. The systematic un-
certainties related to PID efficiencies are estimated
to be 0.5% for each K± and 0.4% for each π±.
Tracking efficiency systematics are added linearly
for the three tracks, as are the PID efficiency sys-
tematics.

• MC statistics. The uncertainty due to the MC

statistics is obtained as

√∑
α
fα(

δεα
εα

)
2
, where fα is

the DT yield fraction, εα is the DT signal efficiency
of the tag mode α and δεα is the error on εα due to
the limited MC statistics.

• Dalitz model. The uncertainty from the Dalitz
model is estimated as the change of efficiency when
the Dalitz model parameters (cn) are varied accord-
ing to the error matrix.
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All of the systematic uncertainties mentioned above
are summarized in Table VII. We take the quadrature
sum of the systematic uncertainties above as the total
systematic uncertainty in the BF of D+

s → K+K−π+.

TABLE VII. The relative systematic uncertainties on the BF.
The quadrature sum of all contributions is taken as the total
uncertainty.

Source Sys. Uncertainty (%)
Number of D−s 0.2
Signal shape 0.5
Background shape 0.9
Fit bias 0.1
K± and π± Tracking efficiency 1.2
K± and π± PID efficiency 1.4
MC statistics 0.6
Dalitz model 0.5
Total 2.3

VI. CONCLUSION

This paper presents the amplitude analysis of the
decay D+

s → K+K−π+. The results on FFs for
D+
s → f0(1370)π+, D+

s → f0(1710)π+ and D+
s →

f0(980)π+/a0(980)π+ are consistent with those of BaBar
and E687. In addition, our results on FFs also agree with
those of CLEO, except for D+

s → f0(980)π+/a0(980)π+

and D+
s → f0(1370)π+ where 2.4σ and 3.4σ differences,

respectively, with CLEO are observed.

In this analysis, as a0(980) and f0(980) overlap and
parameters of a0(980) and f0(980) are not well mea-
sured, we have extracted the S-wave lineshape in the low
end of K+K− mass spectrum with a model-independent
method, as shown in Appendix A.

We have also measured the BF B(D+
s → K+K−π+) =

(5.47 ± 0.08stat ± 0.13sys)% which is currently the most
precisise measurement. Comparisons with other results
are presented in Tables VIII and IX.

TABLE VIII. Comparisons of BFs among CLEO collabora-
tion, Belle collaboration, BaBar collaboration and this anal-
ysis.

B (D+
s → K+K−π+)(%) Collaboration

5.55± 0.14stat ± 0.13sys CLEO [23]
5.06± 0.15stat ± 0.21sys Belle [24]
5.78± 0.20stat ± 0.30sys BaBar [25]
5.47± 0.08stat ± 0.13sys BESIII(this analysis)

With B(K̄∗(892)0 → K−π+) and B(φ(1020) →
K+K−) from PDG [7], we obtain B(D+

s →

K̄∗(892)0K+) = (3.94 ± 0.12)% and B(D+
s →

φ(1020)π+) = (4.60 ± 0.17)%, which are consistent with
corresponding theory predictions [1].
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Appendix A: Model-independent Partial Wave
Analysis in the Low K+K− Mass Region

A MIPWA is performed to determine the S-wave line-
shape near the threshold of K+K− mass spectrum. As
we need higher statistics in this MIPWA, the event se-
lection in this section is different from those in the main
part of the paper.

In the data sample used in the MIPWA,
D+
s → K+K−π+ candidates are reconstructed ac-

cording to the selections in Sec. III. The daughter
tracks are further subjected to a 1C kinematic fit
constraining them to the nominal D+

s mass from
PDG [7]; selection of the best D+

s → K+K−π+

candidate is based on the smallest χ2 in cases of
multiple candidates. The best photon candidate for
the decay D∗±s → D±s γ, is obtained via the recoiling
mass against the signal Ds and the photon: Moth =
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TABLE IX. The BFs measured in this analysis and quoted from PDG [7].

Process
BF (%)

BESIII(this analysis) PDG

D+
s → K̄∗(892)0K+, K̄∗(892)0 → K−π+ 2.64 ± 0.06stat ± 0.07sys 2.58 ± 0.08

D+
s → φ(1020)π+, φ(1020)→ K+K− 2.21 ± 0.05stat ± 0.07sys 2.24 ± 0.08

D+
s → S(980)π+, S(980)→ K+K− 1.05 ± 0.04stat ± 0.06sys 1.14 ± 0.31

D+
s → K̄∗0 (1430)0K+, K̄∗0 (1430)0 → K−π+ 0.16 ± 0.03stat ± 0.03sys 0.18 ± 0.04

D+
s → f0(1710)π+ ,f0(1710)→ K+K− 0.10 ± 0.02stat ± 0.03sys 0.07 ± 0.03

D+
s → f0(1370)π+ ,f0(1370)→ K+K− 0.07 ± 0.02stat ± 0.01sys 0.07 ± 0.05

D+
s → K+K−π+ total BF 5.47 ± 0.08stat ± 0.13sys 5.39 ± 0.15

√(
ECMS −

√
|~pDs |2 +m2

Ds
− Eγ

)2

− |~pDs + ~pγ |2,

where Eγ and ~pγ refer to the energy and momentum
of a certain photon candidate in e+e− center-of-mass
system, respectively. The photon candidate resulting in
the Moth closest to the nominal Ds mass is chosen as
the best one.

A multi-variate analysis (MVA) method is used to sup-
press background from the qq̄ continuum and other open
charm processes. With the gradient boosted decision tree
classifier (BDTG) provided by TMVA [26], we train the
MVA separately with two sets of variables for the two
categories depending on the D+

s origin. Two categories
of events are selected in an Mrec versus ∆M 2D plane,
where ∆M ≡M(D+

s γ)−msig, msig is the invariant mass
of signal Ds and M(D+

s γ) refers to the invariant mass
of D+

s and the photon from D∗+s → D+
s γ, as shown in

Fig. 6. The events that satisfy |Mrec − 2.112| < 0.02
GeV/c2 (the region within the red solid lines in Fig. 6)
are denoted as category 1, while the events that sat-
isfy |Mrec − 2.112| > 0.02 GeV/c2 and 0.112 < ∆M <
0.167 GeV/c2 (the region within the green dashed lines
in Fig. 6) are denoted as category 2.

For category 1, the BDTG takes three discriminating
variables as input: the recoiling mass Mrec, the total
momentum of the un-reconstructed objects in the event
(not part of the D+

s → K+K−π+ candidate) and the
energy of the photon from D∗s . For category 2, the
BDTG takes three additional variables as input: ∆M ,
M ′rec and the total number of charged tracks and neu-
trals in an event Ntracks. Here, M ′rec is defined as M ′rec =√(

ECMS −
√
p2
Dsγ

+m2
D∗s

)2

− p2
Dsγ

, where pDsγ is the

momentum of the Dsγ combination in e+e− center-of-
mass system and mD∗s

is the nominal D∗s mass. Accord-
ing to studies with the inclusive MC sample, the BDTG
requirement gives a relatively pure sample (background
less than 4%) and the background ratios of category 1
and category 2 are similar. After applying the BDTG
requirement, we fit to the candidate signal Ds invariant
mass for both category 1 and category 2 events. The sig-

FIG. 6. Two dimensional plane of Mrec versus ∆M ≡
M(D+

s γ)−msig from the simulated D+
s → K+K−π+ decays.

The red solid (green dashed) lines mark the mass window for
the D+

s category 1 (category 2) around the Mrec (∆M) peak.

nal shape is modeled with the MC-simulated shape con-
volved with a double Gaussian function to account for
the difference between data and MC simulation, while
the background is described with a second-order Cheby-
chev polynomial. This fit gives a background yield in
signal region (1.950 < msig < 1.986 GeV/c2) of 766 ±
30 and a corresponding signal yield of 18600 ± 141, as
shown in Fig. 7.

Assuming N is the number of events for a given mass
interval of m(K+K−), the angular distribution dN

d cos Θ
can be expanded in terms of spherical harmonic func-
tions:

dN

d cos Θ
= 2π

Lmax∑
k=0

〈
Y 0
k

〉
Y 0
k (cos Θ), (A1)

where Lmax = 2`max, and `max is the maximum or-
bital angular momentum quantum number required to
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FIG. 7. The fit to the signal Ds invariant mass msig (the dots
with error bars) after BDTG requirement. The area between
the pink lines is the signal area of the sample for MIPWA.
Here, msig is the mass without 1C kinematic fit correction.
The signal shape is the MC-simulated shape convolved with
a double Gaussian function and the background shape (red
dotted line) is second-order Chebychev polynomial.

describe the K+K− system at m(K+K−) (e.g. `max

=1 when only S-, P-wave are considered), Θ is the an-
gle between the K+ direction in the K+K− rest frame
and the prior direction of the K+K− system in the D+

s

rest frame, Y 0
k (cos Θ) =

√
(2k + 1)/4πPk(cos Θ) are har-

monic functions, Pk(cos Θ) is k-th order Legendre poly-
nomial.

The background contribution is subtracted from the
selected sample using the shape of the m(K−π+) versus
m(K+K−) distribution from the inclusive MC sample,
while the background normalization is fixed according to
the fit results (see Fig. 7). After that the distribution
dN/d cos Θ of data are corrected for efficiency and phase
space. The distribution m(K−π+) versus m(K+K−) of
PHSP MC is used to calculate the efficiency. The correc-
tion for the Lorentz invariant phase space factor is cal-
culated as ρKK =

√
1− 4m2

K/m
2(K+K−), where mK

is the nominal mass of K± [7]. The harmonic functions
Y 0
k (cos Θ) are normalized as follows:

∫ 1

−1

Y 0
k (cos Θ)Y 0

j (cos Θ)d cos Θ =
δkj
2π

. (A2)

Considering the orthogonality condition, we can ob-
tain the expansion coefficients according to Eqs. (A1)
and (A2):

〈
Y 0
k

〉
=

∫ 1

−1

Y 0
k (cos Θ)

dN

d cos Θ
d cos Θ. (A3)

In this section, the formalism
N∑
n=1

Y 0
k (cos Θn) is used to

calculate the integral, where Θn refers to the Θ of the
n-th event.

According to
〈
Y 0
k

〉
=

N∑
n=1

Y 0
k (cos Θn), one obtains the

distribution of
〈
Y 0
k

〉
for k = 0, 1 and 2 at the low end

of K+K− mass spectrum (0.988 < m(K+K−) < 1.15
GeV/c2), as shown in Fig. 8.

Assuming that only S- and P-wave amplitudes are nec-
essary at the low end of K+K− mass spectrum, the dis-
tribution dN/d cos Θ can also be written in terms of the
partial wave amplitudes:

dN

d cos Θ
= 2π

∣∣SY 0
0 (cos Θ) + PY 0

1 (cos Θ)
∣∣2 , (A4)

where S and P refer to the amplitudes of S-wave and P-
wave, respectively. Comparing Eqs. (A1) and (A4) [27],
we can obtain

|S|2 =
√

4π
〈
Y 0

0

〉
−
√

5π
〈
Y 0

2

〉
,

cosφSP =
〈Y 0

1 〉√
(2〈Y 0

0 〉−
√

5〈Y 0
2 〉)
√

5〈Y 0
2 〉
,

|P|2 =
√

5π
〈
Y 0

2

〉
,

(A5)

where φSP = φS − φP is the phase difference between S-
wave and P-wave, φS and φP are the phases of S-wave
and P-wave, respectively. Calculating |S|2, φSP and |P|2
in every mass interval of m(K+K−) in the threshold re-

gion, the distribution of |S|2, |P|2, φSP and φS can be
obtained, as shown in Fig. 9. There are two curves in
Fig. 9(c) because of the sign ambiguity of φSP extracted
from cosφSP.

We found that the Flatté parameterization [21] is in-
sensitive to the ππ or πη coupling or the coupling in-
duced between them while fitting the distribution of |S|2.
Therefore, the lineshape of S(980) is empirically param-
eterized with the following formula:

AS(980) =
1

m2
0 −m2 − im0Γ0ρKK

. (A6)

Fitting the distribution of |S|2 in Fig. 9(a) with
|AS(980)|2, we can obtain the values of m0 and Γ0:

m0 = (0.919± 0.006stat) GeV/c2,
Γ0 = (0.272± 0.040stat) GeV.

(A7)

Figure 9(a) shows the fit result. The χ2/NDF of the fit
is 44.46/38 = 1.17.

The S(980) mass central value obtained from the fit
is much lower than the threshold of m(K+K−) (about
0.988 GeV/c2). Therefore the distribution of φS is ex-
pected to be roughly constant. The phase φP of the
φ(1020) is given by Eq. (12) in Sec. 6; it increases rapidly
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near the φ(1020) peak because of its narrow width. Then
the sign ambiguity of φSP is solved by choosing the black
curve in Fig. 9(c), which decreases rapidly near the mass
of the φ(1020), ensuring that φS = φP + φSP is roughly
constant. The resulting phase of the S(980), φS, is shown

in Fig. 9(d).The values of |S|2 (arbitrary units), |P|2 (ar-
bitrary units) and φS in every mass interval of the thresh-
old region are listed in Table X.

Systematic uncertainties considered for the MIPWA
include:

• Data-MC agreement for the BDTG output. A con-
trol sample is obtained with same event selection as
that in Sec. IV A due to its high purity, but with-
out the kinematic fit criteria. The efficiency of data
and MC samples from the BDTG requirement is
then considered, where the efficiency of data (MC)
is defined as edata = Nd1

Nd0
(eMC = NM1

NM0
), where Nd0

(NM0) and Nd1 (NM1) are the number of events
before and after applying the BDTG requirement.
We can now correct the data sample with edata

eMC
. We

fit the corrected shape of the S(980) and take the
shift of m0 and Γ0 as the systematic uncertainty.

• Background subtraction. We change the bin size,
fit range and replace the background shape with a
third-order Chebychev polynomial in the fit shown
in Fig. 7. New fits are performed and we take the
quadrature sum of the shifts as the uncertainty of
the background fraction. Then we vary the back-
ground fraction, (3.9 ± 0.3)%, within its uncer-
tainty and take the shift of the S(980) fit results
as the systematic uncertainty related to the back-
ground fraction. The background shape of inclusive
MC sample is also replaced with that of sideband
(1.90 < msig < 1.95 GeV/c2 and 1.986 < msig <
2.03 GeV/c2) for data to perform a fit and the shift
is taken as the systematic uncertainty related to
the background shape. The quadrature sum of the
shifts of m0 and Γ0 are 0.002 GeV/c2 and 0.001
GeV, respectively.

• Particle identification (PID) and tracking efficiency
difference between data and MC simulation. To
estimate the detector effects related to the differ-
ence of PID and tracking efficiency between data
and MC simulation, we weight each event with the
data/MC efficiency differences and fit the shape
of the S(980). The shift of m0 and Γ0 are 0.001
GeV/c2 and 0.013 GeV, respectively.

• The f0(1370) contribution. The f0(1370) contribu-
tion in the S(980) region was subtracted according
to the measured FF. The shape of f0(1370) at the
low end of mK+K− mass spectrum was obtained
from the MC simulation. The interference effect
was ignored. The resulting shifts of m0 and Γ0 are
0.001 GeV/c2 and 0.003 GeV, respectively.

• Fit range. We vary the fit range from [0.988, 1.15]
GeV/c2 to [0.988, 1.145] GeV/c2, which results in
m0 and Γ0 shifts of 0.002 GeV/c2 and 0.003 GeV,
respectively.

All of the systematic uncertainties mentioned above
are summarized in Table XI. The quadrature sum of the
uncertainties is taken as the total uncertainty. We obtain
the result for m0 and Γ0 with statistical and systematic
errors to be:

m0 = (0.919± 0.006stat ± 0.030sys) GeV/c2,
Γ0 = (0.272± 0.040stat ± 0.024sys) GeV,

(A8)

which are consistent with the BaBar analysis [4]. Note
that m0 and Γ0 in Eq. (A8) are only used for the param-
eterization of the S(980) in Sec. IV.
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TABLE X. The values of |S|2 (arbitrary units), |P|2 (arbitrary units) and φS; the units chosen preserve the relative |S|2 and
|P|2 sizes. Uncertainties in the table are statistical only. Some values of φS are not listed in the table because the values of〈
Y 0
2

〉
in the corresponding mass intervals are negative and a physical solution for φSP cannot be found according to Eq. (A5).

m(K+K−) (GeV/c2) |S|2 (arbitrary units) |P|2 (arbitrary units) φS (degrees)
[0.988, 0.992] 14593±1860 −1137±1401 -
[0.992, 0.996] 11326±1364 168±1027 92± 48
[0.996, 1.000] 11064±1143 −531± 850 -
[1.000, 1.004] 8659±1015 1006± 748 90± 7
[1.004, 1.008] 7207±1281 7292±1003 80± 5
[1.008, 1.012] 8703±1509 11746±1200 81± 5
[1.012, 1.016] 6669±2565 48763±2066 79± 8
[1.016, 1.020] 7051±6057 199740±5048 101± 32
[1.020, 1.024] 2466±4232 122645±3520 96± 52
[1.024, 1.028] 4292±2108 34363±1748 87± 14
[1.028, 1.033] 4009±1455 15046±1212 81± 13
[1.033, 1.037] 3922±1088 8108± 887 78± 14
[1.037, 1.041] 3480± 944 5945± 768 70± 14
[1.041, 1.045] 5376± 854 3707± 678 71± 14
[1.045, 1.049] 4043± 696 2103± 551 76± 14
[1.049, 1.053] 3621± 665 1858± 530 76± 14
[1.053, 1.057] 3167± 599 1680± 467 76± 14
[1.057, 1.061] 3063± 569 1333± 448 70± 15
[1.061, 1.065] 3841± 582 685± 461 59± 17
[1.065, 1.069] 3343± 439 −45± 324 -
[1.069, 1.073] 3377± 525 395± 413 59± 21
[1.073, 1.077] 2635± 474 684± 368 71± 15
[1.077, 1.081] 2632± 426 357± 320 64± 18
[1.081, 1.085] 2802± 485 647± 377 63± 16
[1.085, 1.089] 2121± 421 287± 332 74± 18
[1.089, 1.093] 2487± 369 −185± 278 -
[1.093, 1.097] 2105± 505 1041± 409 68± 15
[1.097, 1.101] 2326± 440 100± 355 51± 66
[1.101, 1.105] 1962± 369 47± 286 44±137
[1.105, 1.109] 1422± 323 216± 246 65± 21
[1.109, 1.114] 1420± 453 777± 377 63± 17
[1.114, 1.118] 697± 377 903± 307 73± 17
[1.118, 1.122] 1351± 330 234± 257 65± 21
[1.122, 1.126] 1373± 297 −60± 229 -
[1.126, 1.130] 690± 312 340± 255 59± 22
[1.130, 1.134] 535± 246 130± 197 67± 27
[1.134, 1.138] 772± 261 205± 199 38± 37
[1.138, 1.142] 1246± 266 −71± 200 -
[1.142, 1.146] 545± 350 456± 298 35± 37
[1.146, 1.150] 763± 262 206± 205 58± 24

TABLE XI. Systematic uncertainties of the partial wave analysis in the low K+K− mass region. The quadrature sum of all
contributions is taken as the total uncertainty.

Source m0 (GeV/c2) Γ0 (GeV)
BDTG 0.030 0.020
Background subtraction 0.002 0.001
PID and Tracking 0.001 0.013
f0(1370) 0.001 0.003
Fit range 0.002 0.003
Total 0.030 0.024
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