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P. Sinha,43 M. J. Skoby,56, 37 N. Smirnov,16 Y. Söhngen,27 Y. Song,16 B. Srivastava,37 T. D. S. Stanislaus,42

M. Stefaniak,4 D. J. Stewart,28 B. Stringfellow,37 Y. Su,46 A. A. P. Suaide,57 M. Sumbera,14 C. Sun,13 X. Sun,45

Y. Sun,46 Y. Sun,58 B. Surrow,41 Z. W. Sweger,17 P. Szymanski,47 A. Tamis,16 A. H. Tang,7 Z. Tang,46

T. Tarnowsky,59 J. H. Thomas,18 A. R. Timmins,11 D. Tlusty,54 T. Todoroki,32 C. A. Tomkiel,33 S. Trentalange,19

R. E. Tribble,1 P. Tribedy,7 T. Truhlar,2 B. A. Trzeciak,2 O. D. Tsai,19, 7 C. Y. Tsang,30, 7 Z. Tu,7 T. Ullrich,7

D. G. Underwood,60, 42 I. Upsal,31 G. Van Buren,7 J. Vanek,7 I. Vassiliev,48 V. Verkest,28 F. Videbæk,7

S. A. Voloshin,28 F. Wang,37 G. Wang,19 J. S. Wang,58 X. Wang,21 Y. Wang,46 Y. Wang,39 Y. Wang,23

Z. Wang,21 J. C. Webb,7 P. C. Weidenkaff,27 G. D. Westfall,59 D. Wielanek,47 H. Wieman,18 G. Wilks,26

S. W. Wissink,20 R. Witt,61 J. Wu,39 J. Wu,45 X. Wu,19 Y. Wu,10 B. Xi,15 Z. G. Xiao,23 W. Xie,37 H. Xu,58

N. Xu,18 Q. H. Xu,21 Y. Xu,21 Y. Xu,39 Z. Xu,7 Z. Xu,19 G. Yan,21 Z. Yan,13 C. Yang,21 Q. Yang,21 S. Yang,62

Y. Yang,36 Z. Ye,31 Z. Ye,26 L. Yi,21 K. Yip,7 Y. Yu,21 H. Zbroszczyk,47 W. Zha,46 C. Zhang,13 D. Zhang,39

J. Zhang,21 S. Zhang,46 X. Zhang,45 Y. Zhang,45 Y. Zhang,46 Y. Zhang,39 Z. J. Zhang,36 Z. Zhang,7 Z. Zhang,26

F. Zhao,45 J. Zhao,22 M. Zhao,7 C. Zhou,22 J. Zhou,46 S. Zhou,39 Y. Zhou,39 X. Zhu,23 M. Zurek,60 and M. Zyzak48

(STAR Collaboration)
1Texas A&M University, College Station, Texas 77843

2Czech Technical University in Prague, FNSPE, Prague 115 19, Czech Republic
3AGH University of Science and Technology, FPACS, Cracow 30-059, Poland

ar
X

iv
:2

20
7.

09
83

7v
2 

 [
nu

cl
-e

x]
  2

5 
Fe

b 
20

23



2

4Ohio State University, Columbus, Ohio 43210
5Panjab University, Chandigarh 160014, India

6Variable Energy Cyclotron Centre, Kolkata 700064, India
7Brookhaven National Laboratory, Upton, New York 11973

8Abilene Christian University, Abilene, Texas 79699
9Instituto de Alta Investigación, Universidad de Tarapacá, Arica 1000000, Chile
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We report the beam energy and collision centrality dependence of fifth and sixth order cumulants
(C5, C6) and factorial cumulants (κ5, κ6) of net-proton and proton number distributions, from
center-of-mass energy (

√
sNN ) 3 GeV to 200 GeV Au+Au collisions at RHIC. Cumulant ratios of
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net-proton (taken as proxy for net-baryon) distributions generally follow the hierarchy expected from
QCD thermodynamics, except for the case of collisions at 3 GeV. The measured values of C6/C2

for 0-40% centrality collisions show progressively negative trend with decreasing energy, while it
is positive for the lowest energy studied. These observed negative signs are consistent with QCD
calculations (for baryon chemical potential, µB ≤ 110 MeV) which contains the crossover transition
range. In addition, for energies above 7.7 GeV, the measured proton κn, within uncertainties, does
not support the two-component (Poisson+Binomial) shape of proton number distributions that
would be expected from a first-order phase transition. Taken in combination, the hyper-order proton
number fluctuations suggest that the structure of QCD matter at high baryon density, µB ∼ 750
MeV at

√
sNN = 3 GeV is starkly different from those at vanishing µB ∼ 24 MeV at

√
sNN = 200

GeV and higher collision energies.

An important goal of heavy-ion physics is to study the
phase structure of strongly interacting matter. The phase
diagram of such strongly-interacting matter, known as
the Quantum Chromodynamics (QCD) phase diagram,
shows the phase structure as a function of temperature
(T ) and baryon chemical potential (µB) [1, 2]. Lattice
QCD (LQCD) calculations have established the quark-
hadron phase transition as a smooth crossover at vanish-
ing µB [3]. At large µB , QCD-based model calculations
indicate that the crossover is replaced by a first-order
transition [4, 5] which terminates at a critical point.

Varying the collision energy of heavy nuclei results
in a variation in T and µB of the strongly-interacting
system produced in these collisions, allowing an exper-
imental study of the QCD phase diagram [6]. Event-
by-event fluctuations or cumulants of net-particle num-
ber (N) distributions in heavy-ion collisions are sensi-
tive observables for this study [7–10]. The cumulants
are extensive quantities that can be used to character-
ize the shape of a distribution. The fifth and sixth-
order cumulants, relevant to the current study, are de-
fined as follows: C5 = 〈δN5〉 − 10〈δN3〉〈δN2〉 and
C6 = 〈δN6〉 − 15〈δN4〉〈δN2〉 − 10〈δN3〉2 + 30〈δN2〉3,
where δN = N − 〈N〉 (For details see Supplemental Ma-
terial [11]). For a thermalized system, the ratio of cumu-
lants are directly linked to the susceptibilities (χn) cal-
culated in a fixed volume, as done in lattice QCD, and in
QCD-based and thermal models [12–15]. Experimental
measurement of higher order cumulants are also impor-
tant to understand thermalization in high energy nuclear
collisions where the size and duration of the medium is
limited [16]. The cumulants, up to the fourth order of
various net-particle multiplicity distributions have been
analyzed from the first phase of the beam energy scan
(BES) program at the Relativistic Heavy-Ion Collider
(RHIC) facility [17–24] and by the HADES experiment
at GSI [25]. The fourth-to-second order cumulant ra-
tio, C4/C2, of net-proton number distributions from the
Solenoidal Tracker at RHIC (STAR) experiment shows a
non-monotonic collision energy dependence that is quali-
tatively consistent with expectations from a critical point
in the QCD phase diagram [19].

Up to the fourth-order net-proton cumulant ratios, the
experimental measurements are positive [19] which is re-

produced by several model calculations. These include
calculations with a crossover quark-hadron transition
such as the LQCD [26] and the QCD-based functional
renormalization group (FRG) model [27], and those with-
out any phase transition effects like the hadronic trans-
port model UrQMD [28] and the thermal hadron res-
onance gas (HRG) model [15]. Only after extending
the order of fluctuations to five and six (also called
hyper-orders) do the theoretical calculations with and
without QCD phase transitions show a difference in
sign. Negative sign of baryon number susceptibility ra-
tios, χB

5 /χ
B
1 and χB

6 /χ
B
2 (also called hyper-skewness and

hyper-kurtosis, respectively) is predicted by LQCD [26,
29] near the quark-hadron transition temperature for
µB ≤ 110 MeV. The FRG calculations also yield neg-
ative χB

5 /χ
B
1 and χB

6 /χ
B
2 over a wide µB range 24 –

420 MeV corresponding to central Au+Au collisions at√
sNN = 200 − 7.7 GeV [27]. Additionally, a particu-

lar ordering of susceptibility ratios: χB
3 /χ

B
1 > χB

4 /χ
B
2 >

χB
5 /χ

B
1 > χB

6 /χ
B
2 is predicted by LQCD [26]. This is in

contrast to the HRG model predictions with an ideal gas
equation of state in a grand canonical ensemble frame-
work which remain positive at unity for all ratios [29].

In search of the first-order phase transition, the facto-
rial cumulants of proton multiplicity distributions have
been suggested [30]. Factorial cumulants, κn, up to the
sixth order can be defined in terms of cumulants [31] as
κ1 = C1, κ2 = −C1 + C2, κ3 = 2C1 − 3C2 + C3, κ4 =
−6C1+11C2−6C3+C4, κ5 = 24C1−50C2+35C3−10C4+
C5 and κ6 = −120C1+274C2−225C3+85C4−15C5+C6.
The presence of a mixed phase in a first-order phase tran-
sition results in a bimodal or two-component structure in
the proton multiplicity distribution. Such a bimodal dis-
tribution, modeled as Poisson+Binomial distributions,
yields large factorial cumulants which increase in magni-
tude and alternate in sign with increasing order [30, 32].
In probing the two-component nature, the factorial cu-
mulants are less demanding statistically and are more
sensitive than regular cumulants [30].

The work reported in this letter is intended to iden-
tify the nature of the phase transition over a wide range
in µB by examining the sign of the hyper-order fluctu-
ations. A recent study of net-proton sixth-order cumu-
lants by STAR hints at a crossover in Au+Au collisions
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TABLE I. Total event statistics (in millions) in Au+Au colli-
sions for various collision energies (

√
sNN ).

√
sNN (GeV) 3 7.7 11.5 14.5 19.6 27 39 54.4 62.4 200

Events 140 3 6.6 20 15 30 86 550 47 900

at
√
sNN = 200 GeV (µB ≈ 20 MeV) [33]. In this work,

we present new data down to the lowest energy acces-
sible by STAR (

√
sNN = 3 GeV and µB ≈ 750 MeV),

along with the measurements of fifth-order net-proton
cumulants and fifth- and sixth-order proton factorial cu-
mulants.

The data from Au+Au collisions having signals in trig-
ger detectors [34, 35] above a noise threshold (called min-
imum bias) at ten collision energies from

√
sNN = 3 to

200 GeV from the STAR BES-I and fixed-target (FXT)
program were analyzed. The number of analyzed events
at each energy is summarized in Table I. The 3 GeV col-
lision data were collected in FXT mode with a constraint
on the interaction point (also known as the primary ver-
tex) along the beam axis (Vz) of 199.5 < Vz < 202
cm, and the remaining energies were taken in the col-
lider mode of detector operation with Vz within ±30
cm from the center of the STAR detector except for 7.7
GeV data, where ±40 cm was used [20, 36]. The track-
ing and particle identification (PID) are carried out us-
ing time projection chamber (TPC) and time of flight
(TOF) detectors [37]. Protons and antiprotons are re-
quired to have rapidity |y| < 0.5 at collider energies, and
−0.5 < y < 0 at 3 GeV due to the asymmetric detec-
tor acceptance in the fixed-target mode. The distance of
closest approach (DCA) of the (anti-)proton tracks to the
primary vertex is required to be less than 1 cm to sup-
press background [18]. The transverse momentum crite-
rion of 0.4 < pT < 2.0 GeV/c is applied at all energies.
A variable nσ [21] that quantifies, in terms of standard
deviation, the difference between measured dE/dx from
the TPC and its expected value for protons [38] is utilized
for proton identification. We used |nσ| < 2. In addition,
mass squared (m2) measured using the TOF detector is
required to satisfy 0.6 < m2 < 1.2 GeV2/c4 in the pT
range 0.8 < pT < 2.0 GeV/c to achieve high purity for
protons [20]. For FXT energy at 3 GeV, PID using both
TPC and TOF is shown in panel (a) of Fig. 1. At this
energy, if momentum p ≤ 2 GeV/c, only the TPC is used
for PID; otherwise, both TPC and TOF are used. The
purity of protons in the selected kinematic space is higher
than 95% at all energies [19]. Centrality is determined
using the charged-particle multiplicity measured by the
TPC, excluding protons and anti-protons to avoid self-
correlations. Results from 0-40% and 50-60% centrality
classes are reported. Pile-up events, which happen when
separate collisions are reconstructed as a single event,
are removed from the analysis by examining the corre-
lation between multiplicities registered in the TPC and

TOF [19, 33]. Additionally, at higher energies,
√
sNN >

27 GeV, information from a vertex position detector is
used for removing pileup events [20]. Because of higher
collision rates with the FXT configuration, the pile-up
effect becomes large compared to that in collider mode.
The correction of cumulants for this effect is then done
following the method suggested in Ref. [39].

FIG. 1. (a) Particle identification using nσp (TPC) versus m2

(TOF) for Au+Au minimum bias collisions at 3 GeV (FXT).
A momentum criterion p > 2 GeV/c is applied when using
m2 for proton PID. (b) Proton multiplicity distributions from
three collision centralities. These distributions are not cor-
rected for detector efficiency and pile-up effects.

Panel (b) of Fig 1 shows proton multiplicity distribu-
tions for 0-5%, 0-40% and 50-60% collision centralities
for Au+Au collisions at 3 GeV. Because the number of
anti-protons is negligible at this energy (less than the
number of protons by 6 orders of magnitude [40]), cu-
mulants of proton distributions are calculated instead of
net-proton distributions. Cumulants are then corrected
for finite detector efficiency assuming binomial detector
response [41–47]. In previous work, relaxing the binomial
assumption and implementing an unfolding-based correc-
tion for cumulants up to the sixth order for Au+Au colli-
sions at

√
sNN = 200 GeV yielded values consistent with

an analytical binomial correction formula within uncer-
tainties [19, 33]. To suppress the initial-volume fluctu-
ation effects on cumulants for a given centrality, a cen-
trality bin width correction (CBWC) is performed [48].
While Monte-Carlo studies have shown that at low mul-
tiplicities and lower energies residual volume fluctuation
effects may remain, the magnitude of the additional cor-
rection is highly model dependent [40, 49]. Further theo-
retical understanding of these residual effects are clearly
needed before applying to the data and therefore in this
analysis only the CBWC is performed. From cumulants,
we construct the factorial cumulants and ratios of cumu-
lants which are the observables of this work. The sta-
tistical uncertainties on these observables are estimated
using the bootstrap method [43, 50, 51]. Systematic un-
certainties are estimated by varying track selection, par-
ticle identification criteria, background estimates (DCA),
and track reconstruction efficiency.
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FIG. 2. κ4 (a), κ5 (b), κ6 (c) of proton distribution in Au+Au collisions from 3 GeV to 200 GeV. The results are shown for 0-40%
(squares) and 50-60% (diamonds) centralities. The bars and bands on the data points represent the statistical and systematic
uncertainties, respectively. The Two-Component Model (0-40%) and UrQMD model (0-40% and 50-60%) calculations are
shown as red, brown bands and blue dashed lines, respectively. The Two-Component Model (with Binomial and Poissonian
distributions as constituent components) requires κn up to the fourth order as inputs to predict κ5 and κ6. Uncertainties are
statistical for the model calculations. The κ5 and κ6 data at 7.7 GeV (0-40%) are scaled down by a factor of 4 for clarity of
presentation.

Figure 2 shows collision energy dependence of proton
factorial cumulants, κ4, κ5 and κ6 for 0-40% and 50-60%
centralities. At 7.7 GeV, large positive κ4 and negative
κ5 are observed for 0-40% collisions, albeit with large un-
certainties. In contrast, at higher energies, the factorial
cumulants of all orders show small deviations from zero
and from UrQMD expectations. UrQMD calculations
reproduce the 3 GeV measurements. The energy depen-
dence trend of the κ5 and κ6 measurements is largely re-
produced by calculations from a Two-Component Model
for proton multiplicity, motivated by the assumption of
a first-order phase transition, which inputs in its con-
struction the experimental data of κn up to the fourth
order and predicts κ5 and κ6 [30, 32] (see Supplemen-
tal Material [11] for details). Vanishing values of fac-
torial cumulants would imply that only the Poissonian
part of the Two-Component Model survives. The small
deviation from zero observed for the proton κn and the
absence of a sign change with increasing order for ener-
gies above 7.7 GeV within uncertainties does not support
the two-component structure for the proton multiplicity
distributions at those energies. Note that at 54.4 GeV,
a sign change is observed with increasing order for the
three factorial cumulants at a level of 2.5 − 3 σtot (σtot
is the statistical and systematic uncertainties added in
quadrature). However the Two-Component Model cal-
culation does not show such a trend. The peripheral 50-
60% measurements are either positive or consistent with
zero within uncertainties at all energies.

As proxies for net-baryon cumulant ratios [42], C4/C2,
C5/C1 and C6/C2 of net-proton distributions in Au+Au
collisions from 3 GeV to 200 GeV for 0-40% and 50-60%
centralities are presented in Fig. 3. C4/C2 for 0-40%
centrality is positive at all energies. Various model cal-

culations presented for C4/C2 are also positive. C5/C1

for 0-40% centrality exhibits weak collision energy de-
pendence and fluctuates about zero with . 2.2σtot sig-
nificance except at 3 GeV where it has a large positive
value. C6/C2 for the same centrality is increasingly neg-
ative from higher to lower energies down to 7.7 GeV and
becomes positive at 3 GeV. The deviations of C6/C2 from
zero at all the energies are within 1.7σtot. When inter-
preting the 3 GeV data, one should keep in mind that
the initial volume fluctuation effects become significant
due to lower charged particle multiplicity. The increas-
ingly negative sign of C6/C2 with decreasing energy in
the range 7.7 GeV to 200 GeV is qualitatively consis-
tent with LQCD and FRG calculations that include a
crossover quark-hadron transition, subject to caveats dis-
cussed in Ref. [33]. The overall significance of observing
negative C6/C2 in more than half of the collision energies
in the range 7.7 GeV to 200 GeV is found to be 1.7σ (see
Supplemental Material [11]). The UrQMD expectations
for these two ratios are either positive or consistent with
zero within uncertainties. Expectations from HRG CE
are positive for energies greater than 19.6 GeV and be-
come negative only for lower energies (see Supplemental
Material [11] for an enlarged view of model calculations).
Recent hydrodynamic calculations also show a similar
energy dependence trend as HRG CE [53]. All three
ratios are non-negative for peripheral 50-60% centrality
and qualitatively consistent with UrQMD expectations.
As the event statistics are lowest at 7.7 GeV (1.2 million
events in 0-40% centrality) among all energies, within the
current statistical limitations, the robustness of the neg-
ative sign of C6/C2 at 7.7 GeV (0-40%) was verified by
performing a study on K-statistics [54] (also known as
unbiased estimators of a population’s cumulants) and on
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the sample size dependence of net-proton C6/C2 which
involved creating random samples of varying event statis-
tics from 7.7 GeV data (see Supplemental Material [11]).
Measurements of the three ratios at collider energies us-
ing the same rapidity acceptance as for 3 GeV FXT data,
i.e., −0.5 < y < 0 , yield similar conclusions regarding the
sign as reported here (see Supplemental Material [11]).

A particular ordering of net-baryon cumulant ratios:
C3/C1 > C4/C2 > C5/C1 > C6/C2, predicted by LQCD
was subjected to experimental verification in Fig. 4.
Within uncertainties, the measurements for 0-40% cen-
trality in the energy range 7.7 GeV to 200 GeV are
consistent with the ordering expected from LQCD (al-

though at 54.4 and 62.4 GeV, the hierarchy is not as
clear as at other energies). While the FRG calcula-
tions also follow the predicted hierarchy, the UrQMD
calculations within uncertainties do not show any clear
ordering and remain non-negative at all energies. At
3 GeV the cumulant ratios show a reverse ordering:
C3/C1 < C4/C2 < C5/C1 < C6/C2. The probability
that the higher energy data would follow a 3 GeV order-
ing varies between 0.14 − 10% (see Supplemental Mate-
rial [11]). The ordering observed at 3 GeV is reproduced
by UrQMD calculations. These observations suggest that
the interactions are dominantly hadronic at 3 GeV. Re-
cent results by the STAR experiment on proton C4/C2
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showing suppression at 3 GeV for central 0-5% Au+Au
collisions also supports this inference, indicating that the
possible critical point could only exist at collision ener-
gies higher than 3 GeV [40].

In conclusion, measurements of net-proton C5/C1 and
C6/C2 and proton κ5 and κ6 are reported in Au+Au col-
lisions over a broad range of collision energies from 3 GeV
to 200 GeV corresponding to a µB range of 750 MeV to 24
MeV. The data are presented for 0-40% and 50-60% col-
lision centralities. For the first time, we test the ordering
of cumulant ratios C3/C1 > C4/C2 > C5/C1 > C6/C2

expected from QCD thermodynamics. While the over-
all measured trend for cumulant ratios from 7.7 GeV to
200 GeV seem to follow this hierarchy, a reverse ordering
is seen at 3 GeV. C6/C2 for 0-40% centrality is increas-
ingly negative with decreasing energy, except at 3 GeV
where it is positive. Their deviations from zero at each
energy are within 1.7σtot. The significance of finding neg-
ative C6/C2 (0-40%) at more than half of the collision
energies over the range 7.7 GeV to 200 GeV was found
to be 1.7σ. The negative sign of C6/C2 is consistent
with QCD calculations (µB ≤ 110 MeV) that include a
crossover quark-hadron transition. In contrast, the pe-
ripheral 50-60% data, and calculations from the UrQMD
model which does not include any QCD transition, are
either positive or consistent with zero.

Proton factorial cumulants κ4, κ5, κ6 (0-40%) are pre-
sented as sensitive observables to probe a possible first-
order phase transition [30]. The measurements indicate
the possibility of a sign change at low collision energies,
although the uncertainties are large. For energies above
7.7 GeV, the measured proton κn within uncertainties
do not support the two-component (Poisson+Binomial)
shape of proton distributions that is expected from a
first-order phase transition. Peripheral 50-60% data do
not show a sign change with increasing order and are con-
sistent with calculations from the UrQMD model at all
energies. The agreement between the presented data and
UrQMD at 3 GeV suggests that matter is predominantly
hadronic at such low collision energies. Taken together,
the hyper-order proton number fluctuations suggest that
the structure of QCD matter at high baryon density,
µB ∼ 750 MeV at

√
sNN = 3 GeV is starkly different

from those at vanishing µB ∼ 24 MeV at
√
sNN = 200

GeV and higher collision energies. Precision measure-
ments in BES-II with large event statistics will be neces-
sary to confirm these observations.
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I. SUPPLEMENTAL MATERIAL

A. Two-Component Model calculations

In a two-component, or bimodal, distribution, the total
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separate constituent distributions, PA(N) and PB(N),
so that

P (N) = (1− α)PA(N) + αPB(N), (1)

where the parameter α ( α ≤ 1) specifies the relative con-
tribution of the two. The factorial cumulants (κn) of such
a distributions up to the sixth order can be expressed in
terms of factorial cumulants of the two constituent dis-
tributions (κnA and κnB) as follows [32].

κ1 = κ1A − α∆κ1 (2)

κ2 = κ2A − α[∆κ2 − (1− α)∆κ21] (3)
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calculate expectations for the fifth- and sixth-order pro-
ton factorial cumulants, we follow the procedure sug-
gested in Refs. [30, 32]. The two constituent distri-
butions of this Two-Component Model are the bino-
mial (PA(N)) and Poissonian (PB(N)) distributions; this
choice is made keeping in mind the baryon number con-
servation [32]. The binomial distribution has two param-
eters: number of trials (B) and probability of success (p),
while the Poissonian has only one parameter, the mean
(λ). Thus, a Two-Component Distribution with binomial
and Poisson distributions as constituents has four param-
eters in total: α, B, p and λ. Factorial cumulants of
the binomial and Poisonian distributions can be deduced
from their parameters. Following the recommendation in
Ref. [32], we fix the value B = 350 and then using data
and the equations for the first-, third-, and fourth-order
factorial cumulants, we extract the remaining parame-
ters. Note that at

√
sNN = 7.7 GeV, the equations for

first-, second-, and fourth-order factorial cumulants were
employed for extracting the parameters, as the former
choice of equation resulted in unphysical values of the α
parameter (α >1). Nonetheless, both sets of parameters
predict the sign change and comparable values of fifth-
and sixth-order factorial cumulants. The extracted pa-
rameters at all energies are summarized in Table II. With
all four parameters of the Two-Component Distributions
known, predictions are made for the fifth- and sixth-order
factorial cumulants. To evaluate the statistical uncer-
tainties on the predictions, the resampling method sug-
gested in Ref. [30] is performed.

B. Cumulants and K-statistics

Cumulants quantify the characteristics of a distribu-
tion. The cumulants of a distribution up to the sixth
order are defined as

C1 = m1 (8)

C2 = µ2 (9)

C3 = µ3 (10)

C4 = µ4 − 3µ2
2 (11)

C5 = µ5 − 10µ3µ2 (12)

C6 = µ6 − 15µ4µ2 − 10µ2
3 + 30µ3

2 (13)

where m1 is the first raw moment or the mean and
µn (n ≥ 2) are the central moments defined as µn =
〈(δNn)〉 with N being the variate whose distribution is
considered and δN = N - m1. The cumulants are well
known statistical quantities. For example, the first- and
second-order cumulants are the mean and variance. The
third- and fourth-order cumulants reflect the skewness
and kurtosis of a distribution, respectively.

In most statistical analyses, the information about
the population is not known a priori but rather inferred
using the sample. One only has a given sample to
work with, which forms a subset of the population.
Measurements are performed on the available sample to
infer the traits of the population. If the sample size is
sufficiently large, cumulant measurements of the sample
itself can serve as reasonable estimates of a population’s
cumulants. K-statistics are known to be unbiased
estimators of a population’s cumulants [54]. If a sample
size is sufficiently large, the K-statistics and cumulants
of the sample should be consistent with one another, so
measuring both and comparing them is one method to
assess the adequacy of a sample size. K-statistics (KSn)
up to sixth-order can be expressed in terms of central
moments (µn) of the sample as follows [54].

KS1 = C1 (14)

KS2 =
n

n− 1
µ2 (15)

KS3 =
n2

(n− 1)(n− 2)
µ3 (16)

KS4 =
n2

(n− 1)(n− 2)(n− 3)
[(n+ 1)µ4 − 3(n− 1)µ2

2] (17)

KS5 =
n3

(n− 1)(n− 2)(n− 3)(n− 4)
[(n+ 5)µ5 − 10(n− 1)µ2µ3] (18)

KS6 =
n2

(n− 1)(n− 2)(n− 3)(n− 4)(n− 5)
[(n+ 1)(n2 + 15n− 4)µ6

− 15(n− 1)2(n+ 4)µ2µ4 − 10(n− 1)(n2 − n+ 4)µ2
3 + 30n(n− 1)(n− 2)µ3

2] (19)
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TABLE II. The parameters of the Two-Component Model calculations at all collision energies.
√
sNN (GeV) 3 7.7 11.5 14.5 19.6 27 39 54.4 62.4 200

p 0.04035 0.0601 0.0483 0.0411 0.0429 0.03088 0.0284 0.0647 0.0285 0.0313
α 0.306096 0.00745336 0.0642206 0.0221282 0.793785 0.562374 0.587115 0.999963 0.0226576 0.0135979
λ 16.98 15.16 18.32 16.46 12.78 12.39 11.22 10.17 11.73 8.3

When the sample size (n) is large such that n ∼ (n− 1),
the K-statistics and cumulants converge to the same
value as can be clearly seen in the example of KS2.
Among all the STAR Au+Au data samples,

√
sNN = 7.7

GeV has the fewest number of recorded events. We calcu-
lated the ratio of fifth-to-first and sixth-to-second order
K-statistics of net-proton distributions in Au+Au colli-
sions at

√
sNN = 7.7 GeV for 0-40% and 50-60% collision

centralities, and their comparison with cumulant ratios
C5/C1 and C6/C2 is shown in Fig. 5. These K-statistics
ratios of fifth and sixth orders are consistent with the cor-
responding cumulant ratios, which demonstrates that the
statistics in

√
sNN = 7.7 GeV are sufficient for the fifth-

and sixth-order K-statistics and cumulants to agree.

0.5 1 1.5 2 2.5
200−

100−

0
(a) 0-40%

 Cumulant Ratio
 K-statistic Ratio 

STAR

0.5 1 1.5 2 2.5

5−
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Net-proton
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FIG. 5. Net-proton cumulant ratio C5/C1 and C6/C2 and
their corresponding K-statistics ratios in Au+Au collisions
at
√
sNN= 7.7 GeV in 0-40% (a) and 50-60% (b) collision

centralities. Only statistical uncertainties are shown.

C. Statistics dependence of C6/C2

We performed random sampling from the STAR data
to create sub-samples of various sizes in order to study
sample size dependence of sixth-order cumulants and K-
statistics. Events were randomly drawn with replacement
to create these sub-samples, with each event having the
same probability of being chosen. As higher order cu-
mulants are known to be statistics-hungry, we conducted
this study for the sixth-order cumulant using STAR data
at
√
sNN =7.7 GeV (because it is the smallest sample),

and the net-proton C6/C2 was observed to have a large
negative value for 0-40% centrality. Figure 6 shows net-
proton C6/C2 as a function of sample size where each

of the simulated samples (referred to below as ”subsam-
ples”) are independently drawn from observed events at√
sNN = 7.7 GeV (0-40% centrality). Also shown are the

K-statistics ratio measurements of the same order. All
the necessary corrections done with STAR data are also
carried out for each subsample. The 7.7 GeV data set
from STAR has ∼1.2 million events in 0-40% centrality.
In this study, subsample size is varied in the range of 0.05
- 5 million events, in steps of 0.05 million. In the entire
range of subsample size studied, the net-proton C6/C2 is
negative (with the exception of a very few cases where is
it consistent with zero within uncertainty). The value is
more negative in the smaller-statistics subsamples and as
the subsample size increases, the value saturates near the
observed value in the true data sample. No cases with
positive C6/C2 were found. The K-statistics ratio of the
same order also shows a similar trend and remains consis-
tent with the cumulant ratio C6/C2 within uncertainties.
One caveat in this study to be kept in mind is that while
performing random draws from the real data, the sub-
sample events will be constrained by the total available
events in STAR data.

D. Model calculations for Net-proton C4/C2, C5/C1

and C6/C2

Figure 7 reproduces an enlarged version of the model
calculations already presented in Fig. 3. The lat-
tice QCD (LQCD) and functional renormalization group
(FRG) model predictions are negative for C5/C1 and
C6/C2 while they are positive for C4/C2. The UrQMD
model calculations are either positive or consistent with
zero within uncertainties for the two centralities pre-
sented. The HRG model calculations with canonical en-
semble (HRG CE) yield positive values of the three net-
proton cumulant ratios except at low collision energies,
where C5/C1 < 0 (

√
sNN < 11.5 GeV) and C6/C2 < 0

(
√
sNN < 19.6 GeV).

E. C5 and C6 measurements in rapidity range
-0.5< y <0

The fifth- and sixth-order fluctuations reported in this
work spans a broad range of energies for Au+Au colli-
sions, from

√
sNN = 3 – 200 GeV. The key aspect of

the measurement is to look for a sign change in fifth-
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FIG. 6. Net-proton cumulant ratio C6/C2 (filled black circles) and the corresponding K-statistics ratio (open blue circles) as a
function of subsample size. Samples of different sizes are created by random draws from STAR Au+Au collision data at

√
sNN

= 7.7 GeV, 0-40% centrality. Measurements are centrality bin width corrected (CBWC) and also corrected for efficiency. The
STAR data for 0-40% centrality (filled magenta square) is also shown. Only statistical uncertainties are shown.
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FIG. 7. Same as Fig. 3 with only model results. Lattice QCD (39 – 200 GeV) [26], FRG (11.5 – 200 GeV) [27], UrQMD
(0-40%, 50-60%) [28], and HRG model calculations (7.7 – 200 GeV) with canonical ensemble [52] are shown as red, grey, brown
bands, blue and green dashed lines, respectively.
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FIG. 8. Same as Fig. 3 except that the net-proton C4/C2 (a), C5/C1 (b) and C6/C2 (c) measurements with rapidity window
−0.5 < y < 0 for (anti-)proton selection for 0-40% centrality are also shown for Au+Au collisions from

√
sNN = 7.7 – 54.4 GeV

(blue diamond markers). The bars and bands on the datapoints represent statistical and systematic uncertainties, respectively.

and sixth-order cumulants. While the Au+Au collision
dataset collected in the collider mode of detector oper-
ation allows for symmetric rapidity acceptance −0.5 <
y < 0.5 for (anti-)proton selection, the detector accep-
tance in the FXT mode forbids such a choice of rapidity

window and thus the measurements instead were carried
out with (anti-)proton rapidity range of −0.5 < y < 0.
As a check for any systematic effect of this difference in
rapidity acceptance, the net-proton C4/C2, C5/C1 and
C6/C2 with (anti-)proton selected within -0.5< y <0
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TABLE III. Probability (in %) of observing a reverse ordering as shown by
√
sNN = 3 GeV data, at various higher collision

energies
√
sNN (GeV) 7.7 11.5 14.5 19.6 27 39 54.4 62.4 200

Probability (in %) 0.858 2.5991 8.0209 0.1756 0.1424 0.6911 2.192 10.0739 2.0769

were also measured in the collider energies from
√
sNN

= 7.7 – 54.4 GeV for the 0-40% centrality. As shown in
Fig. 8, the sign and the energy dependence of the net-
proton C5/C1 and C6/C2 measured with −0.5 < y < 0,
are largely consistent with those obtained with the ra-
pidity range −0.5 < y < 0.5 (default case). The sign of
C4/C2 for the two rapidity windows are also consistent,
i.e. positive at all collision energies presented. The three
cumulant ratios at collider energies are seen to be closer
to the Poisson limit at unity when the rapidity coverage
of measurements is decreased from −0.5 < y < 0.5 to
−0.5 < y < 0.

F. Significance calculation

Negative sign of net-proton C6/C2 from
√
sNN

= 7.7 – 200 GeV: The net-proton C6/C2 for 0-40%
centrality in Au+Au collisions from nine collision
energies in the range

√
sNN = 7.7 – 200 GeV becomes

increasingly negative with decreasing collision energy.
The overall significance of observing negative net-proton
C6/C2 (0-40% centrality) in more than half of the
collision energies in the range

√
sNN = 7.7 — 200 GeV

is found to be 1.7σ. This significance is obtained by
randomly varying the data points at each energy within
their respective total Gaussian uncertainties (statistical
and systematic uncertainties added in quadrature), a
million times (we call them trials). Then, the number
of trials out a million, where at least five or more

collision energies have negative C6/C2, was calculated.
This probability is obtained to be 95.3522%, which
corresponds to a 1.7σ effect.

Ordering of cumulant ratios: The measurements
of proton cumulant ratios in Au+Au collisions at

√
sNN

= 3 GeV show a reverse ordering compared to the lat-
tice QCD calculation [26], namely C3/C1 < C4/C2 <
C5/C1 < C6/C2. Using a statistical test, we found
that the observed ordering at

√
sNN = 3 GeV does not

follow the lattice QCD expectation with a 3.8σ signifi-
cance. This significance is obtained by randomly varying
all the six cumulants Cn,n≤6 at 3 GeV, simultaneously
within the total Gaussian uncertainties (statistical and
systematic uncertainties added in quadrature), a million
times (we call them trials). Then, from each new set
of cumulants, cumulant ratios were constructed and the
lattice-QCD-predicted ordering was checked. The num-
ber of trials in which the lattice-QCD-predicted order-
ing was observed was found to be 65. Thus, the prob-
ability that the expected ordering was not followed is,
1 − 65/1000000.0 = 0.999935, which corresponds to a
3.8σ effect.
In the main text, we also report the probability of the
measurements at higher collision energies,

√
sNN = 7 –

200 GeV, showing a reverse ordering as seen in
√
sNN = 3

GeV. The statistical test described above was performed
for each higher energy, and we counted the number of
trails out of one million in which the reverse ordering
was observed. This probability at various energies is tab-
ulated in Table III.
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