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F. A. Harris56, N. Hüsken60, K. L. He1,54, F. H. Heinsius4, C. H. Heinz28, T. Held4, Y. K. Heng1,49,54, C. Herold51,

M. Himmelreich11,f , T. Holtmann4, G. Y. Hou1,54, Y. R. Hou54, Z. L. Hou1, H. M. Hu1,54, J. F. Hu47,m, T. Hu1,49,54, Y. Hu1,
G. S. Huang63,49, L. Q. Huang64, X. T. Huang41, Y. P. Huang1, Z. Huang38,k, T. Hussain65, W. Ikegami Andersson67,

W. Imoehl22, M. Irshad63,49, S. Jaeger4, S. Janchiv26,j , Q. Ji1, Q. P. Ji16, X. B. Ji1,54, X. L. Ji1,49 , Y. Y. Ji41, H. B. Jiang41 ,
X. S. Jiang1,49,54 , J. B. Jiao41, Z. Jiao18 , S. Jin35, Y. Jin57, M. Q. Jing1,54, T. Johansson67 , N. Kalantar-Nayestanaki55,

X. S. Kang33, R. Kappert55, M. Kavatsyuk55, B. C. Ke43,1, I. K. Keshk4, A. Khoukaz60, P. Kiese28, R. Kiuchi1, R. Kliemt11,
L. Koch30, O. B. Kolcu53A,e, B. Kopf4, M. Kuemmel4, M. Kuessner4, A. Kupsc67, M. G. Kurth1,54, W. Kühn30, J. J. Lane58,
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We present the first amplitude analysis of the decay D+
s → K−K+π+π0 using data samples of

6.32 fb−1 recorded with the BESIII detector between 4.178 and 4.226 GeV. More than 3000 events
selected with a purity of 97.5% are used to perform the amplitude analysis, and nine components
are found necessary to describe the data. Relative fractions and phases of the intermediate decays
are determined. With the detection efficiency determined by the results of the amplitude analysis,
we measure the branching fraction of D+

s → K−K+π+π0 decay to be (5.42± 0.10stat. ± 0.17syst.)%.

PACS numbers: 13.20.Fc, 12.38.Qk, 14.40.Lb

I. INTRODUCTION

Accurate measurements of D+
s decays are important

for the study of other decay processes that are domi-
nated by final states involving D+

s mesons, particularly
for those of B0

s decays [1]. The decayD+
s → K−K+π+π0

is a Cabibbo-favored decay (the inclusion of charge con-
jugate reactions is implied throughout this paper). Due
to its large branching fraction (BF), it is usually se-
lected as a “tag mode” for the measurement of other
decays of the D+

s meson [2–7]. However, the BF of the
D+

s → K−K+π+π0 decay has a large systematic uncer-
tainty due to the poor knowledge of intermediate state
processes [8, 9]. An amplitude analysis of this decay is
expected to provide a detailed understanding of its inter-
mediate structures and significantly improve the experi-
mental precision of its decay BF.
The four-body hadronic decays ofD+

s mesons are dom-
inated by two-body intermediate processes, for example
D+

s → V V or D+
s → AP decays, where V , A, and P

denote vector, axial-vector, and pseudoscalar mesons, re-
spectively. Measurements of the BFs of these two-body
decays are important to test theoretical calculations [10–
13] and to better understand the decay mechanisms of
the D+

s meson. In recent years, many measurements
of D+

s → PP and D+
s → V P decays have been re-

ported [14]. However, there are few studies focusing
on D+

s → AP and D+
s → V V decays. The amplitude

analysis of D+
s → AP decay allows the study of sub-

structures involving K1(1270), K1(1400), and f1(1420)
mesons. The measurements of the intermediate reso-
nances K1(1270) and K1(1400) are also useful to under-
stand the mixing of these two axial-vector kaons [15].
For D+

s → V V , two processes, namely D+
s → φρ+ and

D+
s → K̄∗0K∗+, which are represented by the decay dia-

grams in Fig. 1, can be studied in theD+
s → K−K+π+π0

decay. The BF of the decay D+
s → φρ+ was measured

to be (8.4+1.9
−2.3)% [16] by the CLEO experiment based

on a data sample corresponding to an integrated lumi-
nosity of 689 pb−1 at the Υ(3S) and Υ(4S) resonances
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and at e+e− enter-of-mass energies (Ecm) just below and
above the Υ(4S) resonance. The previous most pre-
cise determination of the BF of D+

s → K̄∗0K∗+ de-
cay, (7.2 ± 2.6)% [17], was performed by the ARGUS
experiment using a data sample of 432 pb−1 collected at
Ecm = 10.4 GeV. The goal of the present analysis is to
improve the precision of these measurements.

c

s̄

D+
s

W+
u

d̄

ρ+

s

s̄

φ

(a)

c

s̄

D+
s

W+

s

d̄

u

s̄

K̄∗0

K∗+

(b)

Figure 1. Decay diagrams of (a) D+
s → φρ+ and (b) D+

s →
K̄∗0K∗+ decays.

Moreover, a recent study [18] points out that the mea-
sured values of the ratio of K1(1270) decay (RK1(1270) ≡
B(K1(1270)→K∗π)
B(K1(1270)→Kρ) ), which are listed in Table I, are incon-

sistent between different experiments [19–24]. They are
expected to be identical under the narrow width approx-
imation for the K1(1270) meson and assuming CP con-
servation in strong decays [18].

Table I. Values of RK1(1270) determined by different experi-
ments. Fit1 and Fit2 refer to amplitude analyses performed
with the mass and width of the K1(1270)

+ meson fixed or left
free in the fit, respectively.

RK1(1270) Process Experiment

1.18 ± 0.43 D0 → K−K+
1 (1270) CLEO [19]

0.11 ± 0.06 D0 → K+K−
1 (1270) CLEO [19]

0.19 ± 0.10 D0 → K−π+π+π− BESIII [20]

0.24 ± 0.04 D0 → K−π+π+π− LHCb [21]

0.45 ± 0.05 B+ → J/ψK+π+π− Belle [22] (Fit 1)

0.30 ± 0.04 B+ → J/ψK+π+π− Belle [22] (Fit 2)

0.38 ± 0.13 K−p→ K−π−π+p ACCMOR [23]

0.45 ± 0.14 D0 → K−K+
1 (1270) CLEO [24]

In this paper, we present the first amplitude analysis
of the decay D+

s → K−K+π+π0 using a data sample of
6.32 fb−1 collected with the BESIII detector at center-
of-mass energies between 4.178 GeV and 4.226 GeV. The
amplitude model is constructed with the covariant ten-
sor formalism [25] and described in Section IV. The BF
measurement is presented in Section V.

II. DETECTOR AND DATA SETS

The BESIII detector is a magnetic spectrometer [26,
27] located at the Beijing Electron Position Collider
(BEPCII) [28]. The cylindrical core of the BESIII de-
tector consists of a helium-based multilayer drift cham-

ber (MDC), a plastic scintillator time-of-flight system
(TOF), and a CsI (Tl) electromagnetic calorimeter
(EMC), which are all enclosed in a superconducting
solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke
with resistive-plate counter muon identifier modules in-
terleaved with steel. The acceptance of charged particles
and photons is 93% over the 4π solid angle. The resolu-
tion of charged-particle momentum at 1 GeV/c is 0.5%
while that of the specific ionization energy loss (dE/dx)
is 6% for electrons from Bhabha scattering. The EMC
measures photon energies with a resolution of 2.5% (5%)
at 1 GeV in the barrel (end-cap) region. The time resolu-
tion of the TOF barrel part is 68 ps. The end-cap TOF
system was upgraded in 2015 with multi-gap resistive
plate chamber technology, providing a time resolution of
60 ps [29, 30].

The data samples used in this analysis contain a total
of 6.32 fb−1 collected at center-of-mass energies between
Ecm = 4.178 and 4.226 GeV with the BESIII detector.
The integrated luminosity of each data sample is shown
in Table II. In this energy region, pairs ofD±

s D
∗∓
s mesons

are produced. The D∗±
s meson predominantly decays to

D±
s γ (93.5%), and only a small fraction decays to Dsπ

0

(5.8%) [14]. A double-tag (DT) technique is employed to
measure the absolute BF of theD+

s decays [31]. First, the
D−

s meson is fully reconstructed in one of the following
decay modes: D−

s → K0
SK

−, D−
s → K+K−π−, D−

s →
K0

SK
−π0, D−

s → K0
SK

−π+π−, D−
s → K0

SK
+π−π−,

D−
s → π−ηγγ , D

−
s → π−η′

π+π−ηγγ
, andD−

s → K−π+π−.

These are referred to as single-tag (ST) events. Second,
the D+

s → K−K+π+π0 decay events are selected.

Generic Monte Carlo (MC) simulated event samples
are produced with the GEANT4-based [32, 33] soft-
ware at Ecm = 4.178− 4.226 GeV. The samples include
all known open charm decays; the continuum process
(e+e− → qq̄, q = u, d, and s); Bhabha scattering; the
µ+µ−, τ+τ−, and diphoton processes; and the cc̄ reso-
nances (J/ψ, ψ(3686), and ψ(3770)) via initial-state ra-
diation (ISR). The open charm processes are generated
using conexc [34], and their subsequent decays are mod-
eled by evtgen [35] with known BFs from the Particle
Data Group (PDG) [14]. The simulation of ISR produc-
tion of J/ψ, ψ(3686), and ψ(3770) mesons is performed
with kkmc [36]. The effects of final-state radiation (FSR)
from charged tracks are simulated by photos [37]. The
remaining unknown decays are generated with the lund-
charm model [38]. The generic MC sample is used to
study backgrounds and determine the efficiencies of tag
modes and the signal mode for the BF measurement, in
which our amplitude analysis model is used to generate
the signal mode events.

A phase-space (PHSP) MC sample is produced with
the D+

s meson decaying to K−K+π+π0 generated with
a uniform distribution and D−

s meson decaying to the tag
modes. Initially, the PHSP MC sample is used to calcu-
late the normalization integral used in the determination
of the amplitude model parameters in the fit to data.
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Then we re-generate the signal MC sample with D+
s me-

son decaying to K−K+π+π0 using the amplitude model
and D−

s meson decaying to the tag modes. The normal-
ization integral performed with signal MC samples results
in more accurate fit parameters of magnitudes and phases
and improves the computational efficiency of the MC in-
tegration. The signal MC sample is also used to calculate
the goodness of the fit in this analysis. The PHSP MC
sample is used to determine the efficiency mentioned in
Section IVA.

III. EVENT SELECTION

Charged tracks except for those from K0
S decays are

required to have a distance of closest approach to the in-
teraction point (IP) within 1 cm in the transverse plane
and within 10 cm along the MDC axis (z axis). The po-
lar angle of the charged track with respect to the z axis
θ is required to satisfy | cos θ| < 0.93. Kaons and pions
are identified by combining the dE/dx information in the
MDC and the time-of-flight from the TOF. If the prob-
ability of the kaon hypothesis is larger than that of the
pion hypothesis, the track is identified as a kaon. Other-
wise, the track is identified as a pion. Particle identifica-
tion (PID) is not performed for the π+ or π− from K0

S

decays.
The π0 and η candidates are reconstructed via dipho-

ton decays. The timing of the electromagnetic showers in
the EMC is required to be within [0,700] ns of the trigger
time, and the deposited energy must be greater than 25
(50) MeV in the barrel (endcap) region of the EMC. Good
showers must satisfy | cos θ| < 0.80 (0.86 < | cos θ <
0.92) in the barrel (endcap) and be more than 20◦ from
the nearest charged track. The unconstrained invariant
masses of π0, η and η′ (η′ → π+π−ηγγ) are required
to be within [115, 150] MeV/c2, [500, 570] MeV/c2, and
[946, 970] MeV/c2, respectively. A kinematic fit is per-
formed to constrain Mγγ to the known π0 (η) mass, and
the χ2 of the corresponding fit is required to be less than
30 (20) for π0 (η) candidates.
The K0

S candidates are reconstructed in the decay
K0

S → π+π−. Two oppositely charged tracks with dis-
tances of closest approach to the IP less than 20 cm
along the z axis are assigned as π+π− without further
PID requirements. A constrained vertex fit of each pair
of tracks is performed. We select K0

S candidates with
a χ2 of the vertex fit less than 100 and an invariant
mass of the π+π− pair (Mπ+π−) obtained with the ver-
tex fit in the range [487, 511] MeV/c2. In the case of
the decay modes D−

s → K0
SK

−π0, D−
s → K0

SK
−π+π−

and D−
s → K0

SK
+π+π−, the decay length of the K0

S

candidates obtained with the secondary vertex fit [39]
must be at least two times its fit uncertainty. For
the D−

s → K−π+π− process, to remove possible mis-
identified events of D−

s → K0
SK

−, we require Mπ+π− to
be outside of the range [487,511] MeV/c2.
To identify the process e+e− → D∗−

s D+
s , we define the

recoil mass Mrec of D−
s candidates as

Mrec =

√

(

Ecm −
√

|~pD−
s
|2 +m2

D
−
s

)2

− |~pD−
s
|2 , (1)

where mD−
s
is the nominal D−

s mass [14] and ~pD−
s
is the

momentum of the D−
s candidate. The values of Mrec are

required to be in the regions depending on the center-of-
mass energy as listed in Table II. The D−

s mass windows
for the eight tag modes are shown in Table III.

Table II. The integrated luminosities (Lint) and the require-
ments on Mrec for various energies. Mrec is defined in Eq. 1.

Ecm (GeV) Lint (pb−1) Mrec (GeV/c2)

4.178 3189.0 [2.050, 2.180]

4.189 526.7 [2.048, 2.190]

4.199 526.0 [2.046, 2.200]

4.209 517.1 [2.044, 2.210]

4.219 514.6 [2.042, 2.220]

4.226 1091.7 [2.040, 2.220]

Table III. The D−
s mass requirements for the eight tag modes.

Tag mode Mass window (GeV/c2)

D−
s → K0

SK
− [1.948, 1.991]

D−
s → K+K−π− [1.950, 1.986]

D−
s → K0

SK
−π0 [1.946, 1.987]

D−
s → K0

SK
−π+π− [1.958, 1.980]

D−
s → K0

SK
+π−π− [1.953, 1.983]

D−
s → π−ηγγ [1.930, 2.000]

D−
s → π−η′π+π−ηγγ

[1.940, 1.996]

D−
s → K−π+π− [1.953, 1.983]

D+
s meson decays with invariant masses MD

+
s

in the

region [1.87, 2.06] GeV/c2 are selected. Good vertex fits
of all charged tracks on both the signal and the tag
side are required. A multi-constraint kinematic fit of
e+e− → D∗±

s D∓
s → γD±

s D
∓
s with D−

s decaying to one of
the tag modes andD+

s decaying to the signal mode is per-
formed. The set of constraints including four-momentum
conservation in the e+e− system and the mass constraints
of the π0 meson, D+

s meson, D−
s meson and D∗±

s meson
is labeled C1. Based on the requirements of C1, a set
of constraints C2 is defined by excluding the signal MD

+
s

constraint, and C3 by excluding the mass constraints of
the D±

s meson on both the signal and tag side.
If there are multiple candidate combinations in an

event, the candidate with the minimum χ2 of the C2

kinematic fit (χ2
C2

) is chosen. A good C1 kinematic fit
is required. To reduce the background while avoiding
peaking background which is caused by constraining the
mass of D±

s meson (MD
±
s
), we require the χ2 of the C3

kinematic fit (χ2
C3

) less than 250.
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We reject classes of background events which are listed
in Table IV. For backgrounds categorized as (a), (b)
and (c), a π0 from the D−

s decay is wrongly associated
to the D+

s meson on the opposite side. These are ve-
toed if the χ2 of the C1 kinematic fit (χ2

C1
) of the re-

configured combination is better than that of the origi-
nal. For backgrounds categorized as (d), the events with
D+ → K−π+π+ decay versus D− → K+K−π−π0 de-
cay are wrongly reconstructed as D−

s → K−π+π− decay
versus D+

s → K+K−π+π0 decay, when a π− meson from
D− decay is exchanged with a π+ meson from D+ de-
cay. If the reconstructed D± masses of the signal and the
tag modes fall in the region within 0.055 GeV/c2 of the
nominal MD± , the events are rejected. For background
categories (e) and (f), events with K0

SK
+K− satisfying

|MK0
S
K+K−−MPDG

D0 | < 0.045 GeV/c2 are rejected, where

MPDG
D0 is the nominal mass of D0 [14]. For background

category (g), the wrong signal combination survives due
to exchanging the π0 meson from D0 decay and the π−

meson from D̄0 decay and misidentifying the π− me-
son as a K− meson. They are suppressed by rejecting
events satisfying |MK−π+π0 − MPDG

D0 | < 0.055 GeV/c2

and |MK+π−π+π− − MPDG
D0 | < 0.055 GeV/c2. Back-

ground type (h) events are suppressed by applying a veto
on events with |MK−π+π0 −MPDG

D0 | < 0.045 GeV/c2.

Table IV. Misreconstructed background processes.

Category Background

(a) D+
s → K+K−π+, D−

s → π−π0η

(b) D+
s → K+K−π+, D−

s → π−π0η′

(c) D+
s → K+K−π+, D−

s → K−π−π+π0

(d) D+ → K−π+π+, D− → K+K−π−π0

(e) D̄0 → K0
SK

+K−, D0 → K−π+π0

(f) D̄0 → K0
SK

+K−, D0 → K−π+π0π0

(g) D0 → K−π+π0, D̄0 → K+π−π+π−

(h) D̄0 → K+π−π0, D0 → K−π+π0

Events containing a possible mis-formed π0 meson on
the signal side are also rejected. Events in which the in-
variant mass of the higher-energy photon from the signal
side combined with a photon from the D∗

s → Dsγ decay
is within [0.12, 0.15] GeV/c2 and with |dMrecombined| <
|dM | are rejected, where dM is the mass difference be-
tween the signal D+

s meson and the tagged D−
s meson,

and dMrecombined is the corresponding mass difference
with the signal π0 replaced by the recombined π0. We
also check the recombined mass of the higher-energy pho-
ton from signal side and the photon from tag side and
reject events with recombined masses within [0.12, 0.15]
GeV/c2.

After the full selection, the invariant mass spectra of
the signal D+

s candidates for data samples collected at
center-of-mass energies 4.178-4.226 GeV are shown in
Fig. 2, together with fits to the mass spectra. The se-
lected events have a high purity of about 97.5% in the

signal region [1.935, 1.99] GeV/c2. Studies of the generic
MC samples show that peaking background is negligi-
ble. The background description by the generic MC has
been verified by comparisons of data with the generic
MC samples in the sideband regions [1.88, 1.92] GeV/c2

and [2.00, 2.04] GeV/c2. A good agreement is found, and
the generic MC samples are used to model the residual
background contamination in the signal region. The four-
momenta of the final state particles after a two-constraint
kinematic fit to the signal candidate, constraining theD+

s

mass and π0 mass to their known values [14], are used to
perform the amplitude analysis.

IV. AMPLITUDE ANALYSIS

The amplitude analysis of D+
s → K−K+π+π0 decay

is performed by using an unbinned maximum likelihood
fit. The likelihood function is constructed with the prob-
ability density function (PDF) described in the following,
in which the momenta of the four daughter particles are
used as inputs.

A. Likelihood Function Construction

The PDF used to construct the likelihood of the am-
plitude is given by

fS(pj) =
ǫ(pj)|M(pj)|2R4(pj)

∫

ǫ(pj)|M(pj)|2R4(pj)dpj
, (2)

where pj is the set of the final state particles’ four mo-
menta, and ǫ(pj) is the detection efficiency parameterized
in terms of the final state particles’ four momenta. The
PDF fS(pj) is normalized by the integration. The stan-
dard element of the four-body PHSP [25] is defined as

R4(pj)dpj = δ4
(

p
D

+
s
−

4
∑

j=1

pj

)

4
∏

j=1

d3pj
(2π)32Ej

, (3)

where j runs over the four daughter particles and Ej is
the energy of particle j.
This analysis uses an isobar model formulation, where

the signal decay amplitude, M(pj), is represented as a
coherent sum of many two-body amplitude modes

M(pj) =
∑

n

cnAn(pj) , (4)

where cn is written in the polar form as ρne
iφn (ρn and

φn are the magnitude and phase for the nth amplitude,
respectively). An(pj) is the n

th amplitude function mod-
eled as

An(pj) = P 1
n(m1)P

2
n(m2)Sn(pj)X

1
n(pj)X

2
n(pj)X

D+
s

n (pj) ,
(5)

where the indices 1 and 2 correspond to the two in-

termediate resonances, respectively. X
D+

s
n (pj) is the
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Figure 2. Fits to the invariant mass spectra of the signal D+
s candidates for data samples collected at center-of-mass energies

(a) 4.178 GeV, (b) 4.189-4.219 GeV and (c) 4.226 GeV. The black dots with error bars represent data. The red dotted line
represents the MC-simulated shape convolved with a Gaussian function. The green dashed lines are the fitted backgrounds.
The blue solid line represents the total fitted shape. The red arrows represent the requirements applied in the amplitude
analysis and the brown arrows represent the sideband region. We obtain 1708, 1024, and 356 events in the signal regions of
M

D
+
s

at 4.178 GeV, 4.189-4.219 GeV and 4.226 GeV with purities (wsig) of 97.7%, 97.3% and 97.4%, respectively.

Blatt-Weisskopf barrier factor [40–42] for the D+
s meson,

while P 1,2
n (m1,m2) andX

1,2
n (pj) are the propagators and

Blatt-Weisskopf barrier factors of the intermediate reso-
nances 1 and 2, respectively. For non-resonant states, we
set the propagator to unity, which can be regarded as a
very broad resonance. Sn(pj) is the spin factor which is
constructed with the covariant tensor formalism [25].
The 2.5% background contribution is described by the

background PDF:

fB(pj) =
B(pj)R4(pj)

∫

B(pj)R4(pj)dpj
, (6)

where B(pj) is the five-dimensional
(MK−K+ ,Mπ+π0 ,MK−π0 ,MK−π+ , MK−K+π0) back-
ground distribution with a shape determined from
generic MC events in the signal region.
The combined PDF describing signal and background

is

fT (pj) = wsigfS(pj) + (1− wsig)fB(pj)

= wsig
ǫ(pj)|M(pj)|2R4(pj)

∫

ǫ(pj)|M(pj)|2R4(pj)dpj

+ (1− wsig)
B(pj)R4(pj)

∫

B(pj)R4(pj)dpj
, (7)

where the factor ǫ(pj) in the numerator can be taken
out as in Eq. 8. In this way, the ǫ(pj) term, which is
independent of the fitted variables, is a constant and
can be dropped in the likelihood fit. For the determi-
nation of ǫ(pj), we generate 3 × 108 PHSP MC events
at 4.178 GeV, 4.189-4.219 GeV and 4.226 GeV, and
about 3 × (4 × 106) events are selected with the event
selection. The background shape is determined from
the selected generic MC events, hence one has to di-
vide the background function by the efficiency, Bǫ ≡
B/ǫ. The value ǫ(pj) is calculated as the fraction of
selected PHSP MC events in the five-dimensional space

(MK−K+ ,Mπ+π0 ,MK−π0 ,MK−π+ ,MK−K+π0) with 10×
10× 10× 10× 10 bins.
The combined PDF becomes

fT (pj) = ǫ(pj)R4(pj)

[

wsig
|M(pj)|2

∫

ǫ(pj)|M(pj)|2R4(pj)dpj

+ (1 − wsig)
Bǫ(pj)

∫

ǫ(pj)Bǫ(pj)R4(pj)dpj

]

. (8)

The corresponding likelihood function is defined as

Li =

Ni
data
∏

ki=1

fki

T (pj) , (9)

where i denotes the data sample, ki runs over each event
and N i

data is the number of events in data sample i. The
log-likelihood is used to perform the max-likelihood cal-
culation.
Because we divide the whole data set taken at 4.178-

4.226 GeV into three parts, 4.178 GeV, 4.189-4.219 GeV,
and 4.226 GeV, the PDFs of the background and the
efficiency are considered separately. Therefore, we sum
the log-likelihood functions for the three samples

lnL =
N=3
∑

i=1

lnLi . (10)

The normalization integrals in the denominator of
Eq. 8 are obtained by summing over an MC sample

∫

ǫ(pj)|M(pj)|2R4(pj)dpj ≈
1

NMC

NMC
∑

k=1

|M(pkj )|2
|Mgen(pkj )|2

,

(11)

∫

ǫ(pj)Bǫ(pj)R4(pj)dpj ≈
1

NMC

NMC
∑

k=1

Bǫ(p
k
j )

|Mgen(pkj )|2
,

(12)
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where NMC is the number of the selected MC events and
Mgen(pj) is the amplitude that is set with the parameters
used to generate the signal MC sample, which are initially
obtained from the results using the PHSP MC integra-
tion. Mgen(pj) is a constant over the whole PHSP. Then
with the results obtained from the fit to data, the signal
MC sample is generated and used in MC integration. We
generate equal MC samples at the three different center-
of-mass energy points. For PHSP MC samples, a total of
about twelve million events are generated. For the sig-
nal MC samples, about ten million signal MC events are
generated in total.

We consider the effect from the PID, tracking and re-
construction efficiency differences between data and sim-
ulation by multiplying the weight of the MC event by a
factor γǫ, which is calculated as

γǫ(pj) =
∏

j

ǫj,data(pj)

ǫj,MC(pj)
, (13)

where j = K∓, K±, π± and π0. The signal MC integra-
tion becomes

∫

ǫ(pj)|M(pj)|2R4(pj)dpj ≈
1

NMC

NMC
∑

k=1

|M(pkj )|2γǫ(pkj )
|Mgen(pkj )|2

.

(14)

We take the difference of efficiencies between data and
MC as a systematic uncertainty for experimental effects.

1. Spin Factors

For a decay process of the form a→ bc, we use pa, pb,
pc to denote the momenta of the particles a, b, c, respec-

tively. The spin projection operator P
(S)
µ1...µSν1...νS(a), for

a resonance a with spin S = 0, 1, 2 and four-momentum
pa is given by

P (0)(a) = 1 ,

P
(1)
µµ′ (a) = −gµµ′ +

pa,µpa,µ′

p2a
,

P
(2)
µνµ′ν′(a) =

1

2

(

P
(1)
µµ′ (a)P

(1)
νν′(a) + P

(1)
µν′ (a)P

(1)
νµ′(a)

)

− 1

3
P (1)
µν (a)P

(1)
µ′ν′(a) ,

(15)

where gµµ′ is the Minkowski metric.

The covariant tensors t̃
(L)
µ1...µl(a) [25] for the final states

of pure orbital angular momentum L are constructed
from the relevant momenta pa, pb, pc:

t̃(L)
µ1...µl

(a) = (−1)LP
(L)

µ1...µLν1...νL
(a)rν1a · · · rνLa , (16)

where ra = pb−pc. The corresponding covariant tensors

with L = 0, 1, 2 are given as

t̃(0)(a) = 1 ,

t̃(1)µ (a) = −P (1)
µµ′(a)r

µ′

a ,

t̃(2)µν (a) = P
(2)
µνµ′ν′(a)r

µ′

a r
ν′

a .

(17)

The eleven types of decay modes used in this analysis
are listed in Table V.

2. Blatt-Weisskopf Barrier Factors

The Blatt-Weisskopf barrier X(pj) [40–42] is a barrier
function for a two-body decay process, a → bc. The
Blatt-Weisskopf barrier depends on the angular momenta
and the momenta of the final state particles in the rest
system of the parent particle. The definition is given by

XL=0(q) = 1,

XL=1(q) = z

√

2

z2 + 1
,

XL=2(q) = z2
√

13

z4 + 3z2 + 9
.

(18)

where L denotes the angular momentum, z = qR, q is
the magnitude of the momenta of the final state particles
in the rest system of the parent particle, and R is the
effective radius of the barrier. For a process a → bc, we
define si = E2

i − p2i , where i denotes a, b, c, and Ei, pi
are the particle’s energy and momentum, such that

q2 =
(sa + sb − sc)

2

4sa
− sb , (19)

while the values of R used in this analysis are 3.0 GeV−1

and 5.0 GeV−1 for intermediate resonances and the D+
s

meson, respectively [43].

3. Propagators

We use the relativistic Breit-Wigner (RBW) func-
tion as the propagator for the resonances φ, K̄∗0, K∗±,
K̄0

1(1400), f1(1510), f1(1420), and η(1475), and fix their
masses and widths to their PDG values [14], as listed in
Table VI.
The RBW function is given by

P (m) =
1

(m2
0 −m2)− im0Γ(m)

, (20)

where m =
√

E2 − p2 and m0 is the nominal mass of the
resonance, and Γ(m) is given by

Γ(m) = Γ0

(

q

q0

)2L+1
(m0

m

)

(

XL(q)

XL(q0)

)2

, (21)

where q0 indicates the value of q when sa = m2
0.
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Table V. Spin factor for each decay chain. All operators, i.e. t̃, have the same definitions as Ref. [25]. Scalar, pseudo-scalar,
vector, and axial-vector states are denoted by S, P , V , and A, respectively. [S], [P ], and [D] indicate the orbital angular
momenta L= 0, 1, and 2 of the two-body final states, respectively.

Decay chain S(p)

D+
s [S] → V1V2 t̃(1)µ(V1) t̃

(1)
µ (V2)

D+
s [P ] → V1V2 ǫµνλσp

µ(D+
s ) T̃ (1)ν(D+

s ) t̃(1)λ(V1) t̃
(1)σ(V2)

D+
s [D] → V1V2 T̃ (2)µν(D+

s ) t̃
(1)
µ (V1) t̃

(1)
ν (V2)

D+
s → AP1, A[S] → V P2 T̃ (1)µ(D+

s ) P
(1)
µν (A) t̃(1)ν(V )

D+
s → AP1, A[D] → V P2 T̃ (1)µ(D+

s ) t̃
(2)
µν (A) t̃

(1)ν(V )

D+
s → AP1, A→ SP2 T̃ (1)µ(D+

s ) t̃
(1)
µ (A)

D+
s → V S T̃ (1)µ(D+

s ) t̃
(1)
µ (V )

D+
s → V1P1, V1 → V2P2 ǫµνλσ p

µ
V1
rνV1

pλP1
rσV2

D+
s → PP1, P → V P2 pµ(P2) t̃

(1)
µ (V )

D+
s → PP1, P → SP2 1

D+
s → SS 1

Table VI. The masses and widths of intermediate resonances
used in this analysis.

Resonance Mass (MeV/c2) Width (MeV)

φ 1019.461 ± 0.016 4.249 ± 0.013

ρ+ 775.11 ± 0.34 149.1 ± 0.8

K̄∗0 895.55 ± 0.20 47.3 ± 0.5

K∗± 891.66 ± 0.26 50.8 ± 0.9

K̄0
1 (1270) 1272 ± 7 87± 7

K̄0
1 (1400) 1403 ± 7 174± 13

f1(1420) 1426.3 ± 0.9 54.5 ± 2.6

η(1475) 1475 ± 4 90± 9

a00(980) 990± 1 [47] gηπ(KK̄) (see text)

The K̄0
1 (1270) resonance is parameterized by a RBW

but with a constant width Γ(m) = Γ0, since this reso-
nance is very close to the threshold of K−ρ+ and Γ(m)
varies very rapidly as m changes. Considering the obvi-
ous mass deviation, the mass and width of K̄0

1 (1270) are
set to the average values (shown in Table VI) without
including the results from Belle [44].
We parameterize the ρ+ meson with the Gounaris-

Sakurai lineshape (GS) [45], which is given by

PGS(m) =
1 + d Γ0

m0

(m2
0 −m2) + f(m)− im0Γ(m)

. (22)

The function f(m) is given by

f(m) =Γ0
m2

0

q30
×
[

q2(h(m)− h(m0))

+ (m2
0 −m2)q20

dh

d(m2)

∣

∣

∣

∣

m2
0

]

,

(23)

where

h(m) =
2q

πm
ln

(

m+ 2q

2mπ

)

, (24)

dh

d(m2)

∣

∣

∣

∣

m2
0

= h(m0)
[

(8q20)
−1 − (2m2

0)
−1

]

+ (2πm2
0)

−1 ,

(25)

and mπ is the charged pion mass.
The normalization condition at PGS(0) fixes the pa-

rameter d = f(0)/(Γ0m0). It is found to be

d =
3m2

π

πq20
ln

(

m0 + 2q0
2mπ

)

+
m0

2πq0
− m2

πm0

πq30
. (26)

The a0(980) meson lineshape is parameterized by the
Flatté formula [46],

Pa0(980) =
1

(m2
0 − sa)− i(g2ηπρηπ + g2

KK̄
ρKK̄)

, (27)

where m0 is the mass of a0(980) and g
2
ηπ(KK̄)

is the cou-

pling constant. These parameters are fixed at the values
given in Ref. [47], in which m0 = (0.990± 0.001)GeV/c2,
g2ηπ = (0.341 ± 0.004)GeV2/c4 and g2

KK̄
= (0.892 ±

0.022)g2ηπ. The ρηπ(KK̄) is the PHSP factor and is given

by ρηπ(KK̄) = 2q/
√
sa.

TheKπ S-wave is modeled by a parameterization from
scattering data [48], which is built from a Breit-Wigner
shape for the K∗

0 (1430) resonance combined with an ef-
fective range parameterization for the non-resonant com-
ponent with a phase shift given by

A(m) = F sin δF e
iδF +R sin δRe

iδRei2δF , (28)

with

δF = φF + cot−1

[

1

aq
+
rq

2

]

,

δR = φR + tan−1

[

MΓ(mKπ)

M2 −m2
Kπ

]

,
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where a and r are the scattering length and effective in-
teraction length, respectively. The parameters F (φF )
and R(φR) are the magnitude (phase) for the non-
resonant state and resonance terms, respectively. The
parameters M , F , φF , R, φR, a and r are fixed to the
results of the D0 → K0

Sπ
+π− analysis by the BABAR

and Belle experiments [48] and are given in Table VII.

Table VII. The Kπ S-wave parameters, obtained from a fit to
the D0 → K0

Sπ
+π− Dalitz plot from the BABAR and Belle

experiments [48]. The first uncertainties are statistical and
the second systematic.

M(GeV/c2) 1.441 ± 0.002

Γ(GeV) 0.193 ± 0.004

F 0.96 ± 0.07

φF (deg) 0.1± 0.3

R 1 (fixed)

φR(deg) −109.7± 2.6

a 0.113 ± 0.006

r −33.8± 1.8

B. Fit Fractions and Statistical Uncertainty

The fit fractions of the individual components (am-
plitudes) are calculated according to the fit results. In
the calculation, a large PHSP MC sample (twelve million
events) with neither detector acceptance nor resolution
included is used. The fit fraction (FF) for a component
or an amplitude is defined as

FFn =

∫

|cnAn(pj)|2R4(pj)dpj
∫

|M(pj)|2R4(pj)dpj
≈

Ng,ph
∑

k=1

|Ãn(p
k
j )|2

Ng,ph
∑

k=1

|M(pkj )|2
,

(29)

where the integration is approximated by the PHSP MC
summation at the generator level, Ãn(p

k
j ) is either the n

th

amplitude (Ãn(p
k
j ) = cnAn(p

k
j )) or the n

th component of

a coherent sum of amplitudes (Ãn(p
k
j ) =

∑

cni
Ani

(pkj )),
and Ng,ph is the number of PHSP MC events.

For the statistical uncertainty of FF, it is impracti-
cal to analytically propagate the uncertainties of the FFs
from those of the magnitudes and phases. Instead, we
randomly perturb the variables within their uncertain-
ties obtained from the fit and calculate the FFs to deter-
mine the statistical uncertainties. We fit the distribution
of each FF with a Gaussian function, and the width is
reported as the uncertainty of the FF.

C. Results of the Amplitude Analysis

The amplitude of the D+
s [S] → φρ+ decay is expected

to have the largest FF. Thus, this amplitude is chosen as
the reference (its phase is fixed to 0, and the magnitude
is fixed to 1). The notation [S] denotes a relative orbital
angular momentum L = 0 between daughters in a decay,
and similarly for [P ] (L = 1), [D] (L = 2). In addition,
we fix some necessary physical relations which are shown
in Appendix A.
We start the fit to the data with a baseline model in-

cluding the amplitudes of D+
s → φρ+, D+

s → K̄∗0K∗+,
D+

s → K̄0
1 (1270)K

+ (K̄0
1(1270) → K−ρ+ and K∗π) and

D+
s → K̄0

1 (1400)K
+ (K̄0

1 (1400) → K∗π) decays, as the
φ, ρ+, K̄∗0, K∗+, K∗−, K̄0

1 (1270), and K̄0
1 (1400) reso-

nances are clearly observed in the corresponding invari-
ant mass spectra. The statistical significances (SSs) of
the above amplitudes, which are determined from the
changes in log-likelihood and the numbers of degrees of
freedom (NDOF) when the fits are performed with and
without the amplitude included, are all much larger than
5σ.
Starting from the baseline model above, we add am-

plitudes of f1(1420), f1(1510), η(1405), and η(1475) res-
onances to try to improve the fit quality of the K−K+π0

invariant mass spectrum. We keep amplitudes with sig-
nificances larger than 5σ for the next iteration. The am-
plitudes of D+

s → f1(1420)π
+ (f1(1420) → K∗K) and

D+
s → η(1475)π+ (η(1475) → a00(980)π

0) decays have
significances larger than 5σ, and the amplitude of D+

s →
f1(1420)π

+ (f1(1420) → a00(980)π
0) decay improves the

fit of the K−K+π0 mass spectrum. We then try to add
other amplitudes and find that D+

s → a00(980)ρ
+ decay

has a significance of 6σ. Finally, we retain eighteen am-
plitudes in the nominal fit, which are categorized into
nine processes (Table VIII). The amplitudes of the nom-
inal fit are listed in Table IX. We have also tried other
possible processes listed in Appendix B and find that
their significances are all smaller than 3σ.

Table VIII. The nine components in the nominal amplitude
model.

D+
s → φρ+

D+
s → K̄∗0K∗+

D+
s → a00(980)ρ

+

D+
s → K̄0

1 (1270)K
+(K̄0

1 (1270) → K−ρ+)

D+
s → K̄0

1 (1270)K
+(K̄0

1 (1270) → K∗π)

D+
s → K̄0

1 (1400)K
+(K̄0

1 (1400) → K∗π)

D+
s → f1(1420)π

+(f1(1420) → K∗∓K±)

D+
s → f1(1420)π

+(f1(1420) → a00(980)π
0)

D+
s → η(1475)π+(η(1475) → a00(980)π

0)

The fit results with phases, FFs and SSs for
each amplitude are shown in Table IX. The ratio
B(D+

s →K̄0
1(1270)K

+,K̄0
1(1270)→K∗−π+)

B(D+
s →K̄0

1 (1270)K
+,K̄0

1(1270)→K−ρ+)
is determined to be

0.17 ± 0.04 in this analysis, accounting for correlations.
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The fit projections of three data samples on the invariant
masses are shown in Fig. 3.

D. Goodness of Fit

To verify the five-dimensional fit, we determine the
goodness of the fit. Since the D+

s meson and all four
final particles have spin zero, the phase space of the
decay D+

s → K−K+π+π0 can be completely described
by five linearly independent Lorentz invariant variables.
The five invariant masses, MK−π+ , Mπ+π0 , MK−K+ ,
MK−π+π0 and MK−K+π0 , are chosen as the five dimen-
sions, which are divided into cells of equal size. When
cells contain fewer than 10 events, adjacent cells are com-
bined until the number of events in each cell is larger

than 10. For each cell we calculate χp =
Np−Nexp

p√
N

exp
p

, and

the goodness of the fit is given by χ2 =
n
∑

p=1
χ2
p, where

Np and N exp
p are the number of the observed events

and the number determined by the fit results in the
pth cell, respectively, and n is the total number of cells.
NDOF is given by (n− 1)−npar, where npar is the num-
ber of the free parameters in the fit. Overall, we find
χ2/NDOF = 288.6/273.

E. Systematic Uncertainties

Systematic uncertainties from the amplitude model,
the background level, and the fit bias are considered.
The systematic uncertainties of phases (φ) and FFs for
different amplitudes are shown in Tables X and XI, re-
spectively.

• Amplitude model

- (1) The uncertainties associated with the masses
and widths of the intermediate resonances (φ,
ρ+, K∗0, K∗±, K0

1 (1270), K0
1 (1400), f1(1420),

η(1475)) are estimated by varying the correspond-
ing masses and widths listed in Table VI within
1σ.

- (2) For the lineshape of the ρ+ meson, an alterna-
tive lineshape parameterization with RBW replac-
ing GS is used.

- (3) The coupling constants and mass of a0(980) res-
onance are varied within the uncertainties given by
Ref. [47].

- (4) We assume that the barrier effective radius (R)
of theD+

s meson and other intermediate states have
a uniform distribution. For the D+

s meson, the
value of R is varied between 4.0 GeV−1 and 6.0
GeV−1. For the intermediate states, R is varied
between 2.0 GeV−1 and 4.0 GeV−1.

• Experimental effects

- (5) These effects are related to the PID and track-
ing efficiency differences between data and MC,
and are reflected in the factor γǫ in Eq. 13.
The PID efficiencies are studied using clean sam-
ples of e+e− → K+K−K+K−, K+K−π+π−,
K+K−π+π−π0, π+π−π+π− and π+π−π+π−π0

decays, while a clean sample of K+K−π+π− is
used for the study of tracking efficiencies. These
efficiencies are also used in the BF measurement
(Section VC). The PID and tracking systematic
uncertainties are taken as the efficiency differences
between data and MC simulation. The uncertain-
ties associated with γǫ are obtained by perform-
ing alternative amplitude analyses varying PID and
tracking efficiencies according to their uncertain-
ties.

• Background

- (6) We vary the MC background yields within their
uncertainties and take the largest difference from
the fits as the uncertainty from the background
level. In addition, we determine the background
PDFs with another combination of five variables
(MK−K+ ,Mπ+π0 ,MK+π0 ,MK−π+ ,MK−K+π0).
The square root of the quadratic sum of these
two uncertainties is taken as the background
uncertainty.

• Fit bias

- (7) The uncertainty due to the fit procedure is eval-
uated by studying signal MC samples. An ensemble
of 300 signal MC samples are generated according
to the nominal result in this analysis. After apply-
ing the selection criteria, each of these samples has
the same size as the data sample and is used to per-
form the same amplitude analysis. We define the

pull of each parameter by Out(i)−In(i)
σstat.(i)

, where i de-

notes different parameters, In(i) denotes the input
value as taken from the nominal fit to data, Out(i)
is the value obtained from the fit to a signal MC
sample and σstat.(i) is the corresponding statisti-
cal uncertainty. For each parameter, 300 pull val-
ues are obtained and the deviation of their average
from zero is taken as the systematic uncertainty.

V. BRANCHING FRACTION MEASUREMENT

To determine the absolute BF of the decay D+
s →

K−K+π+π0, we reconstruct the eight decay ST modes
(see Table III) and the DT events by fully reconstructing
the tag channels and the signal channel.
The ST yields for each tag mode are given by

NST = 2ND
+
s D

−
s
BtagεST , (30)
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Table IX. Phase, FF, and SS for the different amplitudes, labeled as I, II..., XIV. Groups of related amplitudes are separated by
horizontal lines. The last row of each group gives the total fit fraction of the above components with interferences considered.
The amplitudes VIII, IX, X, and XII are constructed by two sub-amplitudes with fixed relations (see Appendix A). The ρ+

resonance decays to π+π0. The φ and a00(980) resonances decay to K−K+. The K̄∗0 resonance decays to K−π+, and the K∗±

resonance decays to K±π0. K∗π indicates K̄∗0π0 and K∗−π+. The uncertainties are statistical only.

Label Amplitude Phase (φn) FF (%) SS (σ)

I D+
s [S] → φρ+ 0.0 (fixed) 42.64 ± 1.30 ± 0.77 >20

II D+
s [P ] → φρ+ 1.64± 0.05 ± 0.02 8.58± 0.69 ± 0.37 15.2

III D+
s [D] → φρ+ 1.58± 0.06 ± 0.02 4.89± 0.79 ± 0.47 8.4

D+
s → φρ+ · · · 56.17 ± 1.05 ± 1.24 · · ·

IV D+
s [S] → K̄∗0K∗+ 1.13± 0.06 ± 0.03 15.49 ± 0.81 ± 0.36 >20

V D+
s [P ] → K̄∗0K∗+ 2.82± 0.07 ± 0.03 6.13± 0.50 ± 0.19 16.2

VI D+
s [D] → K̄∗0K∗+ 1.76± 0.07 ± 0.03 4.00± 0.47 ± 0.34 12.5

D+
s → K̄∗0K∗+ · · · 22.44 ± 0.81 ± 0.32 · · ·

VII D+
s → K̄0

1(1270)K
+ , K̄0

1 (1270) → K−ρ+ 5.36± 0.06 ± 0.10 9.81± 0.80 ± 0.46 >20

D+
s → K̄0

1(1270)K
+, K̄0

1 (1270)[S] → K̄∗0π0 · · · 0.69± 0.13 ± 0.12 · · ·
D+

s → K̄0
1(1270)K

+, K̄0
1(1270)[S] → K∗−π+ · · · 1.27± 0.27 ± 0.25 · · ·

VIII D+
s → K̄0

1(1270)K
+ , K̄0

1 (1270)[S] → K∗π 0.09± 0.14 ± 0.12 1.87± 0.39 ± 0.36 7.2

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[D] → K̄∗0π0 · · · 0.22± 0.05 ± 0.03 · · ·
D+

s → K̄0
1 (1270)K

+, K̄0
1 (1270)[D] → K∗−π+ · · · 0.41± 0.10 ± 0.05 · · ·

IX D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270)[D] → K∗π 1.62± 0.15 ± 0.12 0.64± 0.16 ± 0.08 5.5

D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270) → K∗π · · · 2.57± 0.42 ± 0.42 · · ·
D+

s → K̄0
1(1400)K

+, K̄0
1 (1400)[S] → K̄∗0π0 · · · 2.67± 0.36 ± 0.17 · · ·

D+
s → K̄0

1(1400)K
+, K̄0

1(1400)[S] → K∗−π+ · · · 4.90± 0.65 ± 0.29 · · ·
X D+

s → K̄0
1(1400)K

+ , K̄0
1 (1400)[S] → K∗π 5.66± 0.08 ± 0.05 7.23± 0.95 ± 0.41 12.0

XI D+
s → a00(980)ρ

+ 2.33± 0.10 ± 0.09 1.61± 0.29 ± 0.21 6.0

D+
s → f1(1420)π+ , f1(1420) → K∗−K+ · · · 0.87± 0.17 ± 0.07 · · ·

D+
s → f1(1420)π+ , f1(1420) → K∗+K− · · · 0.87± 0.17 ± 0.07 · · ·

XII D+
s → f1(1420)π

+, f1(1420) → K∗∓K± 5.14± 0.10 ± 0.05 1.35± 0.28 ± 0.11 6.5

XIII D+
s → f1(1420)π

+, f1(1420) → a00(980)π
0 5.77± 0.14 ± 0.07 0.65± 0.24 ± 0.12 3.6

XIV D+
s → η(1475)π+, η(1475) → a00(980)π

0 0.98± 0.08 ± 0.06 3.28± 0.38 ± 0.25 9.7

and the DT yields are given by

NDT = 2ND
+
s D

−
s
BtagBsigεDT , (31)

where ND
+
s D

−
s

is the total number of D+
s D

−
s pairs pro-

duced, Btag(sig) is the BF of the tag (signal) side, and
εDT(ST) is the DT (ST) efficiency.
The BF of the signal side is determined by

Bsig =
NDT

Bπ0→γγ

∑

i

N i
STε

i
DT/ε

i
ST

, (32)

where the NDT and N i
ST yields are obtained from the

data sample, while εiDT and εiST are obtained from the
generic MC samples, where i indicates the tag mode. In
particular, εiDT is determined by the amplitude analysis
model used in the generic MC samples.
We determine the signal BF Bsig by

Bsig =

∑

n

NnDT

Bπ0→γγ

∑

n

∑

i

N i
nSTε

i
nDT/ε

i
nST

, (33)

where i denotes the tag mode and n indicates the data
sample at 4.178 GeV, 4.189-4.219 GeV or 4.226 GeV.
For the numerator,

∑

n

NnDT, we fit the combined data

sample to obtain the total DT data yield.

A. Event Selection

For the BF measurement, it is necessary to guarantee
that the DT sample is a strict subset of the ST sample.
Therefore, we select the ST events ahead of selecting the
DT candidates. For this measurement, the event selec-
tion criteria are relaxed or modified in order to increase
the signal yield. Here, the background level does not play
as crucial a role as in the amplitude analysis.

In order to reject the soft pions from D∗ decays, all
the π mesons are required to satisfy Pπ > 100 MeV/c,
and the χ2 of the kinematic fit for the π0 → γγ decay
must be less than 20. The new criteria for selecting K0

S

are 487 < Mπ+π− < 511 (MeV/c2) and that the vertex
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Figure 3. Invariant mass distributions of the total data sample: data (points with error bars - black), the fit histograms (red)
and the backgrounds (blue). Plot (b) shows the φ mass region with an expanded scale.

fit χ2 must be less than 100.

For the ST selection, if there are multiple candidates
for a tag mode, we retain the one with Mrec closest to
the nominal MD

∗±
s

[14]. The Mrec windows are given in

Table II. If the D+
s meson and D−

s meson can be simul-
taneously reconstructed as ST in an event, both of them
are accepted. After the ST selection, if multiple signal
candidates are obtained, the one with average mass M̄

(= (MD
+
s
+MD

−
s
)/2) closest to the nominal MD

±
s
is cho-

sen. MD
±
s

of every candidate must lie in the interval

[1.87, 2.06] GeV/c2, and events with both Mrec for the
D+

s meson and Mrec for the D−
s meson smaller than 2.1

GeV are rejected.
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Table X. The phase systematic uncertainty sources (in units of statistical standard deviations) are (1) mass and width, (2)
shape of the ρ+ meson, (3) parameters of the a00(980) meson, (4) R value, (5) experimental effects, (6) background, and (7) fit
bias.

Phase (φ) 1 2 3 4 5 6 7 Total

D+
s [S] → φρ+ 0 (fixed)

D+
s [P ] → φρ+ 0.12 0.02 0.01 0.25 0.00 0.08 0.06 0.30

D+
s [D] → φρ+ 0.05 0.10 0.00 0.21 0.11 0.02 0.10 0.28

D+
s [S] → K̄∗0K∗+ 0.41 0.02 0.01 0.37 0.03 0.15 0.06 0.57

D+
s [P ] → K̄∗0K∗+ 0.31 0.05 0.01 0.20 0.03 0.25 0.05 0.45

D+
s [D] → K̄∗0K∗+ 0.24 0.01 0.01 0.37 0.02 0.09 0.05 0.45

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270) → K−ρ+ 1.56 0.06 0.01 0.75 0.00 0.08 0.09 1.74

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[S] → K∗π 0.76 0.03 0.01 0.29 0.01 0.07 0.11 0.83

D+
s → K̄0

1(1270)K
+ , K̄0

1 (1270)[D] → K∗π 0.77 0.02 0.01 0.20 0.02 0.13 0.07 0.81

D+
s → K̄0

1 (1400)K
+, K̄0

1 (1400)[S] → K∗π 0.57 0.12 0.01 0.19 0.04 0.04 0.08 0.62

D+
s → a00(980)ρ

+ 0.50 0.04 0.06 0.68 0.04 0.04 0.06 0.86

D+
s → f1(1420)π

+, f1(1420) → K∗∓K± 0.26 0.03 0.00 0.38 0.03 0.10 0.05 0.48

D+
s → f1(1420)π

+, f1(1420) → a00(980)π
0 0.26 0.01 0.04 0.20 0.10 0.28 0.19 0.48

D+
s → η(1475)π+, η(1475) → a00(980)π

0 0.65 0.02 0.09 0.32 0.02 0.15 0.06 0.75

B. Data Yields, Efficiencies and BFs

The ST yields are determined from fits to theMD
−
s
dis-

tributions of data, as shown in Fig. 4. In the fits, we use
an MC-simulated shape convolved with a Gaussian func-
tion to describe the signal shape ofMD

−
s
and a 2nd-order

polynomial function to describe the combinatorial back-
ground. For the tag mode D−

s → K0
SK

−, there is some
peaking background coming from D− → K0

Sπ
−. We take

the shape of this background from the generic MC sam-
ples and add it to the fit leaving its yield floating. For
the tag mode D−

s → π−η′, there is peaking background
coming from D−

s → ηπ+π−π−. We take the shape and
the yield of this background from the generic MC sam-
ples and add it to the fit. The DT yields are obtained
from an unbinned fit to the signal D+

s mass spectrum
of the combined data sample, which is shown in Fig. 5.
We determine the number of D+

s → K−K+π+π0 decays
to be

∑

n

NnDT = 4365± 83. Tables XII-XIV summarize

the ST efficiencies, DT efficiencies, and ST yields in data
samples at 4.178-4.226 GeV.
Inserting the values of the ST and DT data yields and

the ST and DT efficiencies into Eq. 33, we determine the
BF of the D+

s → K−K+π+π0 decay to be

Bsig = (5.42± 0.10stat.)% . (34)

C. Systematic Uncertainties in the BF

The sources of the systematic uncertainties in the BF
measurement are considered as follows.

• K± meson and π± meson tracking/PID efficien-
cies

The ratios between data and MC efficiencies are
weighted by the corresponding momentum spectra
of signal MC events. The systematic uncertainty
from tracking efficiency of each charged particle is
estimated to be 0.5%, and that from PID efficiency
is also 0.5%. The tracking efficiency systematic un-
certainties are added linearly for the three charged
tracks, as are the PID efficiency systematic uncer-
tainties.

• π0 meson reconstruction efficiency
We assign 2.0% as the systematic uncertainty in
the π0 reconstruction according to the studies in
Ref. [49].

• The numbers of ST D−
s candidates

The BF measurement is not sensitive to systematic
uncertainties coming from modifying the polyno-
mial function order, the fit ranges or the bin sizes.
An uncertainty of 0.56% was estimated from alter-
native fits with different signal shapes. According
to Tables XII-XIV, the total ST yield of the eight
tag modes is 441684± 1766, corresponding to the
relative statistical uncertainty of 0.40%. The sum
of these terms in quadrature is 0.69%.

• MC statistics
The uncertainties of the ST and DT efficiencies
are considered, but the DT uncertainties dominate.
The uncertainty of the MC statistics is given by
√

∑

i

fi(
δǫi
ǫi
)2, where fi is the tag yield fraction and

ǫi is the average DT efficiency of tag mode i. We
obtain an uncertainty of 0.34% for this term.

• The shape of the signal D+
s mass

The systematic uncertainty due to the shape of the
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Table XI. The FF systematic uncertainty sources (in units of statistical standard deviations) are (1) mass and width, (2) shape
of ρ+ meson, (3) parameters of a00(980) meson, (4) R value, (5) experimental effects, (6) background, and (7) fit bias. The last

row is the systematic uncertainty of the ratio
B(D+

s →K̄0
1 (1270)K

+ , K̄0
1 (1270)→K∗−π+)

B(D
+
s →K̄0

1
(1270)K+ , K̄0

1
(1270)→K−ρ+)

.

FF 1 2 3 4 5 6 7 Total

D+
s [S] → φρ+ 0.28 0.03 0.07 0.38 0.33 0.07 0.08 0.59

D+
s [P ] → φρ+ 0.38 0.08 0.13 0.22 0.11 0.23 0.09 0.54

D+
s [D] → φρ+ 0.08 0.15 0.01 0.56 0.09 0.05 0.06 0.60

D+
s → φρ+ 0.33 0.06 0.01 0.99 0.50 0.16 0.08 1.18

D+
s [S] → K̄∗0K∗+ 0.28 0.14 0.08 0.16 0.11 0.18 0.17 0.45

D+
s [P ] → K̄∗0K∗+ 0.04 0.00 0.00 0.34 0.14 0.02 0.07 0.37

D+
s [D] → K̄∗0K∗+ 0.16 0.06 0.02 0.60 0.16 0.31 0.06 0.72

D+
s → K̄∗0K∗+ 0.18 0.08 0.04 0.12 0.26 0.14 0.10 0.39

D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270) → K−ρ+ 0.22 0.19 0.05 0.46 0.16 0.04 0.06 0.57

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[S] → K̄∗0π0 0.79 0.08 0.01 0.46 0.12 0.06 0.08 0.93

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[S] → K∗−π+ 0.78 0.08 0.01 0.46 0.12 0.06 0.08 0.93

D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270)[S] → K∗π 0.79 0.08 0.01 0.47 0.12 0.06 0.08 0.93

D+
s → K̄0

1 (1270)K
+, K̄0

1(1270)[D] → K̄∗0π0 0.11 0.15 0.01 0.46 0.04 0.01 0.09 0.51

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[D] → K∗−π+ 0.10 0.15 0.01 0.46 0.04 0.01 0.09 0.50

D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[D] → K∗π 0.09 0.15 0.01 0.46 0.04 0.01 0.09 0.50

D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270) → K∗π 0.76 0.01 0.01 0.64 0.13 0.07 0.14 1.01

D+
s → K̄0

1 (1400)K
+, K̄0

1 (1400)[S] → K̄∗0π0 0.25 0.07 0.01 0.27 0.09 0.25 0.07 0.47

D+
s → K̄0

1 (1400)K
+, K̄0

1 (1400)[S] → K∗−π+ 0.23 0.07 0.01 0.26 0.09 0.25 0.07 0.45

D+
s → K̄0

1 (1400)K
+ , K̄0

1 (1400)[S] → K∗π 0.23 0.07 0.01 0.24 0.09 0.25 0.07 0.43

D+
s → a00(980)ρ

+ 0.23 0.04 0.01 0.65 0.08 0.12 0.08 0.71

D+
s → f1(1420)π+ , f1(1420) → K∗−K+ 0.27 0.08 0.07 0.28 0.04 0.10 0.08 0.42

D+
s → f1(1420)π+ , f1(1420) → K∗+K− 0.25 0.08 0.07 0.28 0.04 0.10 0.08 0.41

D+
s → f1(1420)π

+, f1(1420) → K∗∓K± 0.24 0.08 0.07 0.24 0.04 0.10 0.08 0.38

D+
s → f1(1420)π

+, f1(1420) → a00(980)π
0 0.27 0.08 0.10 0.19 0.19 0.14 0.27 0.50

D+
s → η(1475)π+, η(1475) → a00(980)π

0 0.49 0.18 0.11 0.16 0.21 0.20 0.16 0.65
B(D+

s →K̄0
1 (1270)K

+ , K̄0
1 (1270)→K∗−π+)

B(D+
s →K̄0

1
(1270)K+ , K̄0

1
(1270)→K−ρ+)

0.68 0.03 0.02 0.44 0.09 0.04 0.12 0.82

Table XII. The efficiencies and ST yields at Ecm = 4.178 GeV.

Tag mode Mass window (GeV/c2) NST εST(%) εDT(%)

D−
s → K0

SK
− [1.948, 1.991] 31668 ± 315 46.95 ± 0.07 8.75 ± 0.09

D−
s → K+K−π− [1.950, 1.986] 135867 ± 610 39.00 ± 0.03 7.09 ± 0.03

D−
s → K0

SK
−π0 [1.946, 1.987] 11284 ± 512 15.32 ± 0.11 2.92 ± 0.05

D−
s → K0

SK
−π+π− [1.958, 1.980] 8032± 273 20.29 ± 0.12 3.36 ± 0.07

D−
s → K0

SK
+π−π− [1.953, 1.983] 15645 ± 289 21.70 ± 0.06 3.76 ± 0.05

D−
s → π−ηγγ [1.930, 2.000] 18071 ± 560 43.07 ± 0.15 7.92 ± 0.10

D−
s → π−η′π+π−ηγγ

[1.940, 1.996] 7629± 147 18.72 ± 0.06 3.19 ± 0.06

D−
s → K−π+π− [1.953, 1.983] 16942 ± 548 45.80 ± 0.22 8.39 ± 0.10

signal is studied by fitting without the convolved
Gaussian function. The difference of the DT yield
is taken as the systematic uncertainty and is deter-
mined to be 0.5%.

• Background shape of the signal D+
s meson

For the background shape of the signal D+
s , the

MC-simulated shape is used to replace the nominal

one, and an uncertainty of 0.75% is obtained.

• Bias of the measurement method
Ten updated inclusive generic MC samples are used
as fake data to estimate the possible fit bias. The
BF for each sample is determined, and the relative
difference between the average of BFs and the MC
truth value is 0.16%, which is considered negligible.
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Figure 4. Fits to the M
D

−
s

distributions of ST candidates selected from the 4.178 GeV data sample, where the dots with error

bars are data, the solid blue curve shows the best fit, the red dotted curve shows the signal shape, the green dashed line shows
the shape of the combinatorial backgrounds, the brown area shows the background estimated by the generic MC samples, and
the pairs of pink arrows are the mass windows. In the plots for D−

s → K0
SK

− and D−
s → π−η′ decays, the green dashed lines

include contributions from D− → K0
Sπ

− and D−
s → ηπ+π−π− backgrounds, respectively.

• MC model
To determine the uncertainty from the amplitude
model, we randomly perturb the parameters (mag-
nitudes and phases) of the amplitude model 400
times within their statistical uncertainties accord-
ing to the covariant matrix of the nominal fit to ob-
tain the DT efficiency distribution. Then we fit the
DT efficiency distribution with a Gaussian function
for which the relative width σ/µ is 0.4%.

The systematic uncertainties in the BF are summarized
in Table XV. The total systematic uncertainty is ob-
tained by adding them in quadrature. Finally, we obtain
the BF of the D+

s → K−K+π+π0 decay to be

Bsig = (5.42± 0.10stat. ± 0.17syst.)%. (35)

VI. CONCLUSION

This paper presents the first amplitude analysis of the
decay D+

s → K−K+π+π0. We obtain the BF B(D+
s →

K−K+π+π0) to be (5.42 ± 0.10stat. ± 0.17syst.)%. Us-
ing the FFs listed in Table IX and Table XI, the
BFs for the intermediate processes are calculated and
listed in Table XVI. The D+

s → φρ+ and D+
s →

K̄∗0K∗+ decays are found to be dominant, and the
decays involving K1(1270),K1(1400), η(1475), f1(1420),
and a00(980) mesons are also observed with significances
larger than 5σ. Compared to the PDG [14] values of
B(D+

s → K−K+π+π0) = (6.3± 0.6)%, B(D+
s → φρ+) =

(8.4+1.9
−2.3)%, and B(D+

s → K̄∗0K∗+) = (7.2±2.6)%, which
were previously measured by the CLEO and ARGUS
experiments, respectively, the BFs ((5.42 ± 0.10stat. ±



17

Table XIII. The efficiencies and ST yields at Ecm = 4.189-4.219 GeV.

Tag mode Mass window (GeV/c2) NST εST(%) εDT(%)

D−
s → K0

SK
− [1.948, 1.991] 18304 ± 260 46.87 ± 0.09 9.08 ± 0.11

D−
s → K+K−π− [1.950, 1.986] 80417 ± 508 38.82 ± 0.04 7.28 ± 0.04

D−
s → K0

SK
−π0 [1.946, 1.987] 6730± 462 14.88 ± 0.15 3.11 ± 0.07

D−
s → K0

SK
−π+π− [1.958, 1.980] 5252± 285 20.07 ± 0.16 3.32 ± 0.08

D−
s → K0

SK
+π−π− [1.953, 1.983] 8923± 230 21.53 ± 0.08 3.86 ± 0.07

D−
s → π−ηγγ [1.930, 2.000] 10034 ± 355 42.37 ± 0.21 8.15 ± 0.13

D−
s → π−η′π+π−ηγγ

[1.940, 1.996] 4382± 112 18.66 ± 0.07 3.45 ± 0.09

D−
s → K−π+π− [1.953, 1.983] 10051 ± 529 45.38 ± 0.30 8.41 ± 0.13

Table XIV. The efficiencies and ST yields at Ecm = 4.226 GeV.

Tag mode Mass window (GeV/c2) NST εST(%) εDT(%)

D−
s → K0

SK
− [1.948, 1.991] 6550± 159 46.42 ± 0.18 8.81 ± 0.18

D−
s → K+K−π− [1.950, 1.986] 28290 ± 328 38.27 ± 0.07 7.30 ± 0.07

D−
s → K0

SK
−π0 [1.946, 1.987] 2145± 219 15.22 ± 0.28 2.97 ± 0.11

D−
s → K0

SK
−π+π− [1.958, 1.980] 1708± 217 19.45 ± 0.30 3.38 ± 0.14

D−
s → K0

SK
+π−π− [1.953, 1.983] 3242± 170 21.31 ± 0.15 3.90 ± 0.12

D−
s → π−ηγγ [1.930, 2.000] 3699± 244 41.94 ± 0.40 8.12 ± 0.22

D−
s → π−η′π+π−ηγγ

[1.940, 1.996] 1646± 75 18.45 ± 0.13 3.37 ± 0.14

D−
s → K−π+π− [1.953, 1.983] 4915± 423 44.75 ± 0.57 8.41 ± 0.22
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Figure 5. Invariant mass distribution of the DT D+
s →

K−K+π+π0 events. The black dots with error bars are data.
The red dashed line represents the MC-simulated shape con-
volved with a Gaussian function. The green dashed line repre-
sents the MC background shape, which is fitted by a 1st-order
Chebychev polynomial. The blue solid line represents the to-
tal fitted shape.

0.17syst.)%, (6.22 ± 0.17stat. ± 0.24syst.)% and (5.46 ±
0.23stat.±0.18syst.)%) obtained in this work have a much
better precision. The measurement of B(D+

s → φρ+)
is consistent with the theory prediction [12] (B(D+

s →
φρ+) = 5.70%). The ratio RK1(1270) ≡

B(K0
1 (1270)→K∗π)

B(K0
1(1270)→Kρ)

mentioned in Table I is determined to be 0.51±0.12stat.±
0.09syst. in this analysis. Our result is consistent with the

Table XV. The systematic uncertainties for the branching
fraction measurement.

Source Uncertainty (%)

Tracking efficiency 1.5

PID efficiency 1.5

π0 reconstruction efficiency 2.0

Number of D−
s 0.7

MC statistics 0.3

Signal shape 0.5

Background shape 0.8

MC model 0.4

Total 3.2

results using CLEO data [24] and Belle data (Fit 1) [22]
within uncertainties.
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Appendix A: Fixed Relations of some Amplitudes

The amplitudes that are fixed by Clebsch Gordan coef-
ficients and charge conjugation relations in this analysis
are listed in Table XVII. The amplitudes with fixed re-
lation share the same magnitude (ρ) and phase (φ).

Appendix B: Amplitudes Tested

Other tested amplitudes which are found to have a sig-
nificance smaller than 3σ based on the nominal fit model
are listed below.

• Cascade amplitudes

- D+
s → K̄0

1(1270)K
+, K̄0

1 (1270)[D] → K−ρ+

- D+
s → K̄0

1(1400)K
+, K̄0

1 (1400)[D] → K∗π

- D+
s → K̄0

1(1270)K
+, K̄0

1 (1270)[P ] → K̄∗
0 (1430)π

- D+
s → K̄0

1(1400)K
+, K̄0

1 (1400)[S,D] → K−ρ+

- D+
s [P ] → φ(1680)π+, φ(1680)[P ] → K∗∓K±

- D+
s → η(1405)π+, η(1405) → K∗∓K±

- D+
s → η(1475)π+, η(1475) → K∗∓K±

- D+
s → η(1295)π+, η(1295) → a00(980)π

0

- D+
s → η(1405)π+, η(1405) → a00(980)π

0

- D+
s → f1(1285)π

+, f1(1285) → a00(980)π
0

- D+
s → f1(1285)π

+, f1(1285) → K∗∓K±

- D+
s → f1(1510)π

+, f1(1510) → K∗∓K±

• Three-body amplitudes

- D+
s → K̄0

1(1270)K
+, K̄0

1 (1270)[P ] → (Kπ)S-waveπ

- D+
s [S, P,D] → (K−π+)VK

∗+

- D+
s [S, P,D] → K̄∗0(K+π0)V

- D+
s [S, P,D] → (K−K+)V ρ

+

- D+
s [S, P,D] → φ(π+π0)V

- D+
s [S, P,D] → φ(1680)(π+π0)V

- D+
s → (K−ρ+)A[S,D]K+

- D+
s → (K∗π)A[S,D]K+

- D+
s → (K−ρ+)PK

+

- D+
s → (K−ρ+)VK

+

- D+
s → (K∗∓K±)Pπ

+

- D+
s → (K∗∓K±)V π

+

- D+
s [P ] → (K−K+)Sρ

+

- D+
s [P ] → φ(π+π0)S

- D+
s [P ] → (K−π+)SK

∗+

- D+
s [P ] → K̄∗0(K+π0)S

- D+
s [P ] → (K−π+)S-waveK

∗+
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Table XVII. The fixed relations of some amplitudes.

Index Amplitude Relation

A1 D+
s → K̄0

1 (1270)K
+ , K̄0

1(1270)[S] → K̄∗0π0

A2 D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270)[S] → K∗−π+

A D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[S] → K∗π A1 −
√
2 ∗A2

A1 D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[D] → K̄∗0π0

A2 D+
s → K̄0

1 (1270)K
+ , K̄0

1 (1270)[D] → K∗−π+

A D+
s → K̄0

1 (1270)K
+, K̄0

1 (1270)[D] → K∗π A1 −
√
2 ∗A2

A1 D+
s → K̄0

1 (1400)K
+ , K̄0

1(1400)[S] → K̄∗0π0

A2 D+
s → K̄0

1 (1400)K
+ , K̄0

1 (1400)[S] → K∗−π+

A D+
s → K̄0

1 (1400)K
+, K̄0

1 (1400)[S] → K∗π A1 −
√
2 ∗A2

A1 D+
s → η(1405)π+, η(1405) → K∗−K+

A2 D+
s → η(1405)π+, η(1405) → K∗+K−

A D+
s → η(1405)π+, η(1405) → K∗∓K± A1 − A2

A1 D+
s → f1(1420)π

+, f1(1420) → K∗−K+

A2 D+
s → f1(1420)π

+, f1(1420) → K∗+K−

A D+
s → f1(1420)π

+, f1(1420) → K∗∓K± A1 − A2 [50]

- D+
s [P ] → K̄∗0(K+π0)S-wave

- D+
s → η(1405)π+, η(1405) → (K∓π0)VK

±

- D+
s → η(1475)π+, η(1475) → (K∓π0)VK

±

- D+
s → η(1405)π+, η(1405) → (K∓π0)S-waveK

±

- D+
s → η(1475)π+, η(1475) → (K∓π0)S-waveK

±

• Four-body non-resonance amplitudes

- D+
s → ((Kπ)S-waveπ)AK

+

- (K−(π+π0)V )PK
+

- (K−(π+π0)V )VK
+

- D+
s → ((K∓π0)VK

±)Pπ
+

- D+
s → ((K∓π0)VK

±)V π
+

- ((Kπ)V π)A[S,D]K+

- D+
s → ((π+π0)VK

−)A[S,D]K+

- D+
s [S, P,D] → (K−K+)V (π

+π0)V

- D+
s [S, P,D] → (K−π+)V (K

+π0)V

- D+
s → (K−π+)S(K

+π0)S

- D+
s → (K−K+)S(π

+π0)S

[1] R. Aaij et al. [LHCb Collabora-
tion], JHEP 06, 115 (2012).

[2] M. Ablikim et al. [BESIII Collabora-
tion], Phys. Rev. D 99, 112005 (2019).

[3] J. P. Alexander et al. [CLEO Collabora-
tion], Phys. Rev. D 79, 052001 (2009).

[4] M. Ablikim et al. [BESIII Collabora-
tion], Phys. Rev. Lett. 122, 071802 (2019).

[5] M. Ablikim et al. [BESIII Collabora-
tion], Phys. Rev. Lett. 122, 061801 (2019).

[6] M. Ablikim et al. [BESIII Collabora-
tion], Phys. Rev. Lett. 122, 121801 (2019).

[7] B. Aubert et al. [BABAR Collabora-
tion], Phys. Rev. Lett. 90, 242001 (2003).

[8] J. P. Alexander et al. [CLEO Collabora-
tion], Phys. Rev. Lett. 100, 161804 (2008).

[9] P. U. E. Onyisi et al. [CLEO Collabora-
tion], Phys. Rev. D 88, 032009 (2013).

[10] M. Bauer, B. Stech and
M. Wirbel, Z. Phys. C 34, 103 (1987).

[11] A. N. Kamal, R. C. Verma, and
N. Sinha, Phys. Rev. D 43, 843 (1991).

[12] P. Bedaque, A. Das, and
V. S. Mathur, Phys. Rev. D 49, 269 (1994).

[13] Ian Hinchliffe and Thomas A. Kaed-
ing, Phys. Rev. D 54, 914 (1996).

[14] M. Tanabashi et al. [Particle Data
Group], Prog. Theor. Exp. Phys. 2020, 083C01 (2020).

[15] H. Y. Cheng, Phys. Lett. B 707, 116 (2012).
[16] P. Avery et al. [CLEO Collabora-

tion], Phys. Rev. Lett. 68, 1279 (1992).
[17] H. Albrecht et al. [ARGUS Collabora-

tion], Z. Phys. C 53, 361 (1992).
[18] P. F. Guo, D.Wang, F. S. Yu, Nucl. Phys. Rev. 36(2), 125 (2019).
[19] M. Artuso et al. [CLEO Collabora-

tion], Phys. Rev. D 85, 122002 (2012).

https://link.springer.com/article/10.1007%2FJHEP06%282012%29115
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.112005
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.79.052001
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.122.071802
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.122.061801
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.122.121801
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.90.242001
https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.100.161804
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.88.032009
https://link.springer.com/article/10.1007/BF01561122
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.43.843
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.49.269
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.54.914
https://academic.oup.com/ptep/article/2020/8/083C01/5891211
https://www.sciencedirect.com/science/article/pii/S0370269311014705?via=ihub
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.68.1279
https://link.springer.com/article/10.1007/BF01625894
http://www.npr.ac.cn/en/article/doi/10.11804/NuclPhysRev.36.02.125
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.85.122002


20

[20] M. Ablikim et al. [BESIII Collabora-
tion], Phys. Rev. D 95, 072010 (2017).

[21] R. Aaij et al. [LHCb Collabora-
tion], Eur. Phys. J. C 78, 443 (2018).

[22] H. Guler et al. [Belle Collabora-
tion], Phys. Rev. D 83, 032005 (2011).

[23] C. Daum et al. [ACCMOR Collabora-
tion], Nucl. Phys. B 187, 1 (1981).

[24] P. d’Argent et al., JHEP 05, 143 (2017).
[25] B. S. Zou and D. V. Bugg, Eur. Phys. J. A 16, 537 (2003).
[26] M. Ablikim et al. [BESIII Collabora-

tion], Nucl. Instrum. Meth. A 614, 345 (2010).
[27] M. Ablikim et al. [BESIII Collabora-

tion], Chin. Phys. C 44, 040001 (2020).
[28] C. H. Yu et al., Proceedings of IPAC2016, Busan, Korea (2016).
[29] X. Li et al., Radiat. Detect. Technol. Methods 1, 13 (2017).
[30] Y. X. Guo et al., Radiat. Detect. Technol. Methods 1, 15 (2017).
[31] J. Adler et al. [MARK III Collabora-

tion], Phys. Rev. Lett. 60, 89 (1988).
[32] S. Agostinelli et al. [GEANT4 Collabora-

tion], Nucl. Instrum. Meth. A 506, 250 (2003).
[33] Z. Y. Deng et al., Chin. Phys. C 30, 371 (2006).
[34] R. G. Ping, Chin. Phys. C 38, 083001 (2014).
[35] R. G. Ping, Chin. Phys. C 32, 599 (2008);

D. J. Lange, Nucl. Instrum. Meth. A 462, 152 (2001).
[36] S. Jadach, B. F. L. Ward, and

Z. Was, Phys. Rev. D 63, 113009 (2001).
[37] P. Golonka and Z. Was, Eur. Phys. J. C 45, 97 (2006).
[38] J. C. Chen et al., Phys. Rev. D 62, 034003 (2000).
[39] M. Xu et al., Chin. Phys. C 33, 428 (2009).
[40] S. U. Chung, Phys. Rev. D 48, 1225 (1993).
[41] S. U. Chung, Phys. Rev. D 57, 431 (1998).
[42] F. von Hippel and C. Quigg, Phys. Rev. D 5, 624 (1972).
[43] M. Ablikim et al. [BESIII Collabora-

tion], Phys. Rev. D 95, 072010 (2017).
[44] H. Guler et al. [Belle Collabora-

tion], Phys. Rev. D 83, 032005 (2011).
[45] G. J. Gounaris and J. J. Saku-

rai, Phys. Rev. Lett. 21, 244 (1968).
[46] S. M. Flatté, Phys. Lett. B 63 224 (1976).
[47] M. Ablikim et al. [BESIII Collabora-

tion], Phys. Rev. D 95, 032002 (2017).
[48] I. Adachi et al. [BABAR Collaboration and Belle Collab-

oration], Phys. Rev. D 98, 112012 (2018).
[49] M. Ablikim et al. [BESIII Collabora-

tion], Phys. Rev. D 99, 091101(R) (2019).
[50] F. K. Guo et al., Rev. Mod. Phys. 90, 015004 (2018).

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.95.072010
https://link.springer.com/content/pdf/10.1140/epjc/s10052-018-5758-4.pdf
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.83.032005
https://www.sciencedirect.com/science/article/pii/0550321381901140
https://link.springer.com/content/pdf/10.1007/JHEP05(2017)143.pdf
https://epja.epj.org/articles/epja/abs/2003/04/100500537/100500537.html
https://www.sciencedirect.com/science/article/pii/S0168900209023870?via%3Dihub
http://cpc.ihep.ac.cn/article/doi/10.1088/1674-1137/44/4/040001
https://accelconf.web.cern.ch/ipac2016/doi/JACoW-IPAC2016-TUYA01.html
https://link.springer.com/article/10.1007/s41605-017-0014-2
https://link.springer.com/article/10.1007%2Fs41605-017-0012-4
https://journals.aps.org/prl/abstract/10.1103/PhysRevLett.60.89
https://www.sciencedirect.com/science/article/pii/S0168900203013688
http://hepnp.ihep.ac.cn/article/id/283d17c0-e8fa-4ad7-bfe3-92095466def1
http://hepnp.ihep.ac.cn/en/article/doi/10.1088/1674-1137/38/8/083001
http://cpc.ihep.ac.cn/en/article/doi/10.1088/1674-1137/32/8/001
https://www.sciencedirect.com/science/article/pii/S0168900201000894?via%3Dihub
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.63.113009
https://link.springer.com/article/10.1140/epjc/s2005-02396-4
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.62.034003
http://cpc.ihep.ac.cn/en/article/doi/10.1088/1674-1137/33/6/005
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.48.1225
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.57.431
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.5.624
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.95.072010
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.83.032005
https://journals.aps.org/prl/pdf/10.1103/PhysRevLett.21.244
https://www.sciencedirect.com/science/article/abs/pii/0370269376906547?via%3Dihub
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.95.032002
https://journals.aps.org/prd/pdf/10.1103/PhysRevD.98.112012
https://journals.aps.org/prd/abstract/10.1103/PhysRevD.99.091101
https://journals.aps.org/rmp/pdf/10.1103/RevModPhys.90.015004

