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Abstract

We report the first measurements of cumulants, up to 4th order, of deuteron number distributions and proton-deuteron correlations
in Au+Au collisions recorded by the STAR experiment in phase-I of Beam Energy Scan (BES-I) program at the Relativistic Heavy
Ion Collider (RHIC). Deuteron cumulants, their ratios, and proton-deuteron mixed cumulants are presented for different collision
centralities covering a range of center of mass energy per nucleon pair √sNN = 7.7 to 200 GeV. It is found that the cumulant ratios
at lower collision energies favor a canonical ensemble over a grand canonical ensemble in thermal models. An anti-correlation
between proton and deuteron multiplicity is observed across all collision energies and centralities, consistent with the expectation
from global baryon number conservation. The UrQMD model coupled with a phase-space coalescence mechanism qualitatively
reproduces the collision-energy dependence of cumulant ratios and proton-deuteron correlations.
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1. Introduction

One of the major goals of heavy-ion collision experiments
is to study the phases of strongly interacting nuclear matter
versus temperature and pressure. Experimental results have
demonstrated the existence of a deconfined state of quarks and
gluons [1–6]. The mean yields of hadrons produced in cen-
tral heavy-ion collisions can be described by thermal models
with a suitable choice of chemical freeze-out parameters such
as temperature (T ) and baryon chemical potential (µB). The typ-
ical values of T vary from around 140 MeV at collision energy
(√sNN ) of 7.7 GeV to 160 MeV at the energy of 5.02 TeV [7–
9]. However, deuterons, tritons, and other light nuclei, which
have binding energies of the order of a few MeV, are also pro-
duced in heavy-ion collisions [10–12]. Interestingly, the yields
of light nuclei can also be explained with temperatures similar
to those extracted using hadronic yields [9, 13, 14]. The natu-
ral question that arises then is: how are light nuclei produced
in a medium that freezes out at the temperature of the order of
100 MeV?

The production mechanism of light nuclei is commonly stud-
ied in two approaches: the thermal model and the coales-
cence model. The thermal model treats light nuclei as any
other hadrons and their masses and quantum numbers are in-
puts to the model. These model calculations show good agree-
ment with experimental data on transverse momentum (pT) in-
tegrated mid-rapidity yields of deuterons and deuteron to pro-
ton yield ratios in central heavy-ion collisions [9, 10]. In the
coalescence model, light nuclei are formed by coalescing pro-
tons and neutrons with a finite probability determined by their
closeness to each other in the phase-space [15, 16]. One of
the signatures of the coalescence mechanism is that the elliptic
flow of light nuclei should show constituent nucleon number

scaling [17], and such a scaling property has been observed in
the STAR experiment [18]. Both the thermal and coalescence
models have been fairly successful in explaining the set of ex-
perimental data. However, the production mechanism of light
nuclei still needs to be understood in detail [13, 19–22]. It is
not necessarily true that deuteron production has to happen only
via one of the above-mentioned mechanisms. Both mechanisms
might be at work in heavy-ion collisions [16].

Furthermore, higher order cumulants of particle multiplicity
distributions are known to probe finer details of the thermo-
dynamics of the system created [23–28]. Recent studies sug-
gest that cumulants of event-by-event deuteron number distri-
bution might have different signatures in thermal and coales-
cence approaches and can shed light on their production mech-
anism [29]. Calculations using a simplified coalescence model
predict the rise of cumulant ratios towards lower collision ener-
gies in contrast to the predictions from the thermal model using
Grand Canonical Ensemble (GCE) and the Poisson baseline,
both of which are equal to 1 across collision energies [29].

In addition to probing the production mechanism, higher mo-
ments of deuteron number fluctuation can potentially be sensi-
tive to signals of the QCD critical point, and first-order phase
transition. Even though deuteron has a binding energy of only
2.2 MeV, its production is predicted to be affected by the en-
hancement of pre-clustering of nucleons at the chemical freeze-
out due to modifications in the nucleon-nucleon interaction near
a phase transition [30, 31]. Also, a certain combination of the
proton, deuteron, and triton yields is constructed to probe neu-
tron density fluctuations at the kinetic freeze-out [32] and has
been measured by the STAR experiment. These results show
an excess over the coalescence baseline in central collisions at
√

sNN = 19.6 and 27 GeV [33]. Further, as deuterons carry two
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baryons, their fluctuation may add to the understanding of the
baryon number fluctuations in heavy-ion collisions.

In this paper, we report the first measurements of the cumu-
lants of the deuteron multiplicity distribution and the proton-
deuteron number correlation from Au+Au collisions recorded
by the STAR detector [34] at RHIC from the years 2010
to 2017. The data are presented for Au+Au collisions at
√

sNN = 7.7, 11.5, 14.5, 19.6, 27, 39, 54.4, 62.4, and 200 GeV
corresponding to a wide range of baryon chemical potential
from 420 to 20 MeV [7, 35]. The results are compared to
thermal model calculations for Grand Canonical and Canonical
Ensembles (GCE and CE) [36], the Ultrarelativistic Quantum
Molecular Dynamics (UrQMD) model [37, 38] combined with
a phase-space coalescence mechanism [39], and a simplified
coalescence model [29].

2. Observables

Distributions can be characterized by their cumulants of var-
ious order. A general expression to find any order cumulants
of a distribution can be found in [44]. The cumulants (Cn) up
to order n = 4 are defined below. We use N to represent the
number of deuterons in one event and 〈N〉 for the average value
over the entire event ensemble. Then the deviation of N from
its event average is given by δN = N − 〈N〉.

C1 = 〈N〉 (1)
C2 = 〈(δN)2〉 (2)
C3 = 〈(δN)3〉 (3)
C4 = 〈(δN)4〉 − 3〈(δN)2〉2 (4)

The moments can be expressed in terms of the cumulants:

M = C1 , σ
2 = C2 , S =

C3

C3/2
2

, κ =
C4

C2
2

, (5)

where M is the mean, σ is the standard deviation, S is the skew-
ness and κ is the kurtosis.

To eliminate the system volume dependence of cumulants,
their ratios are usually constructed as follows [40]:

σ2

M
=

C2

C1
, Sσ =

C3

C2
, κσ2 =

C4

C2
. (6)

These ratios can be connected to the ratios of number suscep-
tibilities calculated in thermal models [24] as C2/C1 = χ2/χ1,
C3/C2 = χ3/χ2, and C4/C2 = χ4/χ2. The n-th order number
susceptibility is χn = dn[P/T 4]/d(µ/T )n, where P, T , and µ are
the equilibrium pressure, temperature, and chemical potential,
respectively.

If the particle multiplicity follows the Poisson distribution,
cumulants of all orders are equal and therefore their ratios are
unity. Poisson expectations are used as the statistical baselines
for the measured cumulant ratios.

The Pearson correlation coefficient measures the linear cor-
relation between two variables. The correlation coefficient be-
tween proton and deuteron numbers can be defined as follows:

C(1,1)
(p,d)

σpσd
=
〈(δNpδNd)〉
σpσd

=
〈NpNd〉 − 〈Np〉〈Nd〉

σpσd
, (7)

where Np and Nd are proton and deuteron numbers, respec-
tively. The correlation coefficient ranges from −1 to 1. A
positive sign of the coefficient implies that two variables are
correlated while a negative sign implies an anti-correlation. A
zero value of the coefficient implies that two variables are un-
correlated. We report also the measurement of the correlation
between proton and deuteron numbers in this work.

3. Analysis methods

The results presented here are measured in minimum-bias [7]
Au+Au collisions at √sNN = 7.7 to 200 GeV recorded us-
ing the STAR detector at RHIC. Collision events are selected
having the vertex position (Vz) within ±30 cm (±40 cm for
√

sNN = 7.7 GeV) with respect to the nominal center of the
STAR Time Projection Chamber (TPC) detector along the beam
direction (z axis). Events at each collision energy are further
divided into centrality classes using the produced charged par-
ticle multiplicity as a measure. Central collision events have
higher values of charged particle multiplicity compared to pe-
ripheral collision events. The charged particle multiplicity used
for the centrality classification is selected using the TPC detec-
tor with pseudorapidity (η) within −1 to +1. Protons, deuterons,
and their anti-particles are removed from the definition of col-
lision centrality. This avoids the self-correlation effect between
deuterons used to calculate cumulants and particles included in
the centrality definition [41–44]. The results presented here cor-
respond to three event classes: most central collisions (events
from the top 5% of the above-mentioned multiplicity distribu-
tion), mid-central (events from 30-40% of the distribution), and
peripheral collisions (events from 70-80% of the distribution).
The number of analyzed events at each energy is provided in
Table 1. The charged tracks used for the cumulant analysis are

Table 1: Total event statistics (in millions) for Au+Au collisions at var-
ious √sNN .
√

sNN (GeV) 7.7 11.5 14.5 19.6 27 39 54.4 62.4 200
Events 2.2 6.6 12 14 30 83 520 37 220

required to have more than 20 space points in the TPC to en-
sure good track momentum resolution and the ratio between
assigned to total possible space points is taken to be greater
than 0.52 in order to minimize track splitting. The distance of
the closest approach (DCA) of the selected tracks to the primary
vertex is required to be within 1 cm in order to suppress contam-
ination from secondary particles [45, 46]. To identify deuterons
and protons, particle identification (PID) selection criteria are
further applied to the charged tracks. PID is done via ioniza-
tion energy loss (dE/dx) measured in the TPC [47] and mass
squared (m2) obtained from the Time Of Flight (TOF) [48] de-
tectors. Panel (a) in Fig. 1 shows the measured 〈dE/dx〉 vs.
rigidity (i.e. momentum/charge) of particles in |η| < 1.0. Var-
ious bands corresponding to particles of different masses are
clearly separated at low momentum. An extension of PID to
higher pT is achieved by using the TOF detector. Panel (b) in
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Figure 1: 〈dE/dx〉 and m2 distribution of charged particles for |η| < 1.0 in Au+Au collisions at √sNN = 27 GeV. Panel (a): The 〈dE/dx〉 distribution of charged
particles from TPC [47] as a function of rigidity (p/Z). The dashed curves represent the expected values of 〈dE/dx〉 calculated using the Bichsel function [49] for
the corresponding particles. Panel (b): Mass squared of charged particles as a function of momentum from TOF [48]. The dashed lines represent the mass squared
values for the corresponding particles.

Fig. 1 shows the distribution of m2 calculated using the infor-
mation (path length and time of travel by the particle) from the
TOF detector. The kinematic region for deuterons covers the
full azimuth range, mid-rapidity (|y| < 0.5), and the pT range is
from 0.8 to 4 GeV/c. Both TPC and TOF are used to get good
purity, above 98%, of the deuteron sample. For proton-deuteron
correlation measurement, protons are identified at mid-rapidity
with pT between 0.4 and 2.0 GeV/c. To ensure good efficiency
for the proton sample, for the pT range 0.4 < pT < 0.8 GeV/c,
only TPC is used while both TPC and TOF detectors are si-
multaneously used for the range 0.8 < pT < 2.0 GeV/c [44].
For the momentum ranges studied, the typical value of the TPC
tracking (TOF-matching) efficiency for deuterons in 0-5% most
central collisions at √sNN = 7.7 GeV is 81% (69%). The corre-
sponding values at √sNN = 200 GeV are 63% (64%). Protons
are identified with similar values of detection efficiencies [44].

The cumulants are corrected for finite track reconstruction ef-
ficiency in the TPC and track matching efficiency in TOF detec-
tors. The correction is performed assuming a binomial response
of both detectors for deuteron and proton efficiencies [50]. In
addition, cumulants are corrected for their dependence on mul-
tiplicity by using the Centrality Bin-Width Correction (CBWC)
method [41] for each centrality. This correction suppresses the
effect of initial volume fluctuations on the measured cumulants
arising due to fluctuations in the impact parameter of collisions.

The statistical uncertainties on the measurements are cal-
culated using a Monte Carlo approach called the Bootstrap
method [51, 52]. The systematic uncertainties are estimated
by varying the track selection and particle identification crite-
ria. Track quality cuts such as DCA, the number of space points
in the TPC, and PID criteria such as cuts on measured dE/dx
and m2 values are considered as the sources of systematic un-
certainty [44]. In addition, a ±5% uncertainty associated with
the reconstruction efficiency of the detector is also included in
the overall systematic uncertainty. For each source of system-
atics, the standard deviation from the default set of results is
calculated. The systematic uncertainty is determined from the
square root of the quadratic sum of the standard deviations com-

ing from different sources. The typical systematic errors, for
example in 0-5% most central collisions at 7.7 GeV, are of the
order of 5% for C1, C2, and C3 and 6% for C4. The uncertainty
in the reconstruction efficiency estimation makes the biggest
contribution to the systematics.

4. Results and discussion
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Figure 2: Cumulants (Cn, n = 1 − 4) of the deuteron distributions as a function
of collision energy for most central (0-5%) mid-central (30-40%) and periph-
eral (70-80%) Au+Au collisions as measured by STAR. Cumulants are cor-
rected for finite detector efficiencies [50] and centrality bin-width effect [41].
Uncertainties on the cumulants are smaller than marker symbols. Results for
most central, mid-central, and peripheral collisions are shown using solid cir-
cle, open cross, and open square markers, respectively. Bar and cap symbols
represent the statistical and systematic uncertainties, respectively. The trans-
verse momentum (pT) range for the measurements is from 0.8 to 4 GeV/c and
the rapidity (y) range is −0.5 < y < 0.5.

Figure 2 shows the deuteron cumulants (Cn, n = 1 − 4) as
a function of √sNN for most central (0-5%), mid-central (30-
40%), and peripheral (70-80%) Au+Au collisions. The cumu-
lants C1 to C4 of deuteron distributions for most central Au+Au
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collisions smoothly increase with decreasing √sNN . This in-
dicates an enhanced production of deuterons towards the high
baryon density region (corresponding to low √sNN [7]). The
effect of high baryon density on deuteron production can be un-
derstood using a thermal model. In the thermal model, baryon
density dependence is given by the factor ∼ exp[(BµB−md)/T ],
where B and md are the baryon number and mass of the
deuteron, respectively. As light nuclei carry multiple baryons,
the contribution of the above factor is especially enhanced in the
high baryon density region. Cumulants in the mid-central and
peripheral collisions show a similar √sNN dependence as seen
for the most central collisions. For any given √sNN , the cumu-
lants of any order increase from peripheral to central collisions.
For √sNN = 27 GeV and above, in any given collision energy
and centrality, C1 to C4 values are close to each other and al-
most independent of order (n) of the cumulant. This implies that
the event-by-event deuteron number distribution at higher √sNN

exhibit a near-Poissonian behavior. Figure 3 shows the colli-
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Figure 3: Cumulant ratios of deuteron distributions and proton-deuteron cor-
relation shown as a function of collision energy. Red circle and open square
markers represent measurements for most central (0-5%) and peripheral (70-
80%) collisions, respectively. Bar and cap symbols represent the statistical
and systematic uncertainties, respectively. The gray dashed line is the Poisson
baseline (unity for cumulant ratios and zero for correlation). All model results
presented in the figure correspond to the most central (0-5%) collisions. Cal-
culations from an UrQMD coupled with a phase-space coalescence model [39]
are shown using the orange color-filled band (the width of the band represents
the statistical uncertainty). Thermal-FIST [36] calculations for GCE are shown
using a magenta dashed line. The cyan color-filled band represents the CE ther-
mal model results corresponding to the range of canonical correlation volume
(Vc) from 2dV/dy to 4dV/dy. CE thermal model results for χ2 minimum fit of
the above-mentioned four observables is shown using a cyan color dashed line.
In panel (d), results for one of the assumptions in the simplified model of the
coalescence process from Ref. [29] are shown using a blue dashed line.

sion energy dependence of the cumulant ratios and the proton-
deuteron number Pearson correlation coefficient for most cen-
tral 0-5% and peripheral 70-80% Au+Au collisions. The cu-
mulant ratios κσ2, Sσ, and σ2/M in central collisions show
smooth dependence on collision energy. At higher colliding
energies (√sNN ≥ 27 GeV), most central 0-5% cumulant ratios
are close to the Poisson baseline (unity) and deviate from unity
as √sNN decreases. In low-energy collisions, cumulants are in-

creasingly suppressed with increasing order n, resulting in the
κσ2 showing the largest deviation from unity compared to the
other two ratios which involve lower-order cumulants. Note
that the scales of the y-axis are different in different panels. The
observed suppression of cumulant ratios might arise because of
global baryon number conservation, which can notably affect
the measurements performed at mid-rapidity in low-energy col-
lisions. In low-energy collisions (√sNN < 27 GeV), due to an
increase in the number of net baryons at mid-rapidity [53] and
the acceptance cuts which include a larger fraction of the phase
space, one observes an enhanced effect of baryon number con-
servation. Corresponding results in 70-80% peripheral central-
ity show a weak dependence on collision energy and are close
to unity. Cumulant ratios for peripheral collisions are found
to be least affected by the global baryon number conservation.
Cumulant ratio values in 30-40% centrality lie between those
for most central and peripheral collisions 1.

The results from the Thermal-FIST [36] model for the most
central 0-5% collisions are also shown in Fig. 3. This model
assumes an ideal gas of hadrons and resonances in thermody-
namic equilibrium. Model calculations are presented for both
grand canonical and canonical ensembles and the experimen-
tal acceptances have been taken into account. The freeze-out
parameters which are input to the model are taken from the
thermal model fits of hadronic yields and spectra measured in
the STAR experiment [7]. Results for the cumulant ratios from
the GCE framework of the Thermal-FIST model are close to
unity across all collision energies. At higher collision ener-
gies, the cumulant ratios in most central 0-5% show reason-
able agreement with both GCE and CE thermal model expecta-
tions. However, GCE seems to fail to describe the ratios for
√

sNN ≤ 20 GeV. The CE thermal model which incorporates
baryon number conservation, predicts the suppression of cu-
mulant ratios as observed in the data. The canonical ensemble
in the Thermal-FIST model uses an additional volume parame-
ter called the canonical correlation volume, Vc, over which the
exact conservation of the baryon number is implemented. The
shaded band represents the results for Vc in the range of 2 to
4 times the dV/dy, where dV/dy is the chemical freeze-out vol-
ume per unit rapidity that is obtained from the thermal model fit
of hadronic yields [7]. The model parameter Vc is also varied at
each collision energy for a reasonable agreement with the mea-
sured values of κσ2, Sσ, σ2/M, and the Pearson coefficient.
The line shows the results corresponding to minimum χ2 fits by
scanning the Vc parameter in the model. Vc values are found to
vary from 2dV/dy at the lowest energy to 4dV/dy at the highest
RHIC collision energy. A slightly higher range of Vc is ob-
tained at LHC energies for measurements from the ALICE col-
laboration [54, 55]. The higher value of canonical correlation
volume implies that the part of the system under measurement
is approaching the grand-canonical limit [54]. This also high-
lights the importance of the canonical ensemble thermal model
at lower collision energies.

Results on cumulant ratios for 0-5% Au+Au collisions from

1Data points for 30-40% centrality are not presented in Fig. 3 to avoid clut-
ter. However, the relevant results can be found in the HEPData database.
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the UrQMD model combined with the phase-space coalescence
mechanism are compared to the experimental data. Phase space
information of protons and neutrons at the kinetic freeze-out
surface from the UrQMD model are used as inputs to the co-
alescence mechanism [39] to form deuterons. These model
results which incorporate the law of baryon number conserva-
tion combined with the coalescence mechanism, also reproduce
the energy dependence trend observed in data and show a fair
agreement with the measured cumulant ratios.

In panel (d) of Fig. 3, we observe that the Pearson correla-
tion coefficient between proton and deuteron numbers is neg-
ative across all collision energies and centralities presented,
which implies that the proton and deuteron numbers are anti-
correlated with each other. At lower colliding energy, anti-
correlation becomes stronger for most central 0-5% Au+Au
collisions. These measurements for peripheral Au+Au colli-
sions do not show any energy dependence and are close to the
statistical expectations. The GCE thermal model fails to pre-
dict the observed anti-correlation between proton and deuteron.
However, the CE thermal model calculation correctly predicts
the sign and energy dependence trend of the correlation. Predic-
tions from the simple statistical simulation of the coalescence
process from Ref. [29] are shown also for most central Au+Au
collisions. Two different assumptions about the proton and neu-
tron number are utilized in this model, namely, in one case, they
are fully correlated (i.e. Np = Nn, where Np and Nn are the
proton and neutron multiplicities, respectively) and in the other
case, they are independent. Neither correlated nor independent
assumptions for proton and neutron numbers in the model re-
produce the data for most central collisions. The fully corre-
lated assumption in the model fails to predict the sign of the cor-
relation and we do not present those results here. Note that this
model does not take into account the details of the phase space
information of coalescing protons and neutrons. On the other
hand, the fair agreement of predictions from the UrQMD model
combined with the phase-space coalescence mechanism [39]
with the experimental data in most central 0-5% collisions sug-
gests that the phase-space information of constituent nucleons
is important for the deuteron formation process in the coales-
cence mechanism. The ALICE collaboration recently reported
measurements on proton-deuteron correlation for Pb+Pb colli-
sions at √sNN = 5.02 TeV. The Pearson correlation coefficient
was found to have small negative values and is mostly constant
for all collision centralities [56]. Similar to the observations
of this study, the CE thermal model calculations with baryon
number conservation implemented also explain the ALICE data
for suitable choices of model parameters. The negative sign of
the Pearson correlation coefficient across the range of collision
energies (GeV to TeV) and centralities (central to peripheral)
establishes the importance of baryon number conservation in
baryon-nucleus correlations. The nature of the agreement of
the proton-deuteron correlation data with the CE thermal model
calculation suggests a canonical thermal effect over a coales-
cence mechanism. At the same time, there is reasonable scope
for improvements in both the production models discussed here.

As deuterons carry two baryons, it is important and interest-
ing to investigate how their cumulant ratios differ from those
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Figure 4: κσ2 of deuteron and proton distribution for most central (0-5%)
Au+Au collisions. Red circle and black triangle markers represent deuteron
and proton data [44], respectively. The gray dashed line is the Poisson baseline
(unity). κσ2 of deuterons show a smooth dependence on the collision energy in
contrast to protons.

of the protons. We have compared deuteron cumulant ratios
to those already published measurements for protons. Figure 4
shows the comparison of κσ2 of the deuteron multiplicity dis-
tribution to those of protons [44] for most central 0-5% Au+Au
collisions. For the κσ2 of protons, the larger statistical uncer-
tainties are attributed to the larger width of proton multiplic-
ity distributions as compared to the deuteron distributions [51].
Within the current uncertainties, the proton κσ2 (similar to that
of net-proton) shows a non-monotonic √sNN dependence [43]
in most central Au+Au collisions. This feature is similar, at
a qualitative level, to the theoretical predictions near the QCD
critical point. The κσ2 for deuterons, however, shows a weaker
dependence on collision energy compared to that for protons.
This could be due to deuterons having a very low event-by-
event yield compared to protons, resulting in reduced sensitivity
to any possible critical point physics. To test the effect of low
event-by-event yield on the cumulant ratios, a simple statistical
simulation is utilized by using the measured deuteron to proton
yield ratios [10] and proton cumulants [44] as inputs. Using a
two-component function, which is a superposition of Poisson
and binomial distributions (originally developed in Ref. [57]
for a different purpose), the proton distribution is modeled in
order to reproduce the measured proton cumulants in most cen-
tral 0-5% Au+Au collisions. Then deuteron multiplicity on an
event-by-event basis is sampled from the above-mentioned pro-
ton distribution using the d/p ratio [10] as the binomial proba-
bility of success to form a deuteron. The κσ2 calculated from
this resultant deuteron distribution (shown in Fig. 4 as a blue
dashed line) is near unity and close to the experimental data.
This test shows that the low deuteron multiplicity likely is re-
sponsible for the deuteron κσ2 being close to 1.
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5. Summary

We have presented measurements of deuteron cumulants,
their ratios, and proton-deuteron number correlation performed
in Au+Au collisions with the STAR detector at RHIC, cover-
ing a wide range of baryon chemical potential (µB from ∼ 20
to 420 MeV). The cumulant ratios of deuterons in most central
collisions vary smoothly as a function of the collision energy
and are suppressed below the Poisson baseline as the collid-
ing energy decreases. The peripheral collision results, however,
remain overall flat as a function of √sNN . Anti-correlation be-
tween proton and deuteron numbers is observed across all colli-
sion energies and centralities studied. This anti-correlation be-
comes stronger for most central Au+Au collisions as the beam
energy decreases. Cumulant ratios and correlations in mid-
central collisions show a weaker dependence on collision en-
ergies compared to central collisions. These measurements for
peripheral Au+Au collisions do not show a significant energy
dependence and are close to statistical expectations.

Important observations from the comparison of our measure-
ments to the different model calculations can be summarized as
follows. In most central Au+Au collisions, for thermal mod-
els: (i) GCE and CE reasonably describe the deuteron number
fluctuation measurements above collision energies of 20 GeV.
Only the CE model correctly predicts the negative sign of the
proton-deuteron correlation. (ii) The thermal model with CE
qualitatively agrees with the cumulant ratios for collision ener-
gies below 20 GeV, while the thermal model with GCE fails.
As the CE model explicitly conserves the baryon number, this
study reflects the importance of the role of conservation in fluc-
tuation studies at lower collision energies.

The UrQMD model coupled with a phase-space coalescence
mechanism also describes the deuteron number fluctuation and
deuteron-proton correlation measurements across all collision
energies. A simplified modeling of the coalescence process
without taking into account the phase-space information of con-
stituent nucleons fails to describe the measured proton-deuteron
number correlation.

The κσ2 of the deuteron number distribution shows a
smoothly decreasing trend with decreasing collision energy
in contrast to protons. A simple statistical test suggests that
the low deuteron multiplicity may be responsible for the
observed near-Poisson behavior of deuteron cumulant ratios.
Our measurements can be utilized further to study the chemical
freeze-out thermodynamics of deuterons and to constrain the
light nuclei production model parameters. In the future, with
higher event statistics and improved acceptance, pT and rapid-
ity differential measurements of light nuclei fluctuations and
hadron-nuclei correlations with better statistical and systematic
precision are possible. This has the potential for a major
improvement in the discriminating power of comparisons
with model calculations and might help resolve the nuclei
production puzzle in high-energy heavy-ion collisions.
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