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Correlations of event activity with hard and soft processes in p+Au collisions at
VSnn = 200 GeV at STAR

The STAR Collaboration
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With the STAR experiment at RHIC, we characterize \/snn = 200 GeV p+Au collisions by event
activity (EA) measured within the pseudorapidity range n € [—5,—3.4] in the Au-going direction
and report correlations between this EA and hard- and soft-scale particle production at mid-rapidity
(n € [-1,1]). At the soft scale, charged particle production in low-EA p+Au collisions is comparable
to that in ptp collisions and increases monotonically with increasing EA. At the hard scale, we report
measurements of high transverse momentum (pr) jets in events of different EAs. In contrast to the
soft particle production, high-pt particle production and EA are found to be inversely related. To
investigate whether this is a signal of jet quenching in high-EA events, we also report ratios of pr
imbalance and azimuthal separation of dijets in high- and low-EA events. Within our measurement
precision, no significant differences are observed, disfavoring the presence of jet quenching in the
highest 30% EA p+Au collisions at /snn = 200 GeV.

PACS numbers: 25.75.-q, 25.75.Nq
I. INTRODUCTION

Jets are algorithmically clustered groups of nearly
collinear particles originating from showering and
hadronization of highly-energetic partons, and therefore
can serve as their proxies. These partons are predomi-
nantly produced at the beginning of a heavy-ion (A+A)
collision and may subsequently interact with the evolv-
ing medium generated in the collision. Specifically, in
collisions with sufficiently high event activity (EA) — usu-
ally quantified by particle multiplicity or energy deposi-
tion within limited phase space — a quark-gluon plasma
(QGP) is expected to form and in turn quench jets
through collisional and radiative energy losses [I]. The
resulting suppression of jet production rate in high-EA
A+A collisions compared to that in p+p collisions was
a strong early indication of QGP formation [2] and con-
tinues to be a principle means for studying QGP physics
[BH5]. Jet quenching can be quantified by the nuclear
modification factor, Rjgi A: the ratio of the jet yield per
pair of colliding nucleons in A+A collisions to that in p+p
collisions. Traditionally, jet measurements in collisions of
a heavy ion with a proton or deuteron (p/d+A), usually
referred to as small system collisions, provide necessary
references for Rfl A by benchmarking the so-called cold
nuclear matter (CNM) effects, i.e., effects related to the
presence of a heavy nucleus in the collision but not to the
creation of a QGP [2] 6] [7].

In this formulation, small system collisions are consid-
ered to be qualitatively different from high-EA A+A col-
lisions and can be used as QGP-free benchmarks. How-
ever this clear qualitative difference has become more
nuanced with the observation of long-range correlations
in soft particle production in high-multiplicity p+p colli-
sions [8]; such correlations are conventionally interpreted
as resulting from QGP flow in A+A collisions. That first
observation in p+p has motivated a broad and ongoing
interest in studying small systems for QGP-like signals.

The results have been fruitful, e.g., most flow-like signals
have been observed in small system collisions, but have
also raised new questions and motivated the search for
evidence of jet quenching [9HI3]. Concurrent theoretical
calculations on possible formation of small-volume QGP
allow for results ranging from modest [14] to significant
[15] jet quenching, and therefore motivate the need for
experimental exploration.

Several measurements of R;)eipb have been reported

from ,/syny = 5.02TeV p+Pb collisions, where ,/syn
is the center-of-mass energy per nucleon-nucleon pair.
When not selected for EA, the R;ffrpb measurement is
consistent with unity, i.e., no sign of jet suppression is
observed [T6HT9]. However, when selecting events by EA
at the ATLAS experiment, the Rf}rpb for high transverse
momentum (pr) jets is suppressed (enhanced) in high-
(low-) EA events [16]. Tellingly, for central to p-going ra-
pidities, the spectrum modification can be parameterized
by the total jet energy (Eier = pr cosh(yjet), where yjeq 1S
the jet rapidity). This is intriguing because jets are prox-
ies for hard scattered partons; therefore, the jet energy
scaled by 2/ /snn can be used as the experimental ap-
proximation of x1 of the scattered parton in the colliding
proton, which is related to the parton momentum frac-
tion zp. This interpretation is reinforced by a more recent
measurement using /sxn = 8.16 TeV p+Pb collisions, in
which dijets are used to further constrain the experimen-
tal estimate of x},, and demonstrate a similar correlation
between EA and R;eipb [20]. Proposed causes for an z,
to EA correlation include energy conservation (e.g., as
in the Angantyr implementation in PYTHIAS [21]), fluc-
tuation of the proton size [I3], and color transparency
between successive nucleon-nucleon collisions [22]. Such
a correlation could bias centrality classification of small
system collisions: high- (low-) x;, collisions would have
lower (higher) EA and therefore could be misclassified
as a more peripheral (central) events. This would sub-
sequently change the geometric scaling used to calculate



centrality selected values of R;e/t 4ra- 1t is of interest to
note that measurements of Z bosons have also indicated a
qualitatively similar selection bias in centrality selection
for low-EA, i.e. peripheral, Pb+Pb events [23].
Subsequent to the first observation of the EA depen-
dence of Rjefrpb, two measurements in p+Pb collisions
were made by the ALICE experiment for jets up to
around x, ~ 0.05. The first measured inclusive jets with
a modification to avoid possible centrality classification
bias [24]. The second measurement was of jet spectra per
high-pt hadron trigger (“h-+jet”) [25], also referred to as
a “semi-inclusive” measurement [26], not to be confused
with the term in semi-inclusive deep inelastic scattering.
(Note: this current publication uses the convention as
in the ALICE measurement.) Because of the per-trigger
scaling, the semi-inclusive jet spectra may be compared
directly between different EA classes without applying
any potentially biased geometric scaling. Neither mea-
surement found any dependence of jet spectra on EA.
The semi-inclusive measurement also reported a limit on
out-of-cone energy transport which, if it is the only mech-
anism responsible for jet yield suppression in p+A colli-

sions, is inconsistent with the EA dependence of R;e_ipb

at high z, measured by the ATLAS experiment [I6] 25].

On the other hand, a recent publication reports the
suppression of the production of high-pt 7% relative to
that of direct photons in the 5% highest EA d+Au col-
lisions at /snn = 200 GeV measured with the PHENIX
detector [27]. The observed suppression is on the order of
20% and, as 7°s may interact with a QGP while photons
do not, may indicate a final state effect.

This publication complements those results by report-
ing the first semi-inclusive jet measurements reaching
high-z, (up to z, ~ 0.4) at RHIC using p+Au colli-
sions at /snn = 200GeV. We also compare dijet pr
imbalance and azimuthal distributions in high- and low-
EA events to search further for possible jet quenching
signals.

II. EXPERIMENT, DATA, AND
METHODOLOGY

A. Event Selection

RHIC provided p+Au collisions at /sy = 200 GeV
in 2015. Minimum bias (MB) triggered events were
collected by the STAR experiment based on the coin-
cident signal in the Vertex Position Detectors (VPD)
[28], located at both forward and backward pseudorapidi-
ties |pvpp| € [4.2,5.1]. Additionally, events with high-
momentum-transfer (high-Q?) scatterings were selected
by an online requirement using the Barrel Electromag-
netic Calorimeter (BEMC) [29], which has full azimuthal
coverage at mid-rapidity, |ngemc| < 1. Specifically, the
online trigger selection requires at least one BEMC tower
with transverse energy of at least 2.5 GeV. These events
are designated in this publication as “high tower” (HT)
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events, and the leading tower energy as “E¥ '®” In order
to select high jet pr events desired for this study, the
threshold for E&'® is raised to 4 GeV as an offline event
selection. No additional criteria are added to discrim-
inate between possible signal sources, whether photon,
hadron, or otherwise.

STAR has two Zero Degree Calorimeters (ZDCs) lo-
cated 18 m away on either side of the nominal interac-
tion point [30]. ZDCs measure neutrons not participat-
ing directly in the collisions and the ZDC coincidence
rate (ZDCx) measures the instantaneous luminosity ac-
companying the triggered collisions. Since the rate of
pileup events, which occur slightly before or after the
collisions of interest, increase with luminosity, this work
only analyzes events with ZDCx less than 20 kHz.

Event vertex locations are determined from the projec-
tion of charged particle tracks in STAR’s Time Projec-
tion Chamber (TPC) gas volume [3I]. Events with V,,
the vertex position along the z-axis parallel to the beam
line, within 10 cm of the center of the STAR, detector are
selected. Of those, any event with a V,, greater than 6 cm
away from the vertex z-position measured by the VPD is
rejected. This is because the VPD is a fast detector, and
therefore resilient to pileup collisions.

Using the above online and offline selections, this pub-
lication reports on measurements from 3.7 million MB
and 135 million HT collisions.

B. Event Activity

STAR traditionally uses charged particle multiplicity
at mid-rapidity to classify EA or centrality for Au+Au
collisions [I]. However, in small system collisions, parti-
cle production from hard scatterings contribute a signif-
icant fraction to the total charged particle multiplicity,
resulting in a localized auto-correlation between jet pro-
duction and EA. A possible solution is to separate the
acceptance of the EA measurement from that of the jets.
One way to do this is to measure the underlying event
(UE) “beneath” the hard scattering, i.e., charged particle
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density (2%2) transverse to the jet axis. Another way is

to classify EA with particle production at large rapidities,
well separated from mid-rapidity jets. The latter is the
method employed in this publication by using STAR’s
Beam-Beam Counters (BBCs).

The BBCs are located £3.75m from STAR’s nominal
interaction point [32]. They each consist of annuli of
hexagonal-shaped scintillating tiles with full azimuthal
coverage in aggregate, receiving signals from the charged
particle flux. This work utilizes the inner annuli of the
BBC in the Au-going direction (nggc € [—5, —3.4]), and
quantifies EA as the sum of the ADC values from the
response of those tiles (“EAppc”). This provides a wide
rapidity gap between the EA acceptance and the jets
measured at mid-rapidity (|n| < 0.6). The rapidity gap
is large enough that at RHIC kinematics, when one jet
is found at mid-rapidity, the recoiling jet of a dijet pair
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FIG. 1. Distributions of EAgpc from MB and HT events with
the latter satisfying an offline trigger of En'® > 4 GeV. Verti-
cal dashed lines indicate 10% deciles of the MB distribution.
Low- and high-EA are defined as the lowest and highest 30%
of the MB distribution, and are indicated by the vertical solid
lines and labels.

cannot reach the EA acceptance [33]. BBC signals in the
Au-going direction are preferred to those in the p-going
direction because they have a greater range of measured
EA.

The distributions of EA for MB and HT events are
given in Fig. [l An event is classified as low- (high-) EA
if its EA signal is smaller (larger) than the 30% (70%)
decile of the EA distribution in MB events (as indicated
by vertical solid lines in Fig. [I). HT events skew the
EA toward higher values, such that about 19% (42%)
of HT collisions are classified as low- (high-)EA. This
is consistent with the correlation observed in A+A col-
lisions: higher EA should correlate with more central
events, which have more binary nucleon-nucleon colli-
sions, and therefore higher probability of high-Q? parton
interactions.

While the BBC was originally designed as a trigger de-
tector [34], we experimentally justify using the BBC as an
EA classifier by measuring correlations between EAgpc
and the charged particle density at mid-rapidity, as
shown in Figs. [§land[J]in the appendix. The charged par-
ticle density is measured using the full azimuthal range
in MB events. In HT events, to avoid the localized auto-
correlation introduced by the tracks in the triggering di-
jet pair, only the charged particle density azimuthally
transverse to the trigger (|¢ch — @trigger] € [7/3,27/3])
is measured. While the correlation between EA and the
UE track density is broad, it is on average positive and
monotonic. Qualitatively, this correlation is similar to
that observed for EAs measured at 7 € [-3.8,—2.4] and
using the ZDC [30] in d+Au events [35].

C. Jets: Tracks and Towers

The TPC measures charged particle tracks and their
kinematics via ionization in its gas volume. The TPC
has full azimuthal coverage within || < 1.3. This
analysis only uses tracks out to |n| < 1.0 in order to
match the BEMC acceptance. Only tracks with pp €
[0.2,30] GeV/c are analyzed, in order to avoid poor de-

tection efficiency at low pr and poor resolution at high
pr. All selected tracks are also required to have at least
20 TPC hits for their reconstruction, pass within 1 cm of
the primary vertex, and contain at least 52% of possible
TPC hits along their trajectories.

The BEMC provides energy measurements for electro-
magnetically interacting particles within || < 1.0 [29].
It overlaps the fiducial coverage of the TPC and has
an angular granularity of about 0.05 in both ¢ and 7.
The transverse energy (Et) component of the calorime-
ter energy is determined from the tower location rel-
ative to the collision vertex via an inverse factor of
cosh (Mtower). The tower Ep limits match the track pr
limits of [0.2,30] GeV. Of the 4800 calorimeter towers,
318 towers are excluded due to malfunction during data
taking.

In each event, tracks and towers are clustered into jets
using the anti-kT algorithm [36] with a resolution param-
eter Rje = 0.4. In order to limit boundary effects, only
jets within |njet] < 1 — Rjer are used. If a charged par-
ticle’s trajectory extrapolates to a tower, it is assumed
that the track and the corresponding calorimeter energy
(if any) result from the same particle. In order to avoid
double counting that particle’s energy, its value is sub-
tracted from the tower energy. Here the particle energy
is calculated based on its momentum measured in the
TPC and the assumption that it is a pion. Any tower
with E1 < 0.2 GeV after subtraction is discarded. While
this procedure, referred to as 100% hadronic correction,
could potentially over-correct any double-counting, it re-
sults in better jet energy resolution and the potential
over-correction is accounted for during unfolding [37].

D. Track and Jet Corrections

The TPC tracking efficiency is evaluated by simulat-
ing the STAR detector response to p, p, 7+, and K+
via GEANT3 [38]. These simulated signals are embedded
into HT events to reflect realistic running conditions, and
then reconstructed using the standard STAR framework.
The embedded spectra are weighted according to mea-
sured particle yields in /syn = 200GeV d+Au colli-
sions [7, B9] to obtain the tracking efficiency for the ex-
pected mixture of charged particles. It is worth noting
that spectral K abundances in d+Au collisions have not
been measured at STAR,; therefore appropriately scaled
7t spectra are used in their place [7].

Since the tracking efficiency begins to decrease when
approaching the boundary of the TPC acceptance, the
measurement of charged particle density is limited to
|n] < 0.9. Within that range, the track reconstruction
efficiency decreases from 76% to 66% from the lowest
to the highest luminosity events. When this decrease in
tracking efficiency is accounted for, the average number
of tracks in the TPC increases by about 0.5 tracks in high
luminosity events relative to low luminosity events. This
increase in track density as a function of luminosity is at-



tributed to the presence of residual pileup tracks which
are subtracted from the final reported track densities.

Detector effects on jets are corrected using a similar
embedding methodology. Dijet events, simulated with
PYTHIA6 [40], are propagated through the GEANT3 sim-
ulation of the STAR detector before being embedded
into MB events, from which tracks and towers are recon-
structed and clustered into detector-level (“raw”) jets.
Only events with a reconstructed leading-tower, i.e., the
trigger tower, with Fp > 4GeV are used. It is found in
the simulations that the HT trigger efficiency is indepen-
dent of EA at all jet momenta. Therefore, even though
the trigger efficiency is not explicitly corrected for in this
publication, its effect is expected to cancel in the ratios
of jet quantities between high- and low-EA events.

Truth-level jets are clustered directly from the sim-
ulated PYTHIA6 events. The truth- and detector-level
jets are matched geometrically in ¢ and n by pairing jets
with \/(A¢)? + (An)? < 0.4, preferentially matching the
highest-pr jets if multiple candidates are found. The jet
energy scale and resolution (JES and JER) are defined as
the average difference in pr between matched truth- and
detector-level jets, and the standard deviation of that
pr difference distribution, respectively. The JES(+JER)
values range from —1.1(£2.1) GeV/c for 15GeV/c jets,
to —4.1(+4.5) GeV/c for 40 GeV /¢ jets. While JES and
JER are not used directly in any correction, they can
quantify the detector performance. It is worth noting
that the JES is comparable for high- and low-EA events.

The measured jet spectra are corrected using the
Bayesian unfolding procedure implemented in the
RooUnfold package [41] with six iterations and PYTHIA6
distributions as the priors. The unfolding procedure
uses a response matrix filled with matched truth- and
detector-level jets to correct for the JES and JER.
The additional effects of fake detector-level jets and
missed truth-level jets are corrected for using the pr jet-
dependent relative abundances of the unmatched jets re-
maining from the matching procedure.

E. Systematic Uncertainties for Tracks, Jets, and
Towers

Systematic uncertainties in track density measure-
ments include the following: 5% tracking efficiency un-
certainty from imperfect detector simulation; an addi-
tional 2% tracking efficiency uncertainty accounting for
correlations between luminosity and EA; a sub-percent
uncertainty for the use of particle spectra in d+Au (as
opposed to p+Au) collisions to weight embedding sam-
ples; a sub-percent uncertainty for the unfolding method
(bin-by-bin vs 2D Bayesian unfolding); and pileup sub-
traction uncertainties. The pileup uncertainty, arising
mostly from parameterizing the increase of the track den-
sity as a function of ZDCx after efficiency correction,
ranges from 6-10% and dominates other sources. When
adding all individual sources in quadrature, the overall
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track density uncertainty is 7-11%. The EA and trigger
tower Er values are detector-level characterizations of
each event, and are uncorrected quantities without any
assigned systematic uncertainties.

Jets are corrected for detector efficiency, acceptance,
and resolution with the unfolding procedure as discussed
in Sec. [ID] Systematic uncertainties are evaluated by
individually varying the response matrices, miss rates,
and fake rates, and repeating the entire correction proce-
dure to estimate the magnitude of the uncertainty. The
tracking efficiency uncertainties are assessed by randomly
removing reconstructed tracks according to the tracking
uncertainty values. The tower energy scale uncertainty
(3.8%) is applied by uniformly augmenting all tower en-
ergies. Collectively these uncertainties constitute 15-20%
when added in quadrature, and are the dominant compo-
nents of the jet spectrum systematic uncertainties. Vary-
ing the hadronic correction from 100%, as discussed in
Section to 50% contributes about 2-4% relative un-
certainty. The stability of the iterative Bayesian unfold-
ing is quantified by the average difference in the unfolded
results when the number of iterations used is varied by +2
from the nominal value of 6. The shape of the prior dis-
tribution is reweighted to a distribution in HERWIG (from
the default PYTHIA6 distribution), resulting in an uncer-
tainty of about 10% in the first jet pr bin and from 0-
5% in the remaining bins. Finally, over-estimation of
the background by embedding PYTHIA6 events into MB
p+Au data contributes 1.6-2.8% uncertainty.

With the exception of the contribution from the ad-
ditional 2% tracking efficiency uncertainty, the jet spec-
trum systematic uncertainties mostly cancel in the high-
EA to low-EA ratios. The largest remaining uncertain-
ties, resulting from the hadronic correction and embed-
ding over-estimation, are between 1-2%. The resulting
overall systematic uncertainties of the jet spectrum ra-
tios are on the order of 3-9%.

F. Semi-Inclusive Jet Spectra

The semi-inclusive jet spectra are the pr spectra of jets
in events with an offline trigger (i.e., a BEMC tower with

Et > 4GeV), normalized by the number of these trig-
gered events: 1 AN

* Nirig dprdndé”
ported in Fig.|5f near- and recoil-side spectra in high- and
low-EA events. Near- and recoil-side spectra are defined
as jets within |@jet — Gerig] < 7/3 and |Pjet — Penig| > 27/3,
respectively. Note that most triggered events have no
jets within the reported pr range, thus the integrals of
the jet spectra are less than one. Additionally, the ratios
of semi-inclusive spectra in high- and low-EA events are

reported.

Four different spectra are re-



G. Dijet Azimuthal Separation (|A¢|) and
Momentum Imbalance (Ay)

The modification of dijet pr imbalance and relative
azimuthal distribution have been proposed as methods
to probe for jet quenching by the QGP in A+A colli-
sions [42H46]. These are of particular interest because,
to first order, the shapes of their distributions are in-
dependent of any EA-to-x, correlation. This is not
true for the semi-inclusive analysis, where an EA-to-
xp correlation would be manifested in the semi-inclusive
jet spectra normalization. The distribution of the az-
imuthal separation between the leading and subleading
jets (|Ag| = [piad — ¢5uP]) is reported for all dijets with
|A¢| > /2. Additionally, the distribution of the pi,

prawlead _raw,sub
imbalance Ay = —mdet _—Tiet  is reported for all dijet

Tojet  TPT,jet
pairs with |A¢| > (m — 0.4), where pflfmfetlead d rTaWetsub
are the detector-level pr for leading and subleadmg jets
of the dijet pair, respectively. All these distributions are
normalized to unity for shape comparisons.

Because the JES and JER distributions are not dis-
cernibly different between high- and low-EA events, de-
tector effects cancel when detector-level distributions are
taken in ratio. This justifies the presentation of the
detector-level dijet momentum imbalance and azimuthal
separation ratios. However, the dijet ratios could also
be biased from anything that affects the selection cuts
fo rlf‘wctlead dprie P even if they do not significantly
affect the JES and JER Two possible such differences
exist between the high-EA and low-EA events and are
accounted for. First, high-EA events have modest in-
creases in underlying event and pileup activity. Second,
high-EA events have a higher mean ZDCx value which
introduces a modest change in the tracking efficiency. To
account for the first effect, the high- and low-EA collision
events are divided into groups selected by ZDCx. Within
each ZDCx selection, the average number (Negxcess) and
pr spectrum (dN/dpSeess) of particles in excess in high-
EA events are measured. Then each low-EA event is
augmented with particles, whose multiplicity is drawn
from a Poisson distribution with mean equal to Nexcess
and transverse momenta sampled from dN/dpTiay. Ad-
ditionally, high-EA events are re-weighted to match the
ZDCx distribution of the low-EA events. With these
modifications, the high-EA and low-EA events are clus-
tered, dijets are selected, and their detector-level distri-
butions and ratios are reported.

H. Experimental Conditions Inherent in Results

It is worth noting several experimental conditions
which are inherent in the reported results and should be
kept in mind in any attempt to compare to theory. First,
the EA definition is empirically justified, and therefore
direct connection to actual particle densities in the BBC
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FIG. 2. Density of charged particles with pr > 0.2 GeV/c and
[n| < 0.9 in ten ranges of EA for MB events and HT events
selected with several offline trigger values. Markers are hori-
zontally offset within each range of EA for visual clarity. The
star plotting symbol is for 200 GeV p+p collisions containing
a low-pr jet [47], and is not associated with any specific EA
value. The error bars are statistical, while the shaded boxes
show the size of the systemmatic uncertainties.

acceptance is not available. Additionally, the MB trigger
and the 4 GeV tower trigger are not corrected for trigger
biases.

III. RESULTS
A. Underlying Event

The fully-corrected UE charged particle densities are
plotted in Fig. 2| for ten ranges of EA. The EA ranges are
selected such that each contains a decile of the EAgpc
distribution in MB events. The HT-triggered events are
separated by their values of Emg‘ into three groups.

The charged particle densmes increase monotonically
with increasing EA for both MB and HT events. The
lowest values are consistent with the underlying event
activity measured in /s = 200 GeV p+p collisions which
contain low-py (5—7GeV/c) charged jets [47]. Herein,
low-EA p+Au collisions appear to be similar to p+p col-
lisions. In the highest EA events, the charged particle
densities are around a factor of two higher than that in
p+p events. The figure shows that UE charged particle
density scales with EA, and also hints that the underly-
ing event may be anti-correlated with increasing trigger
energy.

B. Event Activity vs. Leading Jet pr

Figure [3] reports the UE charged particle density dif-
ferentially with respect to three variables:

1. Leading jet pr: The trigger tower is required to
be either within the leading jet or azimuthally re-
coiling from it (|¢ower — Pjet| > (T — Rjer)). Data
are shown for events with pfﬁgve’tlead > 4 GeV/c in
three ranges of leading jet pr: (10,15), (15,20), and
(20,30) GeV/ec.



2. High-EA and low-EA, as defined in Sec. [[TB]
3. Pseudorapidity of charged particles in the TPC:

e Au-going, n € (—0.9,—-0.3)
e mid-rapidity, n € (—0.3,0.3)
e p-going, n € (0.3,0.9)

As expected from the asymmetry of the colliding nu-
clei, the UE is higher at Au-going rapidities. Figure
also confirms the correlation between UE charged parti-
cle density and EA expected from Fig. [2} events selected
at high-EA (low-EA) have correspondingly higher (lower)
mean densities for all values of jet pr. As is the case in
Fig. 2] Fig. [3] also suggests that UE decreases with in-
creasing jet pr.

To explore the correlation between hard process and
EA further, Fig. 4] presents the distributions of EA for
three ranges of plq'ffggt, as used in Fig.[3| As already noted,
in 200 GeV collisions when one member of a dijet pair is
measured in the TPC (|n| < 0.6), it is not kinematically
accessible for the other jet to reach the BBC and there-
fore cause an anti-correlation. Nevertheless, to ensure
this does not affect the measurement, the event selection
for Fig. [4| requires both members of a dijet pair to be
found fully within the TPC acceptance. This is done

using the two highest-pr detector-level jets (pfl??’e’tlcad
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FIG. 3. Charged particle density as a function of EA, UE
n, and pFg, for HT (E%*® > 4GeV) events with prTa‘J”etlead >
4 GeV/ec. Solid (open) markers represent high-EA (low-EA)
events with their highest-pr jet as specified along the x-axis.
The circles, +’s, and X’s represent the multiplicity densi-
ties in the Au-, mid-, and p-going pseudorapidities, respec-
tively. Statistical errors are smaller than the plotted sym-
bols. The markers in each p£% Jct selection have small horizon-
tal offsets for visual clarity. The red stars show the values
for STAR UE in p+p collisions for plfi‘gt € (11,15), (15,20),
(20,25) GeV/c [47]. The shaded boxes show the size of the
systematic uncertainties
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FIG. 5.  Top panel: jet spectra per trigger for trigger-side
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Jets are of R = 0.4, and the offline trigger threshold is
E'® > 4GeV. Spectra are shown for high- and low-EA
events. Bottom panel: ratio of the semi-inclusive jet spectra
in high-EA to low-EA events. The error bars are statistical,
while the shaded boxes show the size of the systematic uncer-
tainties.

Within these events, there is a statistically significant
drop of mean EA with increasing plff}‘it: 21190 £ 80,
20300 £ 100 and 19500 = 200, respectively, presenting a
clear anti-correlation between EA measured in the BBC
and the average momentum transfer of a hard scattering
at mid-rapidity.

C. Semi-Inclusive Jet Spectra

Figure [5| reports the first fully-corrected semi-inclusive
jet spectra in small system collisions at RHIC. The top
panel is the jet spectra per trigger, counting only jets az-
imuthally within 7/3 of the triggering tower for trigger-
side jets, while recoil-side jets are required to be az-
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imuthally within 7 /3 of the direction opposite the trigger
tower. The spectrum of the recoiling jets has significantly
fewer counts per trigger relative to that of the trigger-side
jets due to a large fraction of recoiling jets falling out-
side of the detector’s acceptance (|njes| < 0.6) [B3]. As
shown in the bottom panel, both spectra are distinctly
suppressed in high-EA events relative to low-EA events.
Notably, the suppression for both trigger- and recoil-side
jets is comparable. This is qualitatively different than
jet-spectrum suppression attributed to jet quenching in
the QGP [48]; there, the QGP causes a selection bias
and resulting path-length difference which suppresses the
recoil-side jets more than the trigger-side jets.

If the anti-correlation between EA and jet pr, as shown
in Fig. 3] is monotonic then the inverse is also trivially
true: the mean jet pp would also decrease with increas-
ing EA. In other words, the Q2 distribution softens from
low- to high-EA events. On the other hand, the semi-
inclusive jet spectra are normalized by the number of
triggers, which have a lower Q? cut off and therefore
would not be modified by an EA-to-Q? correlation at the
same level as the jets. Consequently, an apparent sup-
pression of the semi-inclusive jet spectrum in high-EA
events compared to low-EA events could occur without
any jet quenching. Furthermore, if the EA-to-Q? corre-
lation is the sole cause, the suppression levels for trigger-
and recoil-side jet spectra would be the same, as is the
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FIG. 7. Top panel: distributions of dijet pi™ imbalance, Aj,
for high- and low-EA events. The distributions for the lower
(higher) p™ requirements are shown in circles (squares).
Bottom panel: ratios between high-EA and low-EA events.
All jets are detector-level jets.

case in Fig. [f]

D. Dijet Azimuthal Difference and Momentum
Imbalance Distributions

As previously mentioned, the EA-dependence of semi-
inclusive jet spectra shown in Fig. 5| does not prove that
the dependence results from jet quenching in high-EA
events. In order to isolate a query for EA-dependent
jet modification from the EA dependence of the Q? dis-
tribution, Figs. [6] and [7] present the detector-level per-
dijet pair distributions of the dijet azimuthal difference
(A¢) and momentum imbalance (Ajy) in high- and low-
EA events. Because their normalization is per dijet, to
first order the A¢ and Aj distributions avoid dependence
on the underlying py, or E;'® distributions.

Dijets are selected according to the following criteria:

1. EY'® > 4GeV

2. Two different sets of thresholds for pfﬁ?ve’écad and
raw,sub
T,jet
raw,lead raw,sub 12 (8) GeV
D jet (pTJ‘et ) > (8) GeV/c

° prTatvjVe’tlead (pfrﬁ:tsub) > 20 (10) GeV/c



3. Relative azimuth cut:

e For azimuthal difference: |A¢| > /2

e For momentum imbalance: |A¢| > (7 — Rjet)

While the measurements of A¢ and Aj are not cor-
rected for detector effects and therefore not accessible to
direct theoretical comparison, the detector effects cancel
in the ratios between high- and low-EA events, which
therefore can indicate the presence of jet quenching, if
any. As shown in Fig. [f] there is no significant broaden-
ing of A¢ for high-EA events relative to low-EA events,
indicating that the leading and subleading jets retain
their initial back-to-back configuration. Similarly, the di-
jet momentum imbalance distribution presented in Fig.
shows no significant modification in high-EA events.

IV. SUMMARY AND CONCLUSION

UE charged particle density is reported as a function
of BX8, plff‘j‘it, n, and EA for p+Au collisions at /sy =
200 GeV. EA, measured at n € [-5, —3.4] in the BBC,
and charged particle densities are positively correlated
with a broad distribution, suggesting that EA measures
event centrality with large fluctuations. At the lowest
EA, the UE charged particle density is consistent with
that in p+p collisions, and increases by about a factor of
two in the highest EA events.

There is a statistically significant decrease in average
EA with increasing plffgce‘t (Imjet| < 0.6). Due to the large
rapidity gap between the leading jet axis and the BBC,
this anti-correlation must form at the initial stages of the
collisions due to phase-space constraints between EA and
Q? (or xp) of the hard scattering.

The anti-correlation between EA and Q? suggests there
would be an apparent suppression of high-pr jet spectra
at high-EA and independent of its physical cause when
normalized by the number of triggers with a low thresh-
old. This is demonstrated with the first measurements of
semi-inclusive jet spectra for pr je; € [15,40] GeV/c and
EX'® > 4GeV in p+A collisions at RHIC. It is also no-
table that the suppression is similar for both the trigger-
and recoil-side spectra; this would be expected if the sup-
pression results from an x,-to-EA bias, but might not be
if resulting from path-length dependent jet quenching.

Finally, distributions of dijet azimuthal correlation and
Prer imbalance are reported, along with their ratios be-
tween high- and low-EA events. Because these distribu-
tions are normalized per dijet pair, they are to first order
independent of any EA-to-Q? anti-correlation. Neither
measurement shows significant EA dependence within
uncertainties, indicating no sign of jet quenching in the
high-EA /snn = 200 GeV p+Au collisions in this anal-
ysis. It should be noted that this result is for the top
30% of EA events, and therefore does not directly com-
pare to the top 5% of EA events in d+Au collisions for

which high-pr 7° production is reported to be suppressed
relative to photon production [27].

Since the correlation between EA and jet production
must stem from the earliest stages of the collisions [49],
p+Au collisions can serve as a potential probe for early-
time dynamics or even the pre-collision configuration of
the p and/or gold nucleus. These are promising opportu-
nities for measurements with p+Au collisions that RHIC
will provide in the near future, benefiting from the re-
cently installed Event Plane Detector [50] for better EA
determination at large rapidity.
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Appendix A: Comparison of BBC Signal to Track
Densities

The relationship between EA and uncorrected charged
track density is given in Fig. [§ for MB events and Fig. [9]
for HT triggered events with an offline cut of E%'8 >
4GeV. The mean values of the track densities at each
EA selection, and conversely EA at each track density
selection, are also plotted. The statistical errors on the
means are shown but are smaller than the marker size
except in the tails of the distributions. The percentages
of events within three ranges of EA are also plotted in
Figs.[8land [0} the lowest and highest 30% in the MB sam-

ple define the ranges of low- and high-EA, respectively

(see Sec. [lI B)).
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