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Abstract: We report a new measurement of the production of electrons from open heavy-
flavor hadron decays (HFEs) at mid-rapidity (|y| < 0.7) in Au+Au collisions at

√
sNN =

200 GeV. Invariant yields of HFEs are measured for the transverse momentum range of
3.5 < pT < 9 GeV/c in various configurations of the collision geometry. The HFE yields
in head-on Au+Au collisions are suppressed by approximately a factor of 2 compared to
that in p+p collisions scaled by the average number of binary collisions, indicating strong
interactions between heavy quarks and the hot and dense medium created in heavy-ion
collisions. Comparison of these results with models provides additional tests of theoretical
calculations of heavy quark energy loss in the quark-gluon plasma.
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1 Introduction

Ultra-relativistic heavy-ion collisions provide a unique opportunity for studying Quantum
Chromodynamics (QCD) in laboratories. The force that binds quarks together in nucleons
can be screened at sufficiently high energy density, leading to a transition from ordinary
nuclear matter to a new phase called the Quark-Gluon Plasma (QGP), whose properties
are governed by partonic degrees of freedom. This state of matter is hypothesized to
have existed in the early universe, a few millionths of a second after the Big Bang [1, 2].
Experiments at the Relativistic Heavy Ion Collider (RHIC) and Large Hadron Collider
(LHC) have provided strong evidence that a strongly-interacting QGP is created in collisions
of heavy ions at RHIC and the LHC [3–8].

Owing to their large masses, heavy quarks, including charm (c) and beauty (b) quarks,
are produced predominantly via hard partonic scatterings at early stages of a heavy-ion
collision, and the thermal production in the QGP is negligible [9]. They subsequently probe
the entire evolution of the system created in the collision, including the partonic phase of the
QGP, hadronization and the hadronic phase [10, 11]. In particular, heavy quarks lose energy
through interactions with the QGP via both collisional and radiative processes, with the
former dominating at relatively low transverse momentum (pT) and the latter taking over at
high pT. These interactions modify the momentum distributions of heavy quarks in heavy-
ion collisions compared to that in p+p collisions, and measurements of such modifications
provide important insights into the properties of the QGP. Furthermore, beauty quarks
are expected to lose less energy than charm quarks because of their larger mass [12, 13],
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and therefore separate measurements of charm and beauty quarks will further contribute
to our understanding of the QGP. Significant suppression of charm meson yields at large
pT has been observed at both RHIC and the LHC [14–17], suggesting substantial energy
loss experienced by charm quarks during propagation through the QGP medium. At the
LHC, yields of beauty mesons [18], as well as J/ψ [19, 20] and D0 [21, 22] from b-hadron
decays, are found to be less suppressed than charm hadrons, consistent with the expected
mass dependence of the parton energy loss.

Electrons1 from semileptonic decays of heavy-flavor hadrons (HFEs) are also widely
used for measuring heavy quark production in heavy-ion collisions [23–26]. Although they
provide weaker constraints on parent heavy quark kinematics than heavy-flavor hadrons,
the semileptonic decays of heavy-flavor hadrons have larger branching ratios and dedicated
electron triggers can be utilized to sample large luminosities, making them experimentally
more accessible. The HFE sample is usually a mixture of electrons from both charm and
beauty hadron decays, with the latter constituting more than half of the whole sample
above 5 GeV/c in p+p collisions at

√
s = 200 GeV [27, 28]. It is the main channel for

accessing beauty quark production at RHIC. The inclusive HFE production in Au+Au
collisions at

√
sNN = 200 GeV has been studied by the STAR [23] and PHENIX [24, 29]

experiments. However, these results have large uncertainties at high pT, where the beauty
quark contribution is the largest, and the previous STAR measurement only focused on
head-on collisions. This calls for comprehensive measurements of HFE yield modifications
at high pT with improved precision at RHIC, which also provide essential inputs for deriving
the yield suppression of electrons from charm and beauty hadron decays separately [30].

In this article, we report a new differential measurement of the HFE production within
3.5 < pT < 9 GeV/c at mid-rapidity (|y| < 0.7) across different centrality bins (0-10%, 10-
20%, 20-40%, and 40-80%) in Au+Au collisions at

√
sNN = 200 GeV, while the result for the

0-80% centrality bin has been recently reported in [30]. The paper is organized as follows.
In Sec. 2, components of the STAR detector relevant to this analysis are briefly discussed.
Section 3 is dedicated to the details of the data analysis of HFE production. Finally, results
are reported and compared to previously published results and model calculations in Sec. 4.

2 Experiment and datasets

This work uses Au+Au collisions at
√
sNN = 200 GeV recorded by the STAR experiment

in 2014, utilizing the high-energy triggers, i.e. High Tower (HT) triggers, in addition to the
minimum bias trigger condition based on the Vertex Position Detectors (VPDs) [31]. The
minimum bias trigger is defined by requiring coincidence signals between the two VPDs,
with each VPD covering approximately half of the solid angle within the pseudorapidity (η)
range of 4.24 < |η| < 5.1 on each side of the collision region. The HT trigger requires at least
one tower in the Barrel Electromagnetic Calorimeter (BEMC) [32] above a transverse energy
threshold (ET). Events selected by two HT triggers of different thresholds are used: HT1
with ET > 3.5 GeV and HT2 with ET > 4.2 GeV, corresponding to integrated luminosities

1Unless specified otherwise, electrons referred to here include both electrons and positrons and results
are presented as e++e−

2
.
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of 1.0 and 5.2 nb−1, respectively. The location of the collision vertex along the beam
pipe direction can be calculated based on the timing information from the VPDs (V VPD

z )
and reconstructed based on charged particle trajectories in the Time Projection Chamber
(TPC) (V TPC

z ) [33]. To remove pile-up events, the V TPC
z is required to be consistent with

V VPD
z within 3 cm, i.e. |V TPC

z − V VPD
z | < 3 cm. Furthermore, a cut of |V TPC

z | < 30 cm is
applied to ensure uniform TPC acceptance.

Two main subdetectors, the TPC and the BEMC, are used to reconstruct charged tracks
and perform Particle IDentification (PID). The TPC, covering full azimuth within |η| < 1,
provides tracking, momentum determination and PID via measuring ionization energy loss
(dE/dx). The BEMC, covering |η| < 1 and full azimuth, can trigger on, and identify
high-pT electrons. The BEMC is also equipped with a Barrel Shower Maximum Detector
(BSMD) at a depth of 5.6 radiation lengths, which measures the shape and position of
electromagnetic showers in the BEMC to further enhance electron identification capability.
The multiplicity of charged particles in the TPC within |η| < 0.5 is compared with a
Glauber model [34] to determine the collision centrality [14]. Central (peripheral) events
refer to collisions where incoming nuclei overlap with each other the most (least).

3 Analysis details

Experimentally identified electron candidates, called inclusive electron (INE) candidates,
consist primarily of four components:

• Electrons from open heavy-flavor hadron (including non-prompt J/ψ) decays

• Hadron contamination

• Photonic electrons (PHE):

– photon conversion in the detector material: γ → e+e−

– π0 Dalitz decay: π0 → e+e−γ [B.R. = (1.174± 0.035)%]

– η Dalitz decay: η → e+e−γ [B.R. = (0.69± 0.04)%]

• Hadron decayed electrons (HDE):

– Heavy quarkonia contribution (prompt J/ψ and Υ)

– Di-electron decays of light vector mesons (ρ, ω and ϕ)

– Drell-Yan contribution

– Kaon semileptonic decays (Ke3)

The HFE invariant yield can be calculated as:

YHFE = YNPE − YHDE

=
1

Nevt
× 1

2πpTdpTdy
× NINE × Pe −NPHE/ϵPHE

ϵtotal
− YHDE,

(3.1)
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where YNPE is the invariant yield of non-photonic electrons (NPE), YHDE is the invariant
yield of HDE, NINE is the raw yield of INE candidates, Pe is the electron purity in the
INE candidates, NPHE is the raw yield of PHE candidates, ϵPHE is the PHE identification
efficiency, ϵtotal is the overall efficiency for triggering, tracking and particle identification
of electrons, y is the electron rapidity, and Nevt is the total numbers of sampled events.
Here, NPE refers to the inclusive electron sample with hadron contamination and photonic
electrons subtracted.

3.1 Electron identification and purity

A track reconstructed in the TPC is selected only if its Distance of Closest Approach
(DCA) to the collision vertex is less than 1.5 cm, in order to suppress particles produced
at secondary vertices. The number of TPC space points, also called “TPC hits”, used for
track reconstruction should be 20 or more to ensure good track quality, and also be larger
than 52% of the maximum possible number of TPC hits (≤ 45) along the track trajectory
to avoid split tracks. For achieving good dE/dx resolution, the number of TPC hits used
for dE/dx calculation is required to be at least 15. Finally, only tracks within |η| < 0.7

and with at least one hit in the first three TPC padrows are retained in order to minimize
photonic electron background from photon conversions in the beam pipe support structure
and TPC gas, respectively.

Electron candidates are identified using dE/dx measured in the TPC, the ratio of track
momentum measured by the TPC over energy deposition of the most energetic tower in the
matched BEMC cluster (p/E), and the shower shape measured by the BSMD. To eliminate
the momentum dependence of the dE/dx value and its resolution, a normalized quantity,
nσe =

ln(dE/dxmea)−ln(dE/dxth)
σ(ln(dE/dx)) , is used, where dE/dxmea is the measured value, dE/dxth is

the theoretical value for electrons based on the Bichsel formalism [35], and σ(ln(dE/dx)) is
the resolution. Tracks with 0.3 < p/E < 1.5 and −1.5 < nσe < 3.0 are selected. To further
discriminate electrons against hadrons, electron candidates are required to fire at least two
strips in both the ϕ and η planes of the BSMD, and the distances from the projected TPC
track position to the reconstructed BEMC cluster position in the ϕ and η planes to be less
than 0.015 rad and 3 cm, respectively.

TPC tracks that pass all the aforementioned cuts are classified as INE candidates.
Figures 1 (a) and (b) show examples of nσe distributions for 4.5 < pT < 5.0 GeV/c in 0-
10% central and 40-80% peripheral Au+Au collisions, respectively, for tracks satisfying all
selection cuts except the nσe cut. The integrals of nσe distributions within −1.5 < nσe < 3.0

are the raw yields of INE candidates. To estimate the purity of the electron sample (Pe)
in the INE sample, a constrained fit to the nσe distribution with three Gaussian functions
representing π±, K±+p(p̄) and e±, is performed and shown in Figs. 1 (a) and (b). For
π± and K±+p(p̄), initial mean nσe values in the fit function are obtained from the Bichsel
formalism [35], while initial widths are set to be 1. The mean and width of the Gaussian
function for electrons are fixed according to the nσe distribution of a pure electron sample
consisting of photonic electrons (as described in Sec. 3.2) selected with an invariant mass
cut of Me+e− < 0.1 GeV/c2. A good agreement between data and the fit function is seen,
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Figure 1. (a) An example of nσe distribution (black circles) with a three-Gaussian fit (solid red
curve) for 4.5 < pT < 5.0 GeV/c in 0-10% central Au+Au collisions at

√
sNN = 200 GeV. Gaussian

functions (dotted curves in various colors) represent fits for different particle species. The dotted
pink vertical lines indicate the −1.5 < nσe < 3.0 range used for electron selection. The small bump
at 4 < nσe < 10 is from track merging [36]. (b) Same as (a) except that it is for 40-80% centrality.
(c) Electron purity as a function of pT in 0-10% central (yellow circles) and 40-80% peripheral
(green squares) Au+Au collisions. Vertical bars represent statistical uncertainties (smaller than the
marker size) while boxes represent systematic uncertainties (details in Sec. 3.5). Horizontal bars
indicate the bin width.

as evidenced by the χ2/ndf values shown in Figs. 1 (a) and (b). The electron purity is
extracted by taking the ratio of the integral of the electron fit function to that of the overall
fit function in the nσe cut range (−1.5 < nσe < 3.0). The resulting purities as a function
of electron pT in 0-10% central and 40-80% peripheral Au+Au collisions are shown in Fig.
1 (c). The purity decreases with increasing pT because the pion peak gets closer to the
electron peak and the relative yield of pion to electron increases. At pT > 5.5 GeV/c, the
purity seems smaller in 40-80% peripheral collisions than that in 0-10% central collisions,
which is caused by the larger relative pion to electron yield in peripheral collisions.

3.2 Photonic electron subtraction

There are primarily two sources of PHEs: photon conversion and Dalitz decays of π0 and
η mesons. Among the INE candidates, PHEs are found by paring them (tagged electrons)
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Figure 2. (a) An example of invariant mass distributions for tagged electrons of 4.5 < pT <

5.0 GeV/c in 0-10% central Au+Au collisions at
√
sNN = 200 GeV. The blue histogram labeled

“Unlike Sign” shows the e+e− pairs, the red circles labeled “Like Sign” mimic the combinatorial
background, and the difference of the two labeled “Unlike-Like Sign” represents PHEs and is shown
as the yellow histogram. The dotted green vertical line indicates the PHE selection cut. (b) Same
as (a) except it is for 40-80% centrality. (c) Combined PHE identification efficiency (red squares),
together with a fit (black curve) and fit uncertainty (orange band), as a function of pT in 0-10%
central Au+Au collisions. PHE identification efficiencies for individual sources: photon conversion
(yellow up triangles), π0 Dalitz decay (green circles), and η Dalitz decay (blue down triangles)
are also shown. (d) Parametrizations of combined PHE identification efficiencies in 0-10% central
(dotted line) and 40-80% peripheral (long dashed line) Au+Au collisions, with the uncertainties
drawn as bands.

with oppositely-charged tracks (partner electrons) reconstructed in the TPC, denoted as
unlike-sign pairs [37]. Tagged electrons are also paired with tracks of the same charge to
construct like-sign distributions from a sum of e+e+ and e−e− pairs, as estimates of misiden-
tified PHEs arising from combinatorial background. Raw yields of PHEs are extracted by
subtracting the invariant mass spectra of like-sign electron pairs from the unlike-sign ones,
and applying an invariant mass cut of Me+e− < 0.24 GeV/c2, which takes into account the
broadening of the invariant mass distribution with increasing tagged-electron pT. Partner
electrons are required to have |η| < 1, at least 15 TPC hits used for reconstruction, the
ratio of the number of used to the maximum possible number of TPC hits larger than
0.52 and pT > 0.3 GeV/c. These requirements are less strict than those for tagged elec-
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trons in order to enhance the probability of finding PHEs. In addition, a maximum DCA
of 1.0 cm between the two electron tracks is applied to ensure that the partner electron
originates from the same production vertex as the tagged electron. Figures 2 (a) and (b)
show examples of invariant mass distributions for unlike-sign pairs, like-sign pairs, as well
as differences between unlike- and like-sign pairs, for tagged electrons of 4.5 < pT < 5.0

GeV/c in 0-10% central and 40-80% peripheral Au+Au collisions, respectively. The like-
sign distributions are seen to match well unlike-sign distributions at Me+e− > 0.24 GeV/c2,
where combinatorial background dominates.

The PHE identification efficiency, εPHE, which accounts for finding a partner elec-
tron and passing the pair DCA and invariant mass cuts, is evaluated by embedding full
GEANT [38] simulations of γ, π0 and η decays in the STAR detector into real events,
which then go through the same reconstruction and analysis software chain as real data.
The decay processes are simulated with pythia 6.419 [39]. Input π0 pT spectra in different
centrality classes are taken as the average of charged and neutral pion spectra in 200 GeV
Au+Au collisions measured by STAR and PHENIX experiments [40–42], while the input
pT spectra for η are obtained from π0 spectra assuming traverse mass (mT) scaling, i.e.
replacing pT in the π0 spectra by

√
p2T −m2

π +m2
η. The input rapidity distributions of

π0 and η are parametrized with a Gaussian-like function cosh−2
(

3y
4σ(1−y2/(2

√
s/m))

)
, where

σ =
√
ln(

√
s/(2mN)),

√
s is a nucleon-nucleon center of mass energy, m is the particle mass,

y is the particle rapidity, and mN is the nucleon mass [43–45]. On the other hand, input
spectra for photons are a combination of direct photon spectra measured by the STAR
experiment [46] and decayed photon spectra from π0 → γγ/e+e−γ and η → γγ/e+e−γ pro-
cesses obtained using the aforementioned π0 and η spectra for the Dalitz decay as inputs
to pythia. Figure 2 (c) shows the combined PHE identification efficiency from photon
conversion and Dalitz decays as a function of pT in 0-10% central Au+Au collisions, along
with a fit using the functional form A/(e−(pT−p0)/p1 + 1) + C, where A, p0, p1, and C are
free parameters. The individual εPHE distributions for γ conversion and two types of Dalitz
decays are also shown in Fig. 2 (c). Figure 2 (d) shows fits to combined εPHE as a function
of pT in 0-10% central and 40-80% peripheral Au+Au collisions. As expected, εPHE is lower
in central collisions than in peripheral collisions due to the decreasing tracking efficiency
for partner electrons with increasing TPC occupancy in central collisions.

The raw NPE yields can be obtained by statistically subtracting hadron contamination
and efficiency-corrected PHE yields from INE candidates. Figure 3 (a) shows the yield
ratios of NPE [NINE × Pe −NPHE/εPHE in Eq. (3.1)] to PHE background [NPHE/εPHE in
Eq. (3.1)] as a function of pT in 0-10% central and 40-80% peripheral Au+Au collisions,
which are seen to be similar. These ratios are smaller than those in the previous STAR
analysis based on 200 GeV p+p collisions recorded in 2012 [37], due to the added material
of the heavy flavor tracker [47] and its support structure installed in 2014.
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Figure 3. (a) Ratios of NPE to PHE as a function of pT in 0-10% central (yellow circles) and 40-80%
peripheral (green squares) Au+Au collisions at

√
sNN = 200 GeV. Vertical bars represent statistical

uncertainties while boxes represent systematic uncertainties (details in Sec. 3.5). Horizontal bars
indicate the bin width. (b) Overall electron detection efficiency [ϵtotal in Eq. (3.1)] as a function of
pT in 0-10% central (yellow circles) and 40-80% peripheral (green squares) Au+Au collisions. Open
and solid points are the efficiencies for HT1- and HT2-triggered electrons, respectively. Vertical
bars represent uncertainties, which are smaller than the marker size in many cases. Horizontal bars
indicate the bin width.

3.3 Efficiency correction

The NPE yields are obtained by correcting raw NPE yields for the overall efficiency [ϵtotal
in Eq. (3.1)]. The ϵtotal is evaluated using the same approach as in Ref. [37], which is
briefly summarized here. The detector acceptance and efficiencies of TPC tracking, BEMC
electron identification, and HT triggering are estimated by embedding single electrons into
real data. The electron identification efficiencies of the TPC nσe and BSMD requirements
are evaluated using a data-driven method, i.e., taking the ratio of electrons with and without
the nσe or BSMD selection in the pure electron sample. Figure 3 (b) shows the overall
efficiencies as a function of pT for HT1- and HT2-triggered electrons in 0-10% central and
40-80% peripheral Au+Au collisions. The higher efficiency in peripheral collisions than
central collisions is again due to the reduced TPC occupancy. The increasing efficiency
with pT for HT1 and HT2 trigger, and the efficiency dropping from HT1 to HT2 trigger
are mainly driven by the HT trigger threshold.

3.4 Hadron decayed electron background

There are four sources for HDEs, including quarkonia, light vector mesons, Drell-Yan and
Kaon semileptonic decays, as mentioned at the beginning of this section.

The EvtGen event generator [48] is used to decay prompt J/ψ to electrons. The input
pT spectra for prompt J/ψ production are obtained from the published inclusive J/ψ mea-
surements [49] parametrized with the Tsallis statistics [50–52] and with the non-prompt J/ψ
contribution subtracted based on Fixed Order plus Next-to-Leading Logarithms (FONLL)
calculation [53] plus Color Evaporation Model (CEM) [54, 55]. The rapidity distribution
of prompt J/ψ is taken from pythia. The resulting invariant yields of decayed electrons
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in 0-10% central and 40-80% peripheral Au+Au collisions are represented by dot-dashed
lines in Fig. 4. For the Υ contribution, a model calculation [56] indicates no significant pT
dependence of Υ suppression in Au+Au collisions at

√
sNN = 200 GeV, which is consistent

with STAR measurements within uncertainties [57]. Therefore, the Υ decayed electrons in
Au+Au collisions are estimated by scaling up their yield in 200 GeV p+p collisions [37]
by the average number of binary collisions (Ncoll) [14], incorporating model predictions of
Υ suppression in the QGP [56]. Invariant yields of electrons from Υ decays are shown as
dotted lines in Fig. 4.

The pT spectra of light vector mesons, ρ, ω, and ϕ, in different centrality classes
of Au+Au collisions are obtained by assuming mT scaling based on the π0 spectra in
corresponding centrality classes, which are further scaled by the integrated yield ratio of
light vector mesons over π0 in 0-80% centrality class [36]. Their rapidity distributions are
obtained following the Gaussian-like function introduced in Sec. 3.2. pythia is used to
model the di-electron decay of the ρ meson, while EvtGen is used for ω and ϕ. Invariant
yields of resulting decayed electrons are illustrated as long dashed lines in Fig. 4 for 0-10%
central and 40-80% peripheral Au+Au collisions.

For the Drell-Yan contribution, it is estimated as the Drell-Yan → e yield from pythia
simulation of 200 GeV p+p collisions [37] scaled by Ncoll assuming no cold or hot nuclear
matter effects, and shown as long dash-dotted lines in Fig. 4. Furthermore, simulation
studies based on STAR acceptance have shown that the Ke3 contribute less than 2% to
HDE for pT > 3 GeV/c in Au+Au collisions at

√
sNN = 200 GeV [58], and are thus

neglected.
The overall HDE contributions in 0-10% central and 40-80% peripheral collisions, rep-

resented by solid lines in Fig. 4, are subtracted from the NPE sample, and the remaining
HFE yields are reported in Sec. 4. These contributions amount to a ∼15%, ∼16%, ∼18%
and ∼19% reduction to the NPE yield in the measured pT region for 0-10%, 10-20%, 20-40%
and 40-80% collisions, respectively.

3.5 Systematic uncertainties

For the NPE reconstruction efficiency, the uncertainties are estimated partially by changing
the track quality and PID cuts in data and simulation simultaneously and checking varia-
tions in the corrected NPE yield. These include: (i) the number of TPC hits used for track
reconstruction (dE/dx calculation) from 20 (15) to 25 (18), and the larger variation of the
two is taken; (ii) DCA from 1.5 cm to 1.0 cm; and (iii) 0.3 < p/E < 1.5 to 0.6 < p/E <

1.5 and 0.3 < p/E < 1.8. Uncertainty in the HT trigger efficiency is evaluated by adjust-
ing the trigger threshold in simulation by ± 5%, originating from the uncertainties of the
BEMC energy scale calibration. For the PID efficiency arising from BSMD requirements,
its uncertainties are taken as the statistical errors of the pure electron sample in data used
for estimating such an efficiency. The uncertainty of the nσe cut efficiency is estimated
from the parameter errors in fitting the nσe distribution of the pure electron sample with
a Gaussian function, taking into account the correlation between the mean and width pa-
rameters, and from varying the selection cut from −1.5 < nσe < 3.0 to −1.0 < nσe < 3.0.
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Figure 4. Invariant yields of electrons from decays of prompt J/ψ (dot-dashed line), Υ (dotted
line), Drell-Yan (long dash-dotted line), light vector mesons (long dashed line) and the combined
HDE contribution (solid line), estimated utilizing experimental measurements, theoretical calcula-
tions, and pythia and EvtGen event generators, in 0-10% central (a) and 40-80% peripheral (b)
Au+Au collisions at

√
sNN = 200 GeV. Color bands represent systematic uncertainties. See text

for details.

The uncertainties in electron purity are similarly estimated based on the uncertainties in
the mean and width of Gaussian fits to the pure electron nσe distributions.

The PHE identification efficiency uncertainty stems from the uncertainties in simulation
statistics, parametrizations of π0 and η spectra, branching ratios of electrons from π0 and η
decays, tracking efficiency of partner electrons and variations in the PHE selection criteria,
i.e., changing maximum Me+e− from 0.24 GeV/c2 to 0.15 GeV/c2 and minimum partner
electron pT from 0.3 GeV/c to 0.2 GeV/c. The parametrization uncertainty is taken as the
68% confidence interval of the fit function. Such an approach is also used in estimating the
uncertainties in spectrum parametrization as described in the following.

The uncertainty in estimating the HDE contribution includes those from J/ψ, Υ, light
vector meson, and Drell-Yan contributions. Uncertainties from parametrizating the inclu-
sive J/ψ spectrum and from FONLL+CEM calculations of the non-prompt J/ψ contribu-
tion are taken into account. For the Υ contribution, uncertainties arise from measurements
of Υ yields in p+p collisions [37] and model calculations [56]. Parametrization uncertainties
of the π0 spectra [40–42] as well as uncertainties in the measured yield ratios of light vector
mesons to π0 [36] are also propagated to the decayed electron invariant yields. Finally, the
uncertainty in the Drell-Yan contribution is from that of the results in p+p collisions [37].

The total systematic uncertainty is obtained as the square root of the quadratic sum of
individual sources. Table 1 summarizes the uncertainties from different sources and total
uncertainties for HFE invariant yield measurements in different centrality intervals (0-10%,
10-20%, 20-40%, 40-80%). Global uncertainties, referred to in the following section, include
those from the non-single diffractive cross section of p+p collisions [59] and Ncoll [14].
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Table 1. Summary of individual and total systematic uncertainties, in percentage, for the HFE

invariant yields in different centrality intervals (0-10%, 10-20%, 20-40%, 40-80%). The uncertainty
ranges indicate variations with HFE pT. In general, the uncertainty increases from low to high pT.

Source Systematic Uncertainty

0–10% 10–20% 20–40% 40–80%

NPE reconstruction efficiency 9-27% 7-26% 5-23% 9-29%

nσe cut efficiency 1-23% 1-6% 1-8% 1-7%

Electron purity extraction 4-23% 4-28% 3-79% 4-76%

PHE identification efficiency 13-24% 13-29% 16-38% 15-70%

HDE contribution 1-2% 1-2% 1-3% 2-7%

Total 18-36% 17-37% 19-87% 19-107%
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Figure 5. HFE invariant yields in different centrality intervals of Au+Au collisions at
√
sNN = 200

GeV. The vertical bars and the boxes represent statistical and systematic uncertainties, respectively.
The horizontal bars indicate the bin width.

4 Results

Following Eq. 3.1, the obtained invariant yields of HFEs within |y| < 0.7 are shown in Fig. 5
as a function of pT for different centrality intervals (0-10%, 10-20%, 20-40%, 40-80%) in
Au+Au collisions at

√
sNN = 200 GeV.

The nuclear modification factor (RAA) for HFEs is defined as:

RAA =
1

Ncoll
×

dN2
AA/(dpTdy)

dN2
pp/(dpTdy)

, (4.1)

where dN2
AA/(dpTdy) and dN2

pp/(dpTdy) are HFE yields in Au+Au and p+p collisions [37],
respectively. Figure 6 shows HFE RAA as a function of pT in different centrality intervals
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Figure 6. HFE RAA (red circles) as a function of pT in different centrality intervals of Au+Au
collisions at

√
sNN = 200 GeV, compared with STAR (yellow stars) [23] and PHENIX (green

squares) [24] published results, and Duke (blue line) [60] and PHSD (orange line) [61, 62] model
calculations. Vertical bars and boxes around data points represent combined statistical and sys-
tematic uncertainties from both Au+Au and p+p measurements, respectively. Boxes at unity show
the global uncertainties, which for this analysis include the 8% global uncertainty on p+p reference
[59] and the Ncoll uncertainties. The left box is for PHENIX and the right one for STAR.

of Au+Au collisions at
√
sNN = 200 GeV. A suppression by about a factor of 2 is observed

within 3.5 < pT < 8.0 GeV/c in central and semi-central collisions, indicative of substantial
energy loss of heavy quarks in the QGP. Within uncertainties, no significant pT depen-
dence is observed in the measured pT range. Previous measurements by STAR [23] and
PHENIX [24], in which the STAR results include HDE contribution while the PHENIX
results exclude both HDE and electrons from non-prompt J/ψ decays, are also shown in
Fig. 6. Compared to the PHENIX results [24], precision of the new results is significantly
improved for pT > 6 GeV/c, while compared to previous STAR results [23], the new results
have greatly reduced uncertainties across the entire pT range and extend the measurements
beyond central collisions. The new results are consistent with previous measurements within
statistical and systematic uncertainties.

These results are also compared to Duke (modified Langevin transport model) [60]
and PHSD (parton-hadron-string dynamics model) [61, 62] model calculations shown in
Fig. 6. In the Duke model, heavy quarks lose energy due to quasielastic scatterings and
medium-induced gluon radiation implemented using the modified Langevin equation in the
medium, whose evolution is modeled according to a (2+1)-dimensional viscous hydrody-
namics. Their hadronization consists of a coalescence process dominating at low pT and a
fragmentation process becoming important at high pT. The produced heavy-flavor hadrons
are input into hadron cascade ultrarelativistic quantum molecular dynamics model [63] to
simulate hadronic interactions. In the PHSD model, heavy quarks lose energy through
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Figure 7. HFE RAA (red circles) as a function of Npart in Au+Au collisions at
√
sNN = 200

GeV, compared with PHENIX measurements (green squares) [24], and Duke (blue line) and PHSD
(orange line) model calculations. Vertical bars and boxes around data points represent statistical
and systematic uncertainties from Au+Au measurements, respectively. The gray band represents
the Ncoll uncertainties. The boxes at unity show the global uncertainties including the total uncer-
tainties of the p+p reference.

elastic scattering with massive off-shell partons whose masses and widths are given by the
dynamical quasiparticle model matched to the lattice QCD equation of state. Both coales-
cence and fragmentation processes take place during heavy quark hadronization, and the
produced heavy-flavor hadrons undergo hadronic interactions described using effective field
theory and taking into account resonant interactions. Both the Duke and the PHSD model
calculations agree with data within uncertainties.

The dependence of the HFE RAA on collision centrality, denoted as the number of
participating nucleons (Npart) [14], for pT > 5 GeV/c in Au+Au collisions at

√
sNN = 200

GeV is shown in Fig. 7, along with PHENIX measurement for pT > 4 GeV/c [24], and Duke
and PHSD mode calculations. There is a hint of HFE RAA decreasing from peripheral to
central collisions, which is in line with the expectation of stronger QGP effects in central
collisions. The new results are consistent with PHENIX results within uncertainties. Both
Duke and PHSD model calculations can qualitatively describe data, even though the PHSD
model seems to be systematically below the central values of data.

5 Summary

Measurements of HFE invariant yields and nuclear modification factors RAA as a function of
pT at mid-rapidity (|y| < 0.7) for 3.5 < pT < 9 GeV/c in Au+Au collisions at

√
sNN = 200

GeV are reported. Compared to previous measurements at RHIC, the new results improve
measurements of HFE suppression in the QGP with better precision above 6 GeV/c, and
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extend previous STAR measurements beyond central collisions. Approximately a factor of
2 suppression is observed in central and mid-central collisions above 3.5 GeV/c, suggesting
significant energy loss of heavy quarks in the hot, dense medium. Both the Duke and PHSD
model calculations can qualitatively describe data within uncertainties. These results will
provide an improved reference for RAA measurements of charm- and bottom-hadron decayed
electrons in heavy-ion collisions.
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