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Abstract

This bachelor thesis developed a pipeline for automatic processing of scanned hospital let-
ters: HospLetExtractor. Hospital letters can contain valuable information about potential
adverse drug reactions and useful case information relevant to pharmacovigilance. To make
this data accessible, this thesis presents a pipeline consisting of image pre-processing, opti-
cal character recognition and post-processing. Pre-processing deskews the images, removes
lines and rectangles, reduces noise and applies super-resolution. For the post-processing a
spell checking system was set up including a newly built word frequency dictionary for ger-
manmedical terms based on a created corpus of germanmedical texts. Furthermore, classical
and deep learning models for the classification of hospital letters were compared, in which
the transformer-based models performed best. In order to train and test the models, a new
gold standard was created. By making these medical documents accessible for automatic
analysis, hopefully a contribution can be made to expand the scope of pharmacovigilance.
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1 Introduction

1.1 Motivation

This thesis was conducted in cooperation with the Paul-Ehrlich-Institut (PEI). The PEI is a
German federal regulatory authority reporting to the Federal Ministry of Health. It is re-
sponsible for marketing authorization, batch release and continuous assessment of benefit
and harm (pharmacovigilance) of biomedicines and vaccines in Germany¹. The PEI receives
reports of suspected adverse drug reactions according to legal requirements from marketing
authorization holders and physicians, e.g. the Medicinal Products Act². Consumers are also
encouraged to report suspected adverse reactions to the PEI. In particularly relevant cases,
the PEI also receives hospital or doctor letters. The manual processing of such reports is very
time-consuming. However, they often contain valuable information about adverse drug reac-
tions and case information. To automate the processing of such reports would significantly
save time and could expand the scope of pharmacovigilance. However, this poses several
challenges. Most reports are only available as scanned documents and cannot be processed
immediately. In addition, they are not available collectively, so they must first be classified.
Since very sensitive health data is involved, external software can’t be used if it processes or
stores the data outside of PEI to ensure full data protection. Another difficulty is that many
models and datasets are only available in English. And if they are available in German, they
are often not freely accessible due to the sensitive nature of health data. This limits the use
of such systems and makes it necessary to implement the models independently.

1.2 Contributions

The thesis presented here contributes to the utilization of scanned hospital letters through a
pipeline consisting of pre-processing, optical character recognition (OCR), post-processing
and classification: HospLetExtractor (Hospital Letter Extractor). It comprises the following
components:

1. A gold standard for training and testing the OCR process (including pre- and post-
processing) as well as classification models.

2. An image pre-processing pipeline.

3. Post-processing via spell checking including a newly built word frequency dictionary
for German medical terms based on a created corpus of German medical texts.

¹https://www.pei.de/SharedDocs/Downloads/EN/institute/paul-ehrlich-institut-profile-en.pdf?__
blob=publicationFile&v=5, accessed Mar. 20, 2023

²https://www.gesetze-im-internet.de/englisch_amg/, accessed Mar. 20, 2023
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4. A comparison of classical and deep learning models for the classification of hospital
letters.

These models are not only applicable to PEI data. They could also support the work of hos-
pitals or other organizations on their way to digitizing their work processes.

1.3 Outline

The thesis starts by explaining the theoretical background of the important building blocks of
this work. For this purpose, first some general remarks on optical character recognition are
made, and then image pre-processing steps to improve the OCR result are discussed. Since
these results are still error-prone, text post-processing steps are then introduced. In the
following part on document classification, classification models are first distinguished, and
then different types of text representations are presented. In the second chapter, an overview
of related work is given, which also deals with the use of hospital reports or related document
types. For this purpose, scientific works from the field of English NLP as well as German
NLP are presented and related to this thesis. The fourth chapter presents the gold standard
created in this context, which serves not only as a basis for optimizing and testing OCR and
related components (pre- and post-processing), but also for the classification models. The
procedure for the creation of the dataset is explained, as well as the relevant language-related
peculiarities of the medical text. The following chapter describes the implementation of the
pipeline. This includes image pre-processing, OCR application, and text post-processing. To
improve the post-processing step, a medical corpus and a corresponding word frequency
dictionary are presented. The last part of the pipeline deals with document classification. In
the sixth chapter, the individual pipeline components are evaluated and an error analysis is
performed. An outlook on possible extensions of the work presented here is given in the
next chapter, followed by a summary and a final assessment of the results in the last chapter.
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2 Theoretical Background

This chapter lays out the theoretical foundation of this thesis. For this purpose, optical
character recognition is discussed first, followed by image pre-processing and text post-
processing, and finally document classification.

2.1 Optical Character Recognition

Optical character recognition (OCR) is the process of converting handwritten and printed
text intomachine-readable text (Chaudhuri et al. 2016). This allows scanned or photographed
documents to be made available for further text processing steps. OCR consists of several
stages (N. Islam, Z. Islam, and Noor 2016). The first is character segmentation, where the
characters are isolated from each other so that they can be processed by the recognition sys-
tem. This can be done for example with projection profiles or component analysis. The next
step is to extract features from the separated characters. Point distributions, series expan-
sions, transformations, and structural analysis are used to determine essential properties of
the characters (Chaudhuri et al. 2016). In the last step, character classification, the extracted
features are assigned to classes for each character. There are several techniques: template
matching, statistical techniques, structural techniques and artificial neural networks. Often
these approaches are combined (Chaudhuri et al. 2016).

2.2 Image Pre-processing

The OCR result is only as good as the actual image material. Therefore, the first step, image
acquisition, where paper documents are digitized and converted into an image file is already
decisive. The quality of the scan or photo is critical to the subsequent OCR result. Low
image resolution, the angle of capture or scanning, existing noise, shadows and curvature
can all make it difficult for the OCR engine to recognize letters. If the original image quality
is insufficient, image pre-processing steps are required to achieve a reasonable OCR result.

For many of the further processing steps, it is a prerequisite that the image is grayscale,
so this is the first transformation.

Sometimes the images are slightly tilted to the left or right, which makes it difficult for the
OCR engine to detect the letters correctly. These rotated images can be straightened using
deskewing techniques (Chaudhuri et al. 2016).

Some images have a low resolution and therefore have to be rescaled. When the image
is enlarged, the additional pixels must be interpolated. Since classical methods do not take
the context of the pixels into account, the images are often blurred (Lat and Jawahar 2018).
To avoid this, deep learning models such as Convolutional Neural Networks (CNNs) are also
used in this area. For example Fast Super-Resolution Convolutional Neural Network (FS-
RCNN) (Dong, Loy, and Tang 2016) or Efficient Sub-pixel Convolutional Neural Network
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(ESPCN) (Shi et al. 2016), which extends the CNN approach with an efficient sub-pixel con-
volutional layer.

Methods such as erosion, dilation, median filtering, Gaussian blur, or Gaussian pyramid
based on histogram analysis can be applied to filter noise from images (Badoiu, Ciobanu, and
Craitoiu 2016).

Another technique often used for this purpose is binarization. In binarization, the image
is converted into black and white pixels based on a threshold. One of the most commonly
used methods is the Otsu binarization. It is automatically calculates a global threshold from
a histogram and applies it to the whole image (Sezgin and Sankur 2004). The problem with
such global thresholds is that parts of images with different lighting conditions are often
blacked out. There are specialized binarization techniques for text documents such as Niblack
thresholding (Niblack 1986) and Sauvola thresholding (Sauvola and Pietikäinen 2000), which
are so called adaptive thresholds. They do not assume a global threshold, but determine
a local threshold based on the pixel environment. As mentioned above, it can be applied
to reduce noise and correct for different lighting conditions, but it also carries the risk of
affecting topological features of letters (Chaudhuri et al. 2016).

2.3 Text Post-processing

BecauseOCR results often still contain errors, despite the image processing, text post-processing
is necessary. This is an important step because subsequent tasks suffer from error-prone OCR
results, as Nguyen et al. (2021) and van Strien. et al. (2020) have shown.

The task of post-processing can be stated as follows: For a given document d consisting
of a sequence of tokens d = t1t2...tn, we get through processing the document with OCR a
result of d′ = t′1t

′
2...t

′
m, where it’s not necessarily true that n = m because of omissions and

segmentation errors. If t′1 ̸= t1 then t′1 is an error. The task is to compare every token of the
OCR output with the original document, detect errors and correct them, so d = d′ (Nguyen
et al. 2021).

The following types of errors can be observed: segmentation errors (e.g. ’Palpi tationen’
instead of ’Palpitationen’), misrecognized characters (e.g. ’Kermspintomografie’ instead of
’Kernspintomografie’), punctuation errors, omissions (complete words are missing), order
errors (lines and thus words are swapped), artifacts (additional characters) (modified list from
Kumar 2016).

The errors can be further distinguished into two categories: non-word errors and real-
word errors. For non-word errors it is the case, that t′1 /∈ D, where D is a given dictionary
of words, whereas in the case of real-word errors, t′1 ∈ D (Nguyen et al. 2021).

There exist a variety of techniques for post-processing. This is only a brief, not neces-
sarily complete, overview. Besides the manual approach (correction by humans), they can
be broadly divided into two branches (Nguyen et al. 2021): (1) isolated-word approaches and
(2) context-dependent approaches. For the isolated-word approach the first option is to com-
bine the results of different OCR engines to take advantage of the fact that these models make
different mistakes. Additionally a voting system has to be implemented to find the best re-
sult. For example, Long Short-Term Memory (LSTM) and Conditional Random Fields (CRF)
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can be used. Secondly, one could use lexical approaches, which are based on a dictionary or
word frequency list. Typically the Damerau-Levenshtein edit distance is used to measure the
distance between potentially erroneous words and dictionary entries in order to provide an
appropriate correction. The Damerau-Levenshtein finds the minimum number of operations
to transform a given string into a target string, where the operations are insertions, deletions,
substitutions, transpositions of single characters (Boytsov 2011). The underlying dictionar-
ies play a crucial role, since they decide which words can be corrected and how many false
corrections will occur. Smith (2011) not only shows how insufficient dictionaries can lead to
a deterioration of the result, but also questions the assumption that the probability of word
occurrence is related to the correctness of a word. Nevertheless, the authors consider this
to be a good approximation. In contrast to the isolated-word approaches context-dependent
approaches can detect and correct the real-word errors mentioned above. An example of
this branch are sequence-to-sequence models, which formulate the task of post-processing
as one of machine translation and use for example text-to-text transformers (Nguyen et al.
2021).

2.4 Document Classification

The task of text classification is to assign a given document to a predefined category. For
each di in a set of documentsD = {d1, d2, ..., dn}, where n is the total number of documents
and i ∈ {1, ..., n}, a class cj in C = {c1, c2, ..., cm} is assigned, where j ∈ {1, ...,m}.

In the here relevant case of binary classification m = 2, thus the document can belong to
one of two classes.

2.4.1 Classification

This is only a small selection of possible models that can be used for classification. They
include classifiers that are relevant to this thesis.

2.4.1.1 Naive Bayes

Naive Bayes is based on Bayes’ theorem , which states the conditional probability ofX given
Y as follows (Anandarajan, Hill, and Nolan 2019):

P (X|Y ) =
P (Y |X)P (X)

P (Y )
(2.1)

The underlying assumption is, that given a class the different features are independent of
each other. This contributes to simplification, but does not take into account that features
can be interrelated.

The class C that most likely corresponds to a document D is then computed by:

Ĉ = argmaxP (D|C)P (C) (2.2)
It is the product of the conditional probability of a document given a class and the proba-

bility of that class.
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2.4.1.2 k-Nearest Neighbors

k-Nearest Neighbors (kNN) is a method to compute the neighborhood relations of data based
on a similarity metric. K is to be defined beforehand in order to then determine the k nearest
neighbors. In the case of document classification for each document its similarity to all
other documents is computed, which results in a neighborhood of this document. Similarity
measures can be for example the Euclidean distance, the Manhattan distance, the Hamming
distance or the Minkowski distance. The most probable class can then be determined by
weighted or majority voting between the adjacent document classes (Guo et al. 2006).

2.4.1.3 Decision Trees and Random Forests

Decision trees split the classes through a descending structure of rules. Each node repre-
sents a test criterion by which the data to be classified is further partitioned. (Mitchell 1997)
The aim is to achieve a higher purity, i.e. a homogeneity of the split data. Various methods
for splitting exist that specify when a new node is introduced, each with a different defini-
tion of purity. Some important approaches are mentioned here. The Gini index ”measures
the divergence between probability distributions”, ”entropy measures the homogeneity” and
”Chi-Square Test measures the likelihood of a split” (Anandarajan, Hill, and Nolan 2019 p.
142).

The concept of Random Forests is an extension of the decision tree method. A set of
decision trees is built and then the documents are classified by voting or averaging on this
collection.

2.4.1.4 Deep Neural Networks

In this approach a neural network is used for classification. It consists of three layers: an
input layer, a hidden layer and an output layer. The input layer holds the text features which
will be described in the next section. It is connected to the first hidden layer. The hidden
layers consist of nodes whose activation depends on a previously defined activation function
(e.g. sigmoid, ReLU). They are connected via weights that determine their relevance to the
network and are optimized during training. All following hidden layers are connected to
the previous and subsequent layers. The last hidden layer is then connected to the output
layer, which in classification is often a softmax function that gives the probability value for
the different classes. Figure 2.1 shows the different layers and how they are connected. The
model is trained with a back-propagation algorithm (Kowsari et al. 2019).
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Figure 2.1: Fully connected deep neural network; taken from Kowsari et al. 2019, p 35

In practice, often only a linear layer is used, i.e. a neural network consisting of only one
hidden layer.

2.4.2 Text Representations

The above mentioned classifiers need a text representation as an input. The following is a
brief overview of different approaches to text representation that are relevant to this work
or serve to better understand the methods used here.

2.4.2.1 Bag-of-words and Term Frequency-Inverse Document Frequency

Bag-of-words is a simple approach to transform a text into a vector representation. Its vec-
tors have the length of the number of words based on the underlying vocabulary. The vector
counts with each entry the frequency for every word. This type of encoding has the short-
comings that it does not take into account any relationship between the words in terms of
their meaning and it produces very large vectors as the vocabulary size grows (Kowsari et al.
2019).

Term frequency-inverse document frequency (tfidf) is another way, which builds on the
concept of bag-of-words, to obtain a representation of word and text by assessing the im-
portance of specific words in a text. It is the product of the term frequency and the inverse
document frequency:

tfidfi,j = tfi,j · idfi (2.3)
where i is a term, j the document, tfi,j the frequency of i for j. The inverse document

frequency is calculated by: idfi = log( n
1+dfi

) + 1, where n equal the total number of docu-
ments in the corpus and dfi the document frequency of i, counting the number of documents
in which i occurs. In this way, words that occur frequently in most of the texts are ranked
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lower, since they do not contribute to the separation of the texts. On the other hand, words
that appear in only a few documents are rated higher. (Anandarajan, Hill, and Nolan 2019)

2.4.2.2 Word2vec

To overcome the shortcomings of simple word representations such as bag-of-words, neural
network based approaches have been developed.

One prominent approach that uses a neural network architecture, is presented here: word2vec
(Mikolov et al. 2013).

Thismethod consists of twomodels. With the firstmodel, continuous bag-of-words (CBOW),
a neural network with one hidden layer is trained to predict a word based on the context.
With the second model, continuous skip-gram, it learns the reverse, to predict the context
based on a word.

The model trained in this way, learns a vector space in which the vectors of words with a
similar meaning are close together.

2.4.2.3 Contextualized Word Representations

This method was originally developed by Melamud, Goldberger, and Dagan (2016) as con-
text2vec. It uses the architecture of bidirectional long short-term memory (biLSTM). The
word vectors are obtained by a forward and backward language model (Kowsari et al. 2019).
This results in a left-to-right and right-to-left context word embedding, which is then com-
bined with a multilayer perceptron (Melamud, Goldberger, and Dagan 2016). This idea has
been extended by ELMo (Embeddings from Language Models) (Peters et al. 2018) with deep
contextualized word representations that integrate not only syntax and semantics but also
model polysemy. It also uses the bidirectional language models mentioned above and then
maximizes the log likelihood of both directions.

2.4.2.4 Transformer-based Models

Transformer models have been triumphant in many fields in recent years, including natural
language processing. One very successful architecture in the field of NLP is BERT, which
stands for Bidirectional Encoder Representations from Transformer (Devlin et al. 2019). It
can be used to learn word representations. The architecture of the model consists of a bidi-
rectional Transformer encoder with multiple layers, which is build on the attention and self-
attention mechanisms introduced by Vaswani et al. (2017). The attention mechanism allows
the model to learn the relevance of each data point depending on its relevance to the task.
This can be used to determine which words in a sentence are more important than others.

The model weights are trained using two different methods. The first is called masked
language model, where some tokens of a text sequence are randomly masked and have to
be predicted by the model. In the second task, next sentence prediction, the model has to to
predict the next sentence based on the previous one. The pre-training is done on very large
text corpora (about 3.3 billion words) (Devlin et al. 2019).

Another key advantage of the Transformer is that its computations can be highly paral-
lelized due to a reduction of sequential computations (Vaswani et al. 2017). Computational
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dependencies are the bottleneck of traditional Recurrent Neural Networks (RNNs). This is
what makes it possible to process such enormous amounts of training data.

The BERT representation can be fine-tuned for specialized tasks. The pre-trained parame-
ters are used as a starting point and the weights of the top layers are retrained with additional
data.
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3 Related Work

This chapter gives a brief overview of existing work that presents methods for utilizing
(scanned) medical documents.

In the field of English medical NLP, numerous approaches exist to make medical texts
usable, mostly Electronic Health Records (EHRs). Exemplary, some particularly relevant
ones are mentioned here.

The paper ”Deep learning-based NLP data pipeline for EHR-scanned document informa-
tion extraction” (Hsu et al. 2022) attempts to solve a similar problem to the one presented in
this thesis, but for English medical reports. It is aimed at a more specific application, since
it involves the classification of scanned reports in electronic health records with respect to a
particular sleep disorder. Prior to classification, the documents are pre-processed and then
OCRed into machine-processable text. In addition, classical machine learning models are
evaluated and compared with deep learning models for classification. This thesis extends
the pre-processing step with deskewing, noise reduction, super-resolution, includes a post-
processing step with spell correction and trains models for German hospital letters.

Goodrum, Roberts, and Bernstam (2020) also utilize scanned documents from EHRs. For
this purpose, models are developed to classify the documents (radiology reports, clinical cor-
respondence, etc.). To prepare the documents for the classification models tesseract is used
for OCRwith a previous pre-processing that includes erosion and contrast enhancement. For
post-processing a spell checker (SymSpell) based on an English word frequency dictionary
is used. This thesis also evaluates this method for post-processing and builds its own word
frequency dictionary for medical German language. In addition, simpler approaches such as
Bag of Words combined with Naive Bayes, Logistic Regression and Random Forests are com-
pared with deep learning models. The results show that a specialized BERT variant called
ClinicalBERT performs best. However, this model is only available for the English language,
so in this thesis different BERT variants are fine-tuned on German hospital letters.

In the area of German medical NLP, there are also several papers that try to utilize medi-
cal text data. Some particularly relevant ones will be mentioned here as well. Many of them
already assume machine-processable text and do not deal with OCR, such as the paper ”Crit-
ical assessment of transformer-based AI models for German clinical notes” (Lentzen et al.
2022). They built a new annotated dataset of clinical notes (not openly accessible) and used
existing medical text corpora (BRONCO150 (Kittner et al. 2021), CLEF eHealth 2019 Task 1
(Kelly et al. 2019), GGPONC (Borchert et al. 2020), and JSynCC (Lohr, Buechel, and Hahn
2018)), only one of which is openly available (CLEF eHealth dataset). Due to the inacces-
sibility of the datasets, a gold standard is created in this thesis. In addition, they trained
and fine-tuned several transformer-based models for document classification and named en-
tity recognition. They conclude that even general-purpose language models perform well on
clinical NLP tasks. Nevertheless, the fine-tuning of models can improve the results. Whereas
model training from scratch has proven to be insufficient.

10



In contrast König et al. (2019) apply a rule- and knowledge-based approach with a medical
ontology with the goal of detecting specific drug-disease interactions in discharge letters.
They partially leverage scanned hospital letters, but proprietary software is used for OCR
without any mentioned pre-processing. In contrast, in this thesis a publicly available OCR
system tesseract is used.

The paper ”A Medical Information Extraction Workbench to Process German Clinical
Text” (Roller et al. 2022) presents a new German medical corpus based on documents from
a nephrology division (not open). It includes annotated clinical notes and discharge letters
for NER and Relation Extraction. They compare different models for these tasks, extended
with POS tagging and concept detection. Character based embeddings (like Flair) showed
good results for clinical text. The authors assumes that the reason for this is the specialized
language of clinical reports, which is characterized by many words of Greek and Latin origin.
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4 Gold Standard for OCR and Classification

This chapter presents the gold standard for OCR and the pre- and post-processing component
as well as classification and explains how it was created.

The starting point in terms of data was a collection of different types of documents, which
in the case of hospital letters consist mainly of scanned letters. In addition to these letters,
the relevant document types include non hospital letters, such as autopsy reports, laboratory
reports, reporting forms (shown in figure 4.2)³, letter and e-mail extracts. It was only possible
to draw in part on documents that had already been classified. These included reporting
forms and e-mail extracts, all other document types were not available in classified form,
especially the hospital letters. Corrected OCR-processed data was not available for any of
the documents. Thus, the first step was to establish a gold standard for the classification of
hospital reports and their OCR processing.

4.1 Data Collection

Primitive classifiers were trained to reduce the time required for manual classification. First
a rule-based classifier based on text length and keywords (based on a manual review of the
documents) and additionally a Naive Bayes model with term frequency-inverse document
frequency (tf-idf) as the text representation were trained. In the absence of training data,
a dataset presented in the context of the ”2018 n2c2 shared task on adverse drug events
and medication extraction in electronic health records” (Joulin et al. 2017) was used. The
dataset contains 505 English discharge summaries from the MIMIC-III (Medical Information
Mart for Intensive Care-III) clinical care database⁴. Discharge summaries, as clinical reports
of hospital stays and therapies, are textually similar to German hospital reports. The sum-
maries were translated using the fairseq wmt19 transformer⁵ (Ng et al. 2019). The German
translation was previously used by Frei and Kramer (2022) to train a medical named entity
recognition model called GERNERMED. Based on the indicators of the rule-based classifier
and the Naive Bayes classifier, the results were manually validated. This method was used
to aggregate 250 hospital letters with a total of 800 pages (most of the laboratory data was
excluded due to complex tables). Tesseract (Kay 2007) was then used to convert the PDFs
via OCR into machine-readable text. The next step was to correct the OCR errors to obtain
a ground truth for optimizing the OCR, pre- and post-processing.

³https://www.pei.de/DE/arzneimittelsicherheit/pharmakovigilanz/meldeformulare-online-meldung/
meldeformulare-online-meldung-node.html, accessed Mar. 20, 2023

⁴https://portal.dbmi.hms.harvard.edu/projects/n2c2-2018-t2/,accessedMar.20,2023
⁵https://huggingface.co/facebook/wmt19-de-en, accessed Mar. 20, 2023
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Figure 4.1: Example of an artificial hospital letter (König et al. 2019, supplementary informa-
tion)
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Figure 4.2: Examples for report forms (they include handwritten or typed text, which can’t
be shown due to privacy reasons).

4.2 Guidlines and Procedure for Correction

In order to make the data processing transparent and to have a common basis for several
correctors, guidelines for correcting were developed. They include the following rules:

• Wrongly recognized words should be corrected and artefacts removed

• Wrongly ordered lines should be corrected

• The correction should be done from left to right, in case of contiguous text blocks and
several columns, one should start with the higher standing text block

• Tables should be corrected row by row, multi-line entries should stay together

• Page number and meta information should be included

• Hand written text should be included

• Upside down text from meta information should be removed

• Stamps should not be included

• Additional spaces and new lines do not need to be corrected

• Spelling errors in the original text should not be corrected

14



4.3 Peculiarities of the Data

There is no standardized layout for hospital letters. However, there are characteristics that
many hospital letters have in common. The reports are divided into different sections with
corresponding headings (diagnosis, preliminary diagnoses, admission findings, anamnesis,
epicrisis, medication, therapy, laboratory data, etc.). The reports do not always contain all
sections and the order also varies. Some of the reports contain tables of medications and
laboratory data, but mostly they consist of continuous text. For privacy reasons, no real hos-
pital letter can be shown. Instead, an artificially created hospital letter is shown in figure
4.1. Besides their format, hospital letters are characterized by their special language. Medi-
cal and biomedical terms of Latin and Greek origin are used, mixed with abbreviations and
medical slang. The sentences are often choppy, contain many enumerations and sequences
of observations and judgments. One example:

Nierenloge: bds. nicht klopfdolent. Lymphknoten: unaufällig. Bewegungsapparat: unaufällige
WS, Pupillen isocor und lichtreagibel … Thrombozytenaggregationshemmendes Medikament
verschrieben.

The quality of the scanned documents varies greatly. Some are completely clean and with
high resolution, while others are blurry, have noise and are skewed.

4.4 The Dataset

The gold standard dataset includes 1,600 classified pages (800 hospital letters, 800 non hospi-
tal letters) and 210 hospital letter pages with corrected OCR. The latter were obtained from
the previously classified 800 hospital letter pages (an overview is given in table 4.1). The
individual pages of the hospital reports have an average of 238 words and 1654 characters.

The data is stored in json format (shown in 1, 2)

1 [{
2 "file": "File_x_y_z.pdf"
3 "ocr" : "Sehr geehrter Herr Dr. Mustermann, wir berichten
4 Ihnen über den o.g. Patienten ...",
5 "hospitalLetter" : 1
6 }, ...]

Listing 1: Classification dataset (contains partly OCR errors)
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1 [{
2 "file": "File_x_y_z.pdf"
3 "correctedOCR" : "Sehr geehrter Herr Dr. Mustermann, wir berichten
4 Ihnen über den o.g. Patienten ..."
5 }, ...]

Listing 2: OCR dataset

Table 4.1: Gold standard dataset for training and testing

Type Task Number (Pages)
Classified documents: hospital letters and
non hospital letters

Classification 1600 (800 each class)

Corrected OCRed hospital letters OCR, pre- and post-
processing

210
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5 Pipeline Implementation

This chapter describes and explains the individual components of the pipeline. The pipeline
is shown in the figure 5.1. It starts with image pre-processing, which prepares the images
for the OCR engine. These are then converted into machine-processable text using Tesseract.
The result is corrected in the next step of post-processing using a dictionary-based approach.
This text is then classified as either a hospital letter or a non-hospital letter. Several classifi-
cation models are presented. The pipeline is implemented in Python.

Figure 5.1: Overview of the whole pipeline

5.1 Image Pre-Processing

All the steps of image pre-processing are illustrated in the figure 5.3. It includes gray scaling
and deskewing, line and rectangle removal, noise reduction and super resolution.

It wasmainly implemented using the Python package of the Open Source Computer Vision
Library (OpenCV)⁶.

First, the image is gray scaled because the OCR engine has been trained on images pro-
cessed in this way and the following processes require this step.

Since OCR only works well when the images are aligned straight, the second step is to
correct any existing skew. For this purpose, the skew angle is determined by calculating the
contours present in the image. To improve the recognition of the contours, dilation is first
applied, which enlarges existing morphological structures. The angle of the largest contour
is determined. This angle is then used to rotate the entire image.

In the third step, the lines and black rectangles are removed from the image. This is
done because, it has bene observed that lines of tables and those that sometimes arise as
by-products of the scanning process often cause artifacts when applying OCR. The same ap-
plies for black rectangles that are inserted in course of the anonymization of hospital reports.

To detect the lines and rectangles, the image is first inverted and then the morphological
operations erosion and dilation are applied based on rectangle shape as the structuring ele-
ment. The image is then binarized with a binary and OTSU threshold. Finally, all detected
pixels belonging to a line or rectangle are set to white.
⁶https://pypi.org/project/opencv-python/, accessed Mar. 20, 2023
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Since some documents contain noise, this is removed in a third step. However, this is only
done if such noise has been detected, since the overall image quality, especially the clarity of
morphological structures can be negatively affected. The potential noise is computed based
on the histogram of the image. The threshold was determined by analyzing images with and
without noise. If noise is detected, dilation and erosion is first performed with an identical
kernel. In this way, the important morphological structures are preserved and noise related
pixels disappear. After applying a bilateral filter, the image is then processed using Sauvola
binarization.

In the final step super resolution is applied. Because the application of super resolution
degrades the OCR result for images with good resolution and clear letters, it is only employed
below a certain threshold. As all documents in the underlying dataset have already been
resized to a more or less uniform size, the blur is used as the threshold. This is done by
calculating the Laplacian of the image, as this is an indicator of well-defined edges. The
threshold value is determined by piror examination of blurred and unblurred images. If the
value falls below the threshold, super resolution is performed by ESPCN (Efficient sub-pixel
Convolutional Neural Network). Figure 5.2 shows the images after each pre-processing step.

Figure 5.2: Example of applied pre-processing steps (based on artificially degraded hospital
letter showed in figure 4.1).
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Figure 5.3: Pre-processing pipeline
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5.2 Optical Character Recognition

Tesseract (Kay 2007) in version 5.2.0 was used for OCR. It consists of a long short-term mem-
ory (LSTM) neural network. The LSTM architecture is based on OCROpus⁷ and consists of
a forward LSTM and a backward LSTM, which are processed by a standard 1x1 convolution
and passed to a softmax nonlinearity⁸. Tesseract provides several modes of page segmenta-
tion. The fully automatic page segmentation showed in own experiments that it sometimes
skips text parts. Therefore the sparse text option was used, which finds as much text as
possible. Tesseract was implemented using the Python wrapper pytesseract⁹.

5.3 Text Post-Processing

5.3.1 Spell Correction

A dictionary approach is used for post-processing. For this, the spelling correction algorithm
from SymSpell (Garbe 2012) was tested in different configurations and with different dictio-
naries. It calculates the Damerau–Levenshtein distance as the editing distance between the
input word and the dictionary words. SymSpell uses symmetric deletion, which reduces the
operations transpose, replace and insert to deletions. This leads to a significant reduction
in complexity regarding the generation of edit candidates (Garbe 2012). The candidates are
then ranked according to their frequency given in the dictionary. Several correction strate-
gies are compared: Lookup, which only corrects single words; compound aware multi-word
spelling correction, which does not work on single words but also considers previous words
and thus can detect and correct splitting and concatenation errors, and word segmentation,
which inserts spaces for wrongly concatenated words. It must be noted, that since a dic-
tionary approach was used, no real-world error can be detected. The lookup method can’t
detect segmentation errors either.

For the pipeline presented here, a Python implementation ¹⁰ of SymSpell is used.
All numbers, dates and punctuation were excluded from the correction. Based on an error

analysis, frequently recurring errors have already been corrected beforehand by substitution
(e.g. ’ug’ to’ µg’, ’0.g.’ to ’o.g.’, which stands for ’oben genannte/n’).

Since the dictionary on which the correction is based does not contain all word inflections,
there is a risk of wrong corrections. To mitigate this risk, a primitive suffix checker was inte-
grated. The token correction was skipped, if the word was equal to an entry in the dictionary
modulo an inflectional suffix -, -e. -es, -r, -s, -n (based on Strohmaier et al. 2003).

An abstract version of the whole process is shown in the algorithm 1.

⁷https://github.com/ocropus/ocropy, accessed Mar. 20, 2023
⁸https://tesseract-ocr.github.io/docs/das_tutorial2016/6ModernizationEfforts.pdf, accessed Mar.
20, 2023

⁹https://github.com/madmaze/pytesseract, accessed Mar. 20, 2023
¹⁰https://github.com/mammothb/symspellpy, accessed Mar. 20, 2023
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Input: String Socr, OCR result
Output: String Spost, Result of spell corection

1 S = substituteCommonErrors(Socr) ;
2 Spost = S ;
3 tokens = nltkTokenizer.tokenize(S);
4 for token in tokens do
5 correction = symspell.lookup(maxEditDistance=2, exclude=[numbers, dates]);
6 if token == correction mod inflection suffix then
7 corrected = token ;
8 else if token mod inflection suffix == correction then
9 corrected = token ;

10 else
11 corrected= correction ;
12 end
13 Spost = replace(Spost, token, corrected) ;
14 end
15 return Spost;

Algorithm 1: Dictionary-based Post-Processing

5.3.2 Medical Corpus for Correction

The dictionary is an integral part of this spell correction approach and the results depend
strongly on the size and quality of the dictionary. Hospital letters are characterized by
a particular medical language that must be reflected in the dictionary. To achieve this a
German medical corpus was composed. It includes data from google books/hunspell¹¹ and
medicine related Wikipedia articles¹², as well as PubMed abstracts¹³. PubMed is an English-
language text-based meta-database of references to medical articles related to the entire field
of biomedicine from the United States National Library of Medicine. In addition, the corpus
contains non-technical summaries (NTS) of animal experiments¹⁴ and ICD-10 terms in the
German modification¹⁵. The ICD- 10 is the International Statistical Classification Of Diseases
And Related Health Problems and represents the official classification system for diagnoses
in Germany. The corpus also includes MedDRA terms¹⁶. MedDRA (Medicinal Dictionary
for Regulatory Activities) is an internationally agreed medical dictionary for regulatory pur-
poses which provides standardised medicinal terminology. Furthermore, the corpus also
contains internal data from the PEI: data of drugs and reactions and hospital letter data.
From the gold standard, 70 percent of the corrected hospital reports were integrated into the

¹¹https://github.com/wolfgarbe/SymSpell/tree/master/SymSpell.FrequencyDictionary, accessed Mar.
20, 2023

¹²https://de.wikipedia.org/wiki/Portal:Medizin, accessed Mar. 20, 2023
¹³https://pubmed.ncbi.nlm.nih.gov/, accessed Mar. 20, 2023
¹⁴https://www.openagrar.de/receive/openagrar_mods_00046540, accessed Mar. 20, 2023
¹⁵https://www.bfarm.de/DE/Kodiersysteme/Klassifikationen/ICD/ICD-10-GM/_node.html, accessed Mar.

20, 2023
¹⁶https://www.meddra.org/, accessed Mar. 20, 2023
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dictionary. Spelling errors in the original were corrected. An overview is given in table 5.1.
Not all sources are freely accessible. This is the case for MedDRA and the PEI data.

The PubMed data were accessed through the PubMed API called Entrez¹⁷. To access the
API and load the data the biopython library¹⁸ was used.

To access the Wikipedia API, the Python package Wikipedia-API¹⁹ was employed. This
was used to extract all articles of the Portal:Medizin. Afterwards, articles that were not
relevant were manually removed (e.g. articles about medical personalities).

The other resources were downloaded from the links mentioned above.
The texts were then tokenized with nltk tokenizer²⁰, numbers, dates and punctuation were

removed. For each corpus the frequency dictionarywas computed and added together, except
for the frequency dictionary of the hospital letters. For this dictionary, the frequencies were
scaled by the highest frequency value of the combined frequencies of the other dictionaries.
This is done to reflect the special importance of the vocabulary extracted from the hospital
letters.

The generated dictionary contains nearly 700,000 terms in total. An exemplary extract
from the dictionary is given in figure 5.4. The open dictionary contains 677,593 and the
closed one 53,733 unique terms. 27,700 terms are exclusive to the closed dictionary. Figure
5.5 shows the intersection of the different dictionary sources. The open and closed data have
a Jaccard Index of 0.0369. The Jaccard Index measures the similarity of two sets. 0.0 indicates
that the sets are completely different and 1.0 indicates that the sets are identical (Liu 2006, p.
154).

Figure 5.4: Extract of the word frequency dictionary.

¹⁷https://www.ncbi.nlm.nih.gov/books/NBK25500/, accessed Mar. 20, 2023
¹⁸https://biopython.org/docs/1.75/api/Bio.Entrez.html, accessed Mar. 20, 2023
¹⁹https://pypi.org/project/Wikipedia-API/, accessed Mar. 20, 2023
²⁰https://www.nltk.org/api/nltk.tokenize.html, accessed Mar. 20, 2023
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Figure 5.5: Overlaps of the different dictionary sources
.
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Table 5.1: German medical corpus

Source Number of
terms

Description Accessibility

de100k 100,000 Google books ngrams and hun-
spell

open

Wikipedia 476,405 Entries from Portal:Medizin and
relevant categories

open

PubMed 62,316 Abstracts of scientific papers in
german (3,240)

open

ICD-10 57,114 International Statistical Classi-
fication of Diseases, German
Modification

open

NTS 123,882 Non-technical Summaries
(NTS) of Animal Experiments
Indexed with ICD-10 Codesv
(8,386)

open

Sum 677,593 Unique terms
MedDRA 35,368 Medical Dictionary for Regula-

tory Activities; terms without
special german characters

closed

PEI drugs and
reactions

3242 From PEI database closed

PEI hospital let-
ters

10,206 Corrected OCRed hospital let-
ters from PEI database

closed

Sum 44,042 Unique terms
Total Sum 697,153 Unique terms

5.4 Document Classification

In this study three traditional methods (Naive Bayes, k-nearest neighbors, random forest,
each with term frequency-inverse document frequency (tfidf) as text representation) were
compared with fasttext, flair embeddings and three BERT-based models.
All classification models are trained and applied on a single page of hospital letters, not on
entire letters. The reason for this is that many PDF documents are nested with different
document types. The trained classifiers allow to resolve these entanglements and assign the
pages to the appropriate class.
The data set of 1600 hospital and non-hospital letters was split into a training set (60 percent),
development set (20 percent), and test set (20 percent).
The classicalmodelswere implemented using themachine learning library scikit-learn 1.2.1²¹.
For every model a scikit-learn pipeline was built and the hyperparameters were tuned using
grid search. TF-IDF was implemented via TfidfVectorizer.

²¹https://scikit-learn.org/, accessed Mar. 20, 2023
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FastText²² is a library for text representation and classification (Joulin et al. 2017), devel-
oped by the Facebook AI Research (FAIR) lab. It uses an embedding, which is partially solving
the shortcomings of word2vec (Mikolov et al. 2013). While word2vec embeddings are lim-
ited to words and morphologies seen in the training data, fasttext embeddings use character
n-grams. Through the modified skipgram model with bag of character n-grams, the word
representations are not limited to the training data words and also include inflected forms
(Bojanowski et al. 2017). This leads to fewer out-of-dictionary events. It is not only relevant
for specialized language such as that used in hospital reports but it also suits well for noisy
text. FastText uses a linear classifier for text classification. The softmax function calculates
a probability value for each class. To reduce the computational effort, which arises from
computing the probability value for each class, a hierarchical softmax is applied. A Huffman
coding tree is built with the labels as leaves and the nodes represents the probability from the
root this node. This allows a quick search for the appropriate label (does not havemuch effect
in the case of binary classification) (Joulin et al. 2017). The parameters of the classification
model with the character n-grams were fine-tuned using the built-in autotune functionality
of fasttext²³.

In addition to FastText a classifier and embeddings from flair were trained. Flair²⁴ (Akbik,
Bergmann, et al. 2019) is a NLP framework developed by Humboldt University of Berlin et al.
Flair embeddings (Akbik, Blythe, and Vollgraf 2018) are word embeddings, which are based
on character-level. Similar to FastText, here the character-level representation leads to an
improved processing of texts which are error-prone due to OCR and spelling errors. They
also take into account the surrounding words, which results in contextualized embeddings.
The language model architecture consists of LSTMs, one that propagates the sequence in-
formation forward and one backward. Flair offers the functionality of stacked embeddings.
With these it is possible to combine different embeddings through concatenation. The doc-
ument representation is achieved via document pool embeddings. In this process a pooling
operation (mean pooling) is applied to every word embedding to get the representation of
the whole document. For this pipeline the pre-trained embeddings ’de-forward’ and ’de-
backword’ (corpus based on web, wikipedia and subtitle data)²⁵ were stacked as the input for
the document pool embeddings. They were further fine-tuned on the hospital letter dataset
with a learning rate of 5.0e-5, a mini batch size of 8 and 20 epochs. The document pool
embeddings were fine tuned with nonlinear transformation before the mean pooling step,
because the baseline embeddings are not task specific. For the text classification part a linear
layer predicts the class label based on the word representation.

For the transformer-based text representation the following models were tested and fine-
tuned: GBERT, German-MedBERT and GottBERT.

GBERT²⁶ (Chan, Schweter, and Möller 2020) is a BERT-based language model trained on

²²https://github.com/facebookresearch/fastText, accessed Mar. 20, 2023
²³https://fasttext.cc/docs/en/autotune.html, accessed Mar. 20, 2023
²⁴https://github.com/flairNLP/flair, accessed Mar. 20, 2023
²⁵https://github.com/flairNLP/flair/blob/master/resources/docs/embeddings/FLAIR_EMBEDDINGS.md,

accessed Mar. 20, 2023
²⁶https://huggingface.co/deepset/gbert-large, accessed Mar. 20, 2023
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the OSCAR dataset ²⁷ dataset, which uses web crawled data from the Common Crawl²⁸. It
also includes data from OPUS²⁹ and Wikipedia.

German-MedBERT (Shrestha 2021)³⁰ is a fine-tuned version of GBERT (Chan, Schweter,
and Möller 2020) on the NST-ICD dataset³¹. This dataset consists of non-technical summaries
of animal experiment descriptions with International Statistical Classification of Diseases
codes.

GottBERT (Scheible et al. 2020)³² uses in contrast to German-MedBERT the RoBERTa ar-
chitecture, which excludes the next sentence prediction for training and includes a dynamic
masking process to change the masked tokens during epochs of training (Zhuang et al. 2021).
GottBERT is also trained on a part of the OSCAR dataset.

The BERT-based text representations were fine-tuned on the hospital letter dataset with a
learning rate of 5.0e-5, a mini batch size of 8 and 20 epochs. The flair frameworkwas also used
for this purpose. The three BERT variants were accessed through the transformer library
HuggingFace³³ and implemented with the flair transformer document embeddings. The text
classifier was trained analogously to the above described process for the flair embeddings.

Since the BERT models can only handle 512 tokens, in some cases tokens beyond that
were truncated. This Paper (Sun et al. 2019) showed in experiments, that this trivial approach
performs better than advanced hierarchical methods, which divide the text in fractions and
combine the representations.

²⁷https://oscar-project.org/, accessed Mar. 20, 2023
²⁸https://commoncrawl.org/the-data/, accessed Mar. 20, 2023
²⁹https://opus.nlpl.eu/, accessed Mar. 20, 2023
³⁰https://huggingface.co/smanjil/German-MedBERT, accessed Mar. 20, 2023
³¹https://www.openagrar.de/receive/openagrar_mods_00046540, accessed Mar. 20, 2023
³²https://huggingface.co/LennartKeller/longformer-gottbert-base-8192-aw512, accessed Mar. 20, 2023
³³https://huggingface.co/, accessed Mar. 20, 2023
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6 Evaluation

This chapter presents and evaluates the results of each pipeline step. In addition, a detailed
error analysis of the individual components of pre- and post-processing is carried out. The
character error rate (CER) and the word error rate (WER) were used to evaluate the OCR,
pre- and post-processing (Carrasco 2014). The CER is derived from the Levenshtein distance
and is defined as follows:

CER =
S +D + I

N
(6.1)

where S is the number of substitutions, D is the number of deletions, I is the number
of insertions and N is the number of characters in the ground truth text. Where N can be
calculated by S + D + C , where C is the number of correct characters. CER subsequently
provides information about the percentage of incorrectly predicted characters.

The word error rate (WER) follows the same principle, but at the word level:

WER =
Sw +Dw + Iw

Nw

(6.2)

whereNw is the number of words in the text, Sw the number of substituted words,Dw the
number of deleted words, Iw the number of inserted words.

CER and WER were implemented using dinglehopper³⁴, which was developed in the con-
text of the QURATOR³⁵ project with the participation of Prussian Cultural Heritage Foun-
dation and the Berlin State Library. It was not only used to compute the errors, but also to
visualize them, as shown in figure 6.1.

It is to be noted that the CER and. WER doesn’t provide any information about the quality
of the error. The errors can have consequences of varying severity regarding the accuracy of
the documents. To compensate for this, an additional detailed error analysis will be provided
in the next section.

For the evaluation of the classification models precision, recall and f1-score are used as
metrics. They are defined as follows (Nguyen et al. 2021, p. 124:18):

Precision =
TP

TP + FP
(6.3)

Recall =
TP

TP + FN
(6.4)

F1 = 2 · precision · recall
precision+ recall

(6.5)

³⁴https://github.com/qurator-spk/dinglehopper, accessed Mar. 20, 2023
³⁵https://ravius.sbb.berlin/, accessed Mar. 20, 2023
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where TP are the true positives, FP the false positives and FN the false negatives.

Figure 6.1: Example for error visualization with dinglehopper for artificial hospital letter.

Image pre-processing and spell correction was tested on 30 percent of the corrected hos-
pital letter pages of the gold standard (60 hospital letter pages). The document classification
was tested on 20 percent of the gold standard, but the classification set (160 hospital letter
pages, 160 non hospital letter pages).

6.1 Results

6.1.1 Image Pre-Processing and Optical Character Recognition

Figure 6.2 shows the CER and WER for plain OCR, each pre-processing step and a combina-
tion of all pre-processing steps. The plain OCR has a CER of 10.8 percent and a WER of 22.2
percent. When the full pipeline is applied, the results improve the CER by 4.4 percent and
the WER by 6.2 percent. The skew correction has the the largest impact on the improved re-
sults (a 3.7 percent reduction in WER). It also shows that noise reduction is the second most
important component. Although the line and rectangle reduction used alone dramatically
worsens the result, it leads to an improvement in combination with the other pipeline steps.
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This is probably because removing the lines and rectangles creates noise that is removed in
the subsequent steps. Super Resolution alone neither improves or worsens the result. How-
ever, in combination with noise reduction and the sometimes resulting blur, it could correct
it. Nearly 2 percent of the improvement in results is due to the combination of steps.

Figure 6.2: Average WER and CER for each pre-processing type.

6.1.2 Spell Correction

Figure 6.3 shows the CER andWER results of the spell correction based on different dictionar-
ies. The first dictionary that was tested is the standard dictionary. It is the de100k dictionary
(5.1) which includes only standard German terms. Since highly specialized language is used
in the hospital reports, many terms are not in this dictionary. This explains why the result is
significantly worse than without the dictionary. Many of the words are wrongly corrected.
Introducing medical language to the dictionary leads to a considerable improvement. With
the open dictionary, theWER drops to 15.7 percent. This could be further improved by adding
the closed dictionary. In this case, the WER is 14.8, an improvement of 1.2 percent compared
to plain pre-processing. However, the CER is increasing very slightly (by 0.6 percent). This
is due to the fact that words are sometimes wrongly corrected here as well. This indicates
that the dictionary needs to be expanded, since only a few processed hospital letters have
been integrated into the dictionary so far.
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Figure 6.3: Average WER and CER for each dictionary.

In addition to the different dictionaries, different types of correctionwere also investigated.
Figure 6.4 shows the results for these correction types. It can be seen that the simple lookup
method performs significantly better than lookup compound and word segmentation.

Figure 6.4: Average WER and CER for each correction type based on medical dictionary
open+closed

6.1.3 Document Classification

For document classification, the models were trained on the one hand on plain OCR data and
on the other hand with the pre- and post-processed data. The comparison of the results is
show in table 6.1. For each of the models, the precision, recall, and f1 score were calculated.
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The results show that especially the classical models like naive bayes and k-nearest neigh-
bors perform better with pre- and post-processing. For these, the F1 score improves between
2 and 3 percent. Some of the BERT-based models also improve slightly, but not significantly.
The F1 score of fasttext and flair decrease minimally.

GottBERT achieves the best result regarding the F1 score with 97.66 percent. This may be
due to the fact that this BERT variant was trained on significantly more data than the other
two BERT models.

Table 6.1: Comparison of classification results with plain OCR and pre- and post-processing

Plain OCR Pre- and Post-Processing
P R F1 P R F1

TF-IDF + Naive Bayes 89.37 94.70 91.96 91.41 98.67 94.90
TF-IDF + K-Nearest Neighbours 90.25 92.05 91.14 92.31 95.36 93.81
TF-IDF + Random Forest 91.55 93,37 92.45 92.45 97.35 94.84
Fasttext (trained) 94.93 99.33 97.09 93.59 1.0 96.69
Flair (fine-tuned) 94.26 99.34 96.10 94.67 96.60 95.62
German-MedBERT (fine-tuned) 96.12 98.67 97.38 95.40 98.64 96.99
GBERT base (fine-tuned) 94.93 99.33 97.08 96.00 99.29 97.61
GottBERT base (fine-tuned) 95.54 99.33 97.40 96.05 99.32 97.66

6.2 Error Analysis

6.2.1 Image Pre-Processing and Optical Character Recognition

The text resulting from OCR and previous image pre-processing contains various types of
errors. A common error is the misrecognition of individual letters. These are often specific
characters. So it occurs that instead of an ”a” a ”g” is recognized, e.g. ”Vorerkrankunaen”
rather than ”Vorerkrankungen”, ”e” instead of ”c”, e.g ”oceipital” rather than ”occipital” or ”ii”
instead of ”m”, e.g. ”Pflegeheiii” rather than ”Pflegeheim”, ”i” instead of ”l”, e.g. ”iumbalpunk-
tiert” instead of ”lumbalpunktiert”. Sometimes also German umlauts are not recognized cor-
rectly, e.g. ”Ischämiezeichen” wrongly becomes ”Ischamiezeichen”, as well as some special
characters (”u” rather than µ) The OCR also fails sometimes with dots and commas, e.g. with
dates (”04.01 2021” rather than ”04.01.2021”). This incorrect recognitions are caused, among
other things, by parts of letters being missing either due to erroneous printing or individual
pre-processing steps (e.g. noise reduction). It can also be caused by different fonts in the
same document (e.g. the actual text in one font and the meta information in another). Some-
times black vertical lines from top to bottom (scanning or printing artifacts) overlap with
letters that are completely covered or cut in half (e.g. ”woraufhin” to ”wrozufhir”). It is diffi-
cult for the model to recognize the letters correctly when the font size is very small. This is
the case, for example, when the address, information about the doctor and hospital are given
in the upper right part of the document. These are often printed in a smaller font size. In ad-
dition to misrecognized characters, the OCR result occasionally also contains segmentation
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errors. Either connected letters are torn apart or two words are wrongly connected. Exam-
ples include the following: ”keine Provokationsfaktoren” to ”keineProvokationsfaktoren or
”abgrenzbareSeitenventrikelhörner” instead of ”abgrenzbare Seitenventrikelhörner”. In ad-
dition, in a few cases complete lines are swapped. This can be caused when the skew is not
completely corrected. As the results of the pre-processing have shown, the skew correction
has a significant influence on the OCR quality. Another influencing factor lies in documents
with a more complex structure and layout.

6.2.2 Spell Correction

After applying the spell correction, some OCR errors remain, in some cases, new errors are
added. The problem of errors not being corrected may be due to the fact that the set edit
distance is too low. It was set to two, because otherwise the number of erroneous correc-
tions would increase. In some cases, however, an edit distance of three would be necessary,
e.g. ”unauffalkg” (correct: ”unaufällig”) and ”Hauntdicinosen” (correct: ”Hauptdiagnosen”).
Furthermore, as mentioned above, real-world errors cannot be corrected by the dictionary
approach (e.g. ”Keime Allergien” instead of ”Keine Allergien”). Besides, in some cases, the
wrong corrections are made when the actual word is not in the dictionary. For example
”diatisch” to ”drastisch” (correct would be ”diätisch”). Actually correct words are then incor-
rectly replaced: e.g. ”nexthaler” becomes wrongly ”lethaler”, ”pleurallinie” becomes wrongly
”pleuralgie” and ”cardiolipin igm” wrongly changed to ”cariolipin igg”.
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7 Future Work

This chapter presents how the pipeline could be improved and its functionality extended.

7.1 Pre-processing

To improve denoising and deblurring, more advanced techniques such as u-shaped trans-
formers for image restoration (Wang et al. 2022) could be tested.

Complex tables, which are often included in the laboratory data, were excluded from this
thesis. In order tomake these usable, a layout detection system could be added to the pipeline.
For example, ClinicalLayoutLM (Wei et al. 2022) or LayoutParser (Shen et al. 2021) would be
potentially suitable for this. However, additional training data would have to be created for
this.

7.2 OCR

One way to improve the OCR engine is to fine tune tesseract³⁶ on the hospital letters and
the other medical documents. The gold standard created for testing OCR and pre- and post-
processing would already provide an initial data set for this purpose. This could improve the
overall accuracy of the OCR engine and in particular the recognition of special symbols (e.g.
bullet points, tick boxes, arrows) that are currently poorly recognized.

In addition, it could be tested whether alternatives to Tesseract produce better results.
There exist also transformer-based systems in this area. For example TrOCR, a transformer-
based optical character recognition with pre-trained models (Li et al. 2021).

7.3 Post-processing

The existing dictionary-based approach to spell correction would still benefit from additional
data on hospital letters, since the language used is very specialized and includes jargon and
slang. Even with medical text corpora (e.g PubMed) this cannot be covered. For this it would
be necessary to correct more hospital letters and to integrate the data into the frequency
dictionary. It could also be tested whether bigrams in the frequency dictionary improve the
spell correction result.

As an additional approach, it could be investigated whether sequence-to-sequence models
for post-processing of the OCR results improve the outcome (e.g. Ramirez-Orta et al. 2022).
In this context, BART (Lewis et al. 2019, FLAN-T5 (Chung et al. 2022) or the preciously
published ByT5 Xue et al. 2022 could be tested. ByT5 uses UTF-8 bytes instead of tokens and
would therefore be particularly suitable for the spell correction task.

³⁶https://tesseract-ocr.github.io/tessdoc/tess5/TrainingTesseract-5.html, accessed Mar. 20, 2023
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7.4 Document Classfication

The document classification could be extended to multi-classification. This could be used to
classify not only hospital reports, but also autopsies, report forms, emails and other docu-
ments.

7.5 Named Entity Recogntion and Relation Extraction

The hospital reports could now be further analyzed using named entity recognition and re-
lation extraction to detect adverse drug events and related case information. However, this
requires not only the development of appropriate models, but also the acquisition of addi-
tional labeled data. In terms of models, the work of GERNERMED++ (Frei, Frei-Stuber, and
Kramer 2022) could be followed up and extended.
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8 Conclusion

This thesis presents a pipeline for the automatic processing of hospital letters. This includes
image pre-processing and OCR as well as a spell correction approach. The results show that
preprocessing can improve the OCR result, deskewing is particularly important. They also
show that spell correction with ordinary dictionaries significantly worsens the result. To im-
prove the spell correction result, a German medical corpus and a corresponding frequency
list were created. This also leads to improved results in terms of WER, but needs to be en-
riched with hospital report data for actual application. The classification task shows that
the classical machine learning models perform surprisingly well, but are surpassed by the
Transformer models. The classical models benefit most from pre- and post-processing, but
minimal improvements in the BERT-based models can also be observed. Other tasks such
as NER and relation extraction could also take advantage of pre- and post-processing. There
are still some improvements to be made for the actual application of this pipeline, but the
foundation for further optimizations could be established.
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