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Using (2712± 14) × 106 ψ(2S) events collected with the BESIII detector at the BEPCII collider,

we search for the decays ηc(2S) → ωω and ηc(2S) → ωϕ via the process ψ(2S) → γηc(2S). Evidence

of ηc(2S) → ωω is found with a statistical significance of 3.2σ. The branching fraction is measured

to be B(ηc(2S) → ωω) = (5.65 ± 3.77(stat.) ± 5.32(syst.)) × 10−4. No statistically significant

signal is observed for the decay ηc(2S) → ωϕ. The upper limit of the branching fraction at the

90% confidence level is determined to be B(ψ(2S) → γηc(2S), ηc(2S) → ωϕ) < 2.24 × 10−7. We

also update the branching fractions of χcJ → ωω and χcJ → ωϕ decays via the ψ(2S) → γχcJ

transition. The branching fractions are determined to be B(χc0 → ωω) = (10.63 ± 0.11 ± 0.46) ×
10−4, B(χc1 → ωω) = (6.39 ± 0.07 ± 0.29) × 10−4, B(χc2 → ωω) = (8.50 ± 0.08 ± 0.38) × 10−4,

B(χc0 → ωϕ) = (1.18 ± 0.03 ± 0.05) × 10−4, B(χc1 → ωϕ) = (2.03 ± 0.15 ± 0.12) × 10−5, and

B(χc2 → ωϕ) = (9.37 ± 1.07 ± 0.59) × 10−6, where the first uncertainties are statistical and the

second are systematic.

I. INTRODUCTION

As bound states of cc̄ pairs, charmonia are an ide-

al laboratory for testing the interplay between pertur-

bative and nonperturbative quantum chromodynamics
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(QCD) [1]. Below the open charm production threshold,

except for the J/ψ and ψ(2S) states, the other charmo-

nium states are not yet fully understood, such as the

P -wave state hc, the S-wave ground state ηc(1S), its

first radial excitation ηc(2S), and the P -wave states χcJ

(J = 0, 1, 2).

The decays of ηc(1S) and ηc(2S) to V V , where V

stands for a light vector meson, are expected to be

suppressed by the helicity selection rule (HSR) [2–4].

However, the measured branching fractions of ηc(1S) →
V V are typically of the order of 10−3 to 10−2; these

large branching fractions imply that the perturbative de-

scription of ηc(1S) decays is inadequate and that non-

perturbative mechanisms may play a crucial role [5].

Various non-perturbative models, such as the interme-

diate meson exchange model [6] and the charmonium

light Fock component admixture model [7], have been

explored, indicating the need for further theoretical in-

vestigation. In Ref. [8], the authors exploited the 3P0

quark-creation mechanism model to calculate the decay

width of ηc(1S) into vector meson pairs (ϕϕ, ρρ, K∗K̄∗,

ωω, ωϕ), and the obtained results are found to be com-

patible with the experimental measurements.

In addition, the relative ratios Γ(ηc(2S) →
V V )/Γ(ηc(1S) → V V ) are predicted to be around 19%

in Ref. [8]. There are two more predictions for the rela-

tive rate B(ηc(2S) → hadrons)/B(ηc(1S) → hadrons) in

the framework of perturbative QCD; one assumes [9]

B(ηc(2S) → hadrons)

B(ηc(1S) → hadrons)
≈ B(ψ(2S) → hadrons)

B(J/ψ → hadrons)
≈ 12%,

(1)

while the authors of Ref. [10] argue that

B(ηc(2S) → hadrons)

B(ηc(1S) → hadrons)
≈ 1. (2)

Using the available experimental data, the authors of

Ref. [11] examined the branching fraction ratios of ηc(1S)

and ηc(2S) in several decay modes, and found that the

values are different from both expectations, although

with large uncertainties. The branching fraction of

ηc(1S) → ωω measured by the Belle Collaboration is

(1.62 ± 0.57) × 10−3 [12], and the upper limit on the

branching fraction of ηc(1S) → ωϕ at the 90% confi-

dence level (C.L.) is 2.5 × 10−4 [13]. It is worth noting

that these two decay modes have not been studied yet

for the ηc(2S).

The observed decay rates of the χcJ into pairs of vector

mesons [14] V V are significantly larger than the predic-

tions based on perturbative QCD calculations [15]. In

addition, the BESIII experiment observed the χcJ → ωϕ

decays [14], which violate the HSR and are expected to

be doubly OZI suppressed. Recently, the branching frac-

tions of χcJ → ωϕ have been updated using 448 × 106

ψ(2S) events [16]. The χc0,c1 → ωϕ decays are confirmed

and the χc2 → ωϕ decay is found with a statistical signif-

icance of 4.8σ. The mechanism behind this unexpectedly

large branching fraction is still unclear and needs further

investigation.

In 2009, 2012, and 2021, the BESIII experiment col-

lected a total of (2712±14)×106 ψ(2S) events [17], pro-

viding a good opportunity to study the ηc(2S) decays.

In this study, we search for the ηc(2S) → ωω and ωϕ de-

cays via the radiative transition between the ψ(2S) and

ηc(2S) states. The ω and ϕ mesons are reconstructed

through their decays into π+π−π0 and K+K−, respec-

tively. Using the same data sample, the branching frac-

tions of χcJ → ωω and ωϕ are updated with improved

precision. An additional dataset recorded at the center-

of-mass energy of 3.65 GeV is utilized to determine the

continuum background contributions.

II. BESIII DETECTOR AND MONTE CARLO

SIMULATION

The BESIII detector [18] records symmetric e+e− col-

lisions provided by the BEPCII storage ring [19] in the

center-of-mass energy range from 2.0 to 4.95 GeV, with

a peak luminosity of 1× 1033 cm−2s−1 achieved at
√
s =

3.77 GeV. The cylindrical core of the BESIII detector

covers 93% of the full solid angle and consists of a helium-

based multilayer drift chamber (MDC), a plastic scintil-

lator time-of-flight system (TOF), and a CsI(Tl) electro-

magnetic calorimeter (EMC), which are all enclosed in

a superconducting solenoidal magnet, providing a 1.0 T

magnetic field. The solenoid is supported by an octag-

onal flux-return yoke with resistive plate chamber muon

identifier modules interleaved with steel. The charged-

particle momentum resolution at 1 GeV/c is 0.5%, and

the dE/dx resolution is 6% for the electrons from Bhabha

scattering. The EMC measures photon energies with a

resolution of 2.5% (5%) at 1 GeV in the barrel (end cap)

region. The time resolution of the TOF barrel section is

68 ps, while that of the end cap section is 110 ps. The
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end cap TOF system was upgraded in 2015 with multi-

gap resistive plate chamber technology, providing a time

resolution of 60 ps, which benefits about 85% of the data

used in this analysis [20].

Monte Carlo (MC) simulated data samples produced

with a geant4-based [21] software package, which in-

cludes the geometric description of the BESIII detec-

tor [22] and the detector response, are used to determine

the detection efficiency and to estimate the background

contributions. The simulation includes the beam ener-

gy spread and initial-state radiation (ISR) in the e+e−

annihilations modeled with the generator kkmc [23].

The inclusive MC sample includes the production of the

ψ(2S) resonance, the ISR production of the J/ψ, and

the continuum processes incorporated in kkmc [23]. All

particle decays are modelled with evtgen [24] using

branching fractions either taken from the Particle Data

Group [13], when available, or otherwise estimated with

lundcharm [25]. Final state radiation from charged fi-

nal state particles is incorporated with the photos pack-

age [26]. The exclusive decays ψ(2S) → γX are gener-

ated according to the angular distribution (1 + λ cos2 θ),

where X refers to the ηc(2S) or χcJ state, θ is the po-

lar angle of the radiative photon in the rest frame of the

ψ(2S); the value of λ is set to 1 for the ηc(2S), and to

1, −1/3, and 1/13 for χcJ (J = 0, 1, 2) [27], respec-

tively. The X → ωω and X → ωϕ decays are generated

using HELAMP [24], the helicity amplitude model where

the angular correlation between the vector meson decays

has been considered. Furthermore, two exclusive MC

samples are generated to describe the background con-

tributions, including ψ(2S) → π0π0J/ψ, J/ψ → π+π−ω

generated with the JPIPI [24] and phase space (phsp)

models and ψ(2S) → ωK+K− generated with the phsp

model. The PHSP model represents the generic phase

space for n-body decays, averaging over the spins of both

initial and final states.

III. EVENT SELECTION

We search for ηc(2S) candidates in the exclusive decay

ψ(2S) → γηc(2S) with ηc(2S) → ωω in events containing

at least five photons and four charged tracks, and with

ηc(2S) → ωϕ in events containing at least three photons

and four charged tracks. For each charged track, the

distance of closest approach to the interaction point (IP)

is required to be less than 10 cm along the z-axis (the

symmetry axis of the MDC), and less than 1 cm in the

plane perpendicular to the z-axis. The polar angle (θ)

of the track must be within the fiducial volume of the

MDC (| cos θ| < 0.93). Charged-particle identification

(PID) is based on the combined information from the

specific ionization energy loss in the MDC (dE/dx) and

the flight time measured by the TOF, forming a variable

χ2
PID(h) for each track. Here h is the charged-particle

hypothesis (π, K, or p).

Photons are reconstructed from isolated showers in the

EMC. The deposited energy of each shower is required to

be at least 25 MeV in both barrel region (| cos θ| < 0.80)

and end cap region (0.86 < | cos θ| < 0.92). To suppress

electronic noise and showers unrelated to the event, the

difference between the EMC time and the event start

time is required to be within [0, 700] ns.

A π0 candidate is reconstructed from a photon pair

with Mγγ ∈ (0.10, 0.15) GeV/c2. A one-constraint (1C)

kinematic fit is performed to improve the energy resolu-

tion, in which the invariant mass of the two photons is

constrained to the nominal π0 mass [13]. All the mass

windows are determined according to their mass resolu-

tions.

In the selection of ψ(2S) → γωω candidate events,

the four charged tracks are assumed to be pions. A six-

constraint (6C) kinematic fit is applied, constraining the

total reconstructed four momentum to that of the ini-

tial state and the invariant masses of the two photon

pairs to the nominal π0 mass [13]. If there are additional

photons and π0 candidates in the event, the combina-

tion with the minimum χ2
6C is chosen. To suppress the

background, the results from a four-constraint (4C) fit

are used, constraining only the total four momentum.

The requirements of χ2
4C are optimized by maximizing

the figure of merit (FOM) defined as S/(3/2+
√
B) [28],

where 3 indicates 3σ, S and B are the numbers of sig-

nal and background events in the ηc(2S) signal region

M2(π+π−π0) ∈ (3.60, 3.66) GeV/c2. S is calculated based

on the branching fraction assumption B(ηc(2S) → ωω) =

B(ηc(1S) → ωω) [13]. B is estimated from the inclusive

MC sample. The candidate events satisfying χ2
4C < 15

are kept. The two ω candidates with the minimum

(M
(1)
π+π−π0 −Mω)

2 + (M
(2)
π+π−π0 −Mω)

2 are taken as the

signal, where Mω is the nominal ω mass [13]. The two

ω candidates are selected according to the mass window

Mπ+π−π0 ∈ (0.737, 0.826) GeV/c2, and they are random-
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ly labeled. After these selections, no fake ω-pair peak is

found in the MC simulation of the ηc(2S) → 2(π+π−π0)

decay. The distributions ofM
(1)
π+π−π0 versusM

(2)
π+π−π0 for

the signal MC simulation and data are shown in Fig. 1,

where a clear ωω signal can be seen as indicated by the

central red box. The peaking background events from

the γωπ+π−π0 and γ2(π+π−π0) final states are evaluat-

ed with the sideband regions labeled by a, b, and c. The

two peaking background contributions are referred to as

γω3π events and γ6π events in the following discussion.

The method used to estimate the peaking background

contributions will be introduced in Sec. IV and Sec. V.

0

50

100

150

200

250

300

0.5 0.6 0.7 0.8 0.9 1
)2c (GeV/

(2)
0π-π+πM

0.6

0.7

0.8

0.9

1

)2 c
 (

G
eV

/
(1

)
0 π- π

+ π
M a

b

a

b

c c

cc

0

100

200

300

400

500

600

700

800

0.5 0.6 0.7 0.8 0.9 1
)2c (GeV/

(2)
0π-π+πM

0.6

0.7

0.8

0.9

1

)2 c
 (

G
eV

/
(1

)
0 π- π

+ π
M a

b

a

b

c c

cc

FIG. 1. Distributions of M
(1)

π+π−π0 versus M
(2)

π+π−π0 in ωω

mode for signal MC (top) and data (bottom). The red box

represents the γωω signal region, the green boxes represent

the γωπ+π−π0 sideband regions (a) and (b), and the orange

boxes represent the γ2(π+π−π0) sideband regions (c). The

cyan, blue, violet, and pink dotted boxes in the bottom figure

represent four alternative sideband regions used in the sys-

tematic uncertainty study (Sec. VI).

In the selection of ψ(2S) → γωϕ candidate events, the

four charged tracks are assumed to be two pions and two

kaons. A five-constraint (5C) kinematic fit is applied,

constraining the total reconstructed four momentum to
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FIG. 2. Distributions ofMπ+π−π0 versusMK+K− in ωϕmode

for signal MC (top) and data (bottom). The red box repre-

sents the γωϕ signal region, the green boxes represent the

γπ+π−π0ϕ (a) and γωK+K− (b) sideband regions, and the

orange boxes represent the γπ+π−π0K+K− sideband regions

(c). The cyan, blue, violet, and pink dotted boxes in the bot-

tom figure represent four alternative sideband regions used in

the systematic uncertainty study (Sec. VI).

that of the initial state (4C) and the invariant mass of

the γγ pair to the nominal π0 mass [13]. We define χ2 =

χ2
5C +

2∑
i=1

χ2
PID(π) +

2∑
i=1

χ2
PID(K) as the sum of the χ2

from the 5C kinematic fit and the χ2 from PID for the

π or K particle hypothesis. To determine the types of

final state particles and to select the best combination

when additional photons or π0 candidates are found in

an event, the combination with the minimum value of χ2

is chosen, and additionally χ2
4C < 17 is required.

The optimization of the FOM is based on the branch-

ing fraction assumption B(ηc(2S) → ωϕ) = B(ηc(1S) →
ωϕ) [13] and the upper limit on the branching fraction

of ηc(1S) → ωϕ is used. The mass windows for the ω

and ϕ selections are set to be Mπ+π−π0 ∈ (0.737, 0.826)

GeV/c2 and MK+K− ∈ (1.005, 1.035) GeV/c2. The dis-

tributions of Mπ+π−π0 versus MK+K− for the signal MC
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and data are shown in Fig. 2, where the ω → π+π−π0 and

ϕ → K+K− signals are clearly seen. The peaking back-

ground contributions from the γπ+π−π0ϕ, γωK+K−,

and γπ+π−π0K+K− final states are evaluated with the

sideband regions labeled by a, b, and c, and are referred

to as γϕ3π, γω2K, and γ3π2K events.

Since non radiative decays ψ(2S) → V V can form a

peak in the MV V distribution in correspondence of the

ηc(2S) mass, in order to suppress this peaking back-

ground a modified kinematic fit is applied to the can-

didate events, where the energy of the radiative photon

is allowed to vary in the fit (3C fit) and the obtained in-

variant mass (M3C
V V ) is used to extract the signal yields.

Using the M3C
V V mass we obtain a resolution similar to

the 4C mass, but the background level is reduced since

the non-radiative peak is shifted towards the ψ(2S) mass

region [29].

IV. BACKGROUND ESTIMATION

The study of the ψ(2S) inclusive MC sample indicates

that the dominant peaking background contributions

on M3C
V V distributions come from ψ(2S) → γωπ+π−π0

and ψ(2S) → γ2(π+π−π0) decays for the ωω mode

(referred to as γω3π and γ6π, respectively), and from

ψ(2S) → γπ+π−π0ϕ, ψ(2S) → γωK+K−, and ψ(2S) →
γπ+π−π0K+K− decays for the ωϕ mode (referred to as

γϕ3π, γω2K and γ3π2K, respectively). Several decay

modes contribute in the M3C
ωω and M3C

ωϕ distributions as

non-peaking background events, with small contributions

at the level of about 1.4%.

A. Peaking background

The peaking background contributions are estimated

from the 2-dimensional (2D) sideband regions defined in

Fig. 1 and Fig. 2, and the yields are extracted from the

fits to the M3C
V V distributions as discussed in Section V.

The scale factors between the 2D signal region and the

sideband regions are determined from a 2D fit to the 2D

invariant mass distributions and calculated according to

the integral of each component in the defined regions.

In the 2D fit, the product of two double Gaussian func-

tions is used to describe the V V signal events, a double

Gaussian multiplied by a second-order polynomial is used

to describe the events with only one V in the final state,

and the product of two second-order polynomials is used

to represent the events with no V resonance in the fi-

nal state. The results from the 2D fitted projections are

shown in Fig. 3 for the γωω mode and in Fig. 4 for the

γωϕ mode in the region (3.35, 3.60) GeV/c2. The scale

factors (f) for the events between the V V signal and

the sideband regions are summarized in Table I. The fac-

tors are determined separately for the three χcJ states.

The M3C
V V signal regions of χc0, χc1, and χc2 states are

defined as (3.35, 3.47) GeV/c2, (3.47, 3.53) GeV/c2, and

(3.53, 3.60) GeV/c2, respectively.
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FIG. 3. Projections of the 2D fit to M
3C(1)

π+π−π0 and M
3C(2)

π+π−π0 .

The dots with error bars are data, the red solid lines are the

fit results, the red dashed lines are the fits of the signal (γωω)

events, and the green and blue dashed lines are the fits of

the γω3π events, and the pink dashed lines are the fits of the

γ6π(c) events.

B. ψ(2S) → ππJ/ψ

The fraction of the background from ψ(2S) → ππJ/ψ

events is approximately 1.0% for the γωω mode, primari-

ly stemming from ψ(2S) → π0π0J/ψ, and less than 0.4%

for the γωϕ mode. By examining the recoil mass distri-

butions of the ππ system in data, we observe no distinct

J/ψ peak in the J/ψ mass region of (3.05, 3.15) GeV/c2.
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FIG. 4. Projections of the 2D fit to Mπ+π−π0 and MK+K− .

The dots with error bars are data, the red solid lines are the

fit results, the red dashed lines are the fits of the signal (γωϕ)

events, the green and blue dashed lines are the fits of the

γω2K and γϕ3π events, and the pink dashed lines are the fits

of the γ3π2K events.

TABLE I. The scale factors (f) of each χcJ decay between

the V V signal and the sideband regions.

ωω mode ω1π
+π−π0 π+π−π0ω2 2(π+π−π0)

f : χc0 0.55 0.55 0.30

f : χc1 0.47 0.47 0.22

f : χc2 0.45 0.45 0.20

ωϕ mode ωK+K− π+π−π0ϕ π+π−π0K+K−

f : χc0 0.40 0.68 0.27

f : χc1 0.51 0.81 0.41

f : χc2 0.36 0.63 0.23

Since these events are smoothly distributed in the M3C
V V

distribution, no specific requirement is imposed to ve-

to the minor contribution from ψ(2S) → ππJ/ψ events.

For the γωω mode, a dedicated ψ(2S) → π0π0J/ψ MC

sample is generated and the MC line shape is used to

describe this background.

C. Wrong γωω combinations

The ψ(2S) → γχcJ , χcJ → ωω decays contaminate the

ηc(2S) signal region in case of a misassignment of the

radiative photon. These events account for 61% of the

background in the mass region (3.60, 3.70) GeV/c2. In

Fig. 5(a) the comparison between the M3C
ωω distribution

for data and for the three summed χcJ signals in the

inclusive MC sample is illustrated. The inclusive MC

line shape is used to describe this background in the fit

to data.

D. ψ(2S) → ωK+K−

The background fraction from ψ(2S) → ωK+K−

events in the region (3.60, 3.70) GeV/c2 is 64% for the

γωϕ mode, estimated using the MC-generated sample of

ψ(2S) → ωK+K−. The comparison between the M3C
ωϕ

distribution for data and for the ψ(2S) → ωK+K− MC

sample is shown in Fig. 5(b). The experimental distribu-

tion around the ψ(2S) peak can be well described by the

MC simulation. The MC line shape is used to describe

this background in the fit to data.

E. Continuum contribution

The background from the continuum processes is esti-

mated using the data sample collected at the center-of-

mass energy of 3.650 GeV. After applying the selection

criteria, the contribution from surviving events is mini-

mal. Considering the difference in production cross sec-

tions and integrated luminosities between the ψ(2S) and

the continuum data samples, a scale factor of 9.83 is ap-

plied to the data sample at 3.650 GeV. The estimated

numbers of continuum background events are 39± 20 for

the γωω mode and 30± 17 for the γωϕ mode.

V. SIGNAL EXTRACTION

The number of signal events is extracted by an un-

binned maximum likelihood fit of the M3C
V V distributions

within the range from 3.35 to 3.70 GeV/c2, which in-

cludes the χcJ signals. Figures 6 and 7 display the MV V

distributions and the best fit results for the γωω and the

γωϕ modes, respectively, in the whole fit range and in
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FIG. 5. (a) Comparison of theM3C
ωω distribution between data

(black dots with error bars) and ψ(2S) → γχcJ decays from

the inclusive MC sample (green histogram); (b) comparison

of the M3C
ωϕ distribution between data (black dots with error

bars) and ψ(2S) → ωK+K− decays from the signal MC sam-

ple (green histogram).

the range only containing the ηc(2S) signal. The χ
2/ndf

values of the fits are 218.8/167 = 1.3 for the γωω mode

and 111.9/167 = 0.7 for the γωϕ mode, where ndf is the

number of degrees of freedom.

In the fit, the line shape of the ηc(2S) is described by

[(BW (m)× E3
γ × fd(Eγ))⊗DG× ϵ(m)]⊗G, (3)

where m represents M3C
V V , BW (m) = 1

2π · Γ
(m−m0)2+Γ2/4

is the Breit-Wigner function for the ηc(2S) or χcJ reso-

nance, with m0 and Γ representing the mass and width

fixed to the PDG values [13]; Eγ =
M2
ψ(2S)−m

2

2Mψ(2S)
is the en-

ergy of the transition photon in the rest frame of ψ(2S)

(Mψ(2S) is the nominal mass of the ψ(2S)); fd(Eγ) =
E2

0

EγE0+(Eγ−E0)2
is the function to damp the diverging tail

raised by E3
γ , as used by the KEDR experiment [30]

for a similar process, where E0 =
M2
ψ(2S)−M

2
ηc(2S)

2Mψ(2S)
is
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FIG. 6. The M3C
ωω distributions in the whole fit range (a)

and in the range only containing the ηc(2S) signal (b). The

dots with error bars are data, the red solid curves are the

fit results, the blue dashed lines are the χcJ signal shapes,

the red dashed lines are the ηc(2S) signal shapes, the pink

dotted lines are the contributions from ψ(2S) → π0π0J/ψ,

the green dashed lines are the background contributions from

wrong γωω combinations, and the orange dotted lines are the

non-peaking background contributions.

the nominal energy of the transition photon; DG =

DG(m;m1, σ1,m2, σ2, f) is a double Gaussian function

used to describe the mass resolution, and the parameters

are estimated by using signal MC samples and fixed in

the fit to data; ϵ(m) is the detection efficiency as a func-

tion of m, parametrized by fitting the efficiencies deter-

mined at eachm using an ARGUS function multiplied by

a polynomial [31]; G = G(m;m3, σ3) is a single Gaussian
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FIG. 7. The M3C
ωϕ distributions in the whole fit range (a)

and in the range only containing the ηc(2S) signal (b). The

dots with error bars are data, the red solid curves are the fit

results, the blue dashed lines are the χcJ signal contributions,

the red dashed lines are the ηc(2S) signal shapes, the green

dotted lines are the contributions from ψ(2S) → ωK+K−,

and the orange dotted lines are the non-peaking background

contributions.

function describing the difference of the mass resolution

between data and MC simulation. For the χcJ signals,

the parameters of the single Gaussian function are left

free in the fit to data, while for the ηc(2S) signal they

are fixed to the values extrapolated from the values de-

termined at the χcJ following a linear assumption, which

are m3 = −1.85 MeV/c2 and σ = 0.34 MeV for the γωω

mode and m3 = −0.77 MeV/c2 and σ = 1.31 MeV for

the γωϕ mode.

For the γωω mode, three background components

are included in the fit: ψ(2S) → π0π0J/ψ, ψ(2S) →
γχcJ , χcJ → ωω, and non-peaking background contribu-

tions. The line shape and the number of background

events of ψ(2S) → π0π0J/ψ are fixed according to MC

simulation and the branching fractions taken from the

PDG [13]. The second component comes from ψ(2S) →
γχcJ , χcJ → ωω decays where the radiative photon is

wrongly assigned. The line shape from the inclusive MC

sample extracted with RooKeysPdf [32] is used. An ad-

ditional ARGUS function is added in the fit to describe

the non-peaking background contribution from unknown

processes. The numbers of events of the second and third

components are free parameters in the fit. For the γωϕ

mode, two background components are used: one to de-

scribe the ψ(2S) → ωK+K− contribution, with the line

shape fixed according to the MC simulation [13]; the oth-

er is an ARGUS function used to describe the smoothly

distributed background events.

The peaking background contributions from χcJ →
ωπ+π−π0 and χcJ → 2(π+π−π0) for the γωω mode,

and from χcJ → ωK+K−, χcJ → π+π−π0ϕ, and χcJ →
π+π−π0K+K− for the γωϕmode, are estimated by using

events from the 2D sideband regions as shown in Fig. 3

and Fig. 4, respectively. The same formula used for the

V V signal region is used to fit the M3C
V V distributions in

the sideband regions. The fit results of the ωπ+π−π0 and

2(π+π−π0) contributions and of the ωK+K−, π+π−π0ϕ,

and π+π−π0K+K− contributions are shown in Fig. 8

and in Fig. 9, respectivey.

The number of χcJ → V V signal events (N extracted
data ) is

calculated by

N extracted
data =Nfitted

V V − f(a) ×Nfitted
(a)

− f(b) ×Nfitted
(b) + f(c) ×Nfitted

(c) ,
(4)

where fa,b,c are the scale factors between the V V signal

and sideband regions as listed in Table I, and Nfitted
a,b,c are

the numbers of events in the corresponding V V sideband

regions. The obtained results are summarized in Table II.

The statistical significance is calculated from the differ-

ence of the logarithmic likelihoods [33], −2 ln(L0/Lmax),

where Lmax and L0 are the maximized likelihoods with

and without the signal component, taking into account

the difference in the number of degrees of freedom. The

statistical significance of the ηc(2S) is 3.2σ and 1.4σ for

the ωω and ωϕ modes, respectively. The number of

ηc(2S) signal events is determined to be 42 ± 28 for the
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TABLE II. The number of signal events for the χcJ in signal and sideband regions.

Channel Nfitted
ωω Nfitted

ω1π+π−π0 Nfitted
π+π−π0ω2

Nfitted
2(π+π−π0) Nextracted

data

χc0 → ωω 19079± 172 2114± 59 1950± 56 1877± 55 17411± 178

χc1 → ωω 12957± 128 1644± 46 1622± 45 973± 36 11636± 132

χc2 → ωω 15656± 135 1886± 48 1835± 48 1335± 42 14253± 139

Channel Nfitted
ωϕ Nfitted

ωK+K− Nfitted
π+π−π0ϕ Nfitted

π+π−π0K+K− Nextracted
data

χc0 → ωϕ 1991± 50 57± 10 119± 14 25± 8 1895± 51

χc1 → ωϕ 468± 23 65± 9 158± 14 115± 12 354± 23

χc2 → ωϕ 196± 15 45± 8 73± 10 60± 9 148± 17
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FIG. 8. The M3C
ωω distributions in the sideband regions: (a)

γω3π, (b) γω3π, and (c) γ6π. The dots with error bars are

data, the red solid curves are the best fit results, the blue

dashed lines illustrate the χcJ signal shapes, the pink dotted

lines represent the contribution from the ψ(2S) → π0π0J/ψ

process, the green dot-dashed lines show the background con-

tribution from wrong γωω combinations, and the orange dot-

dashed lines are the non-peaking background.
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FIG. 9. The M3C
ωϕ distributions in the sideband regions: (a)

γϕ3π, (b) γω2K, and (c) γ3π2K. The dots with error bars

are data, the red solid curves are the best fit results, the blue

dashed lines show the χcJ signal shapes, the green dashed

lines represent the contribution from ψ(2S) → ωK+K−, and

the orange dot-dashed lines are the non-peaking background.

ωω mode. The decay χc2 → ωϕ is found with a statistical

significance of 12.8σ.

An input/output check is performed using the inclusive

MC samples to validate the entire fitting procedure. The
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output numbers determined from the fit are found to be

consistent within one standard deviation with the input

ones, indicating no bias.

We set the upper limits of the numbers of the ηc(2S)

signal events at the 90% C.L. for ηc(2S) → ωω and

ηc(2S) → ωϕ decays with the likelihood scan method as

shown in Fig. 10. The upper limit of Nsig is determined

by solving the equation
´ Nsig
0

L(x)dx/
´ +∞
0

L(x)dx =

0.9, where x is the assumed ηc(2S) signal yield, and L(x)
is the corresponding maximized likelihood of the fit.

VI. SYSTEMATIC UNCERTAINTY

ESTIMATION

Table III summarizes the sources of systematic uncer-

tainties, which are described in details as follows.

• MDC tracking efficiency. The systematic uncer-

tainty of the tracking efficiency for π is studied

via the control sample J/ψ → π+π−π0 [34]. A

two dimensional systematic uncertainty matrix is

provided with 11 intervals along PT (π) and 10 in-

tervals along cos θ. The systematic uncertainty

of each pion track is determined using a weight

method according to the PT (π) and cos θ distri-

butions in the signal MC process. The system-

atic uncertainty for kaon tracking is estimated to

be 1.0% per K track using the control sample

J/ψ → K0
SK

−π+ + c.c [35].

• Photon reconstruction. The photon detection ef-

ficiency is studied by using the control sample

e+e− → γµ+µ− in the photon energy region

(0.1, 1.2) GeV.

• Mass window. The systematic uncertainty from the

π0 mass window selection is estimated by the differ-

ence between the efficiencies of data and MC sim-

ulation caused by the requirement in Mγγ . This

uncertainty has been assigned as 1.0% by using the

control sample of J/ψ → π0pp̄ [36].

The systematic uncertainties from the ω and ϕmass

windows are estimated by fitting the corresponding

distribution in data and examining the mass reso-

lution difference between data and MC simulation.

The difference in the detection efficiencies is taken

as the systematic uncertainty.
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FIG. 10. Likelihood distributions as a function of the number

of signal events for the two decay modes, where the black

lines represent the likelihood distribution for data, and the

red lines are the normalized likelihood distribution including

the systematic uncertainties.

• Kinematic fit. The systematic uncertainty from the

kinematic fit is estimated by correcting the helix

parameters of the charged tracks in the MC simu-

lation [37]. The differences in the detection efficien-

cies with and without the corrections for the helix

parameters are taken as the uncertainty.

• Helicity angle. For the χc1 → ωω events, the

cos(θω) distributions differ between data and MC

simulation. To take into account this difference in-

to the uncertainties, the cos θω distributions are di-
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TABLE III. Systematic uncertainties (in %) for the branching fraction measurements.

Source ηc(2S) → ωω χc0 → ωω χc1 → ωω χc2 → ωω ηc(2S) → ωϕ χc0 → ωϕ χc1 → ωϕ χc2 → ωϕ

MDC tracking 0.5 0.4 0.5 0.4 2.2 2.2 2.2 2.2

Photon reconstruction 2.5 2.5 2.5 2.5 1.5 1.5 1.5 1.5

Mass window-π0 2.0 2.0 2.0 2.0 1.0 1.0 1.0 1.0

Mass window-ω1 0.0 0.0 0.0 0.0 ··· ··· ··· ···
Mass window-ω2 0.0 0.0 0.0 0.0 ··· ··· ··· ···
Mass window-ω ··· ··· ··· ··· 0.0 0.0 0.0 0.0

Mass window-ϕ ··· ··· ··· ··· 0.1 0.1 0.1 0.1

Kinematic fit 1.8 1.5 1.5 1.7 3.1 2.6 2.9 2.6

Helicity angle ··· ··· 0.5 ··· ··· ··· ··· ···
Sideband region ··· 0.2 0.2 0.2 ··· 0.7 1.7 2.2

Sideband factor ··· 0.0 0.1 0.1 ··· 0.1 0.3 0.5

Detection efficiency 0.7 ··· ··· ··· 1.4 ··· ··· ···
Total number of ψ(2S) events 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

B(ψ(2S) → γχcJ) ··· 2.0 2.5 2.1 ··· 2.0 2.5 2.1

B(ω → π+π−π0) 1.6 1.6 1.6 1.6 0.8 0.8 0.8 0.8

B(ϕ→ K+K−) ··· ··· ··· ··· 1.0 1.0 1.0 1.0

B(π0 → γγ) 0.1 0.1 0.1 0.1 0.0 0.0 0.0 0.0

Damping function form ··· 0.5 0.2 0.8 ··· 0.1 0.6 2.1

Efficiency curve ··· 0.0 0.0 0.0 ··· 0.1 0.0 0.7

MC resolution ··· 0.1 0.3 0.2 ··· 0.1 0.3 0.0

Resolution between data and MC ··· ··· ··· ··· ··· ··· ··· ···
Continuum background ··· 0.0 0.0 0.0 ··· 0.1 0.0 0.0

Shape of ψ(2S) → π0π0J/ψ ··· 0.0 0.0 0.0 ··· ··· ··· ···
Number of ψ(2S) → π0π0J/ψ ··· 0.0 0.0 0.0 ··· ··· ··· ···

Shape of inclusive MC ··· 0.1 0.0 0.0 ··· ··· ··· ···
Shape of ψ(2S) → ωK+K− ··· ··· ··· ··· ··· 0.1 0.0 0.0

ARGUS function ··· 0.2 0.1 0.2 ··· 0.4 2.8 2.8

Total 4.1 4.3 4.5 4.5 4.6 4.6 6.0 6.3

vided into 100 bins, and an averaged efficiency is

calculated from the signal MC, by weighting the

efficiency obtained for each bin by the fraction of

generated events for each bin; in analogous way, the

averaged efficiency is calculated for the data sam-

ple, by weighting the selected events using the bin-

dependent efficiency obtained from MC. The differ-

ence between the averaged efficiency for simulation

and for data is taken as the systematic uncertainty.

• Sideband. The systematic uncertainty from the

choice of the sideband regions is estimated by

changing the ranges as shown is Fig. 1(b) and

Fig. 2(b), and the maximum difference of the fitted

signal yield is taken as the systematic uncertainty.

The scale factors listed in Table I are calculated

with parameters fixed to the results from the 2D

fit; the uncertainties introduced by the fit parame-

ters are estimated by generating multi-dimensional

Gaussian random numbers using the covariance

matrix values from the fit as input. The standard

deviation of the resultant number of the χcJ events

is taken as the systematic uncertainty.

• Detection efficiency. The detection efficiency of the

ηc(2S) is calculated with events in the V V signal

region, and the contribution from the 2D sideband

regions is not considered. Taking this into account,

the scale factors for the ηc(2S) between the 2D sig-

nal and sideband regions are determined from the

average results of the three χcJ states. The differ-

ence between the two detection efficiencies is taken

as the systematic uncertainty.

• Total number of ψ(2S) events. The total number
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of ψ(2S) events is determined to be (2712± 14) ×
106 [17]; therefore, 0.52% is cited as the relative

uncertainty.

• Input branching fractions. The systematic uncer-

tainties from the branching fractions of ψ(2S) →
γX (where X is the χcJ), ω → π+π−π0, ϕ →
K+K− and π0 → γγ decays are quoted from the

PDG [13].

• Damping function form. An alternative damp-

ing function used by the CLEO Collaboration [38],

fd(Eγ) = exp(−E2
γ/8β

2) where β is a free param-

eter, is chosen to estimate the related uncertainty.

The yield difference using the two damping func-

tions is taken as the systematic uncertainty.

• Efficiency curve. The efficiency curve is fitted by

an ARGUS function multiplied by a polynomial.

As an alternative choice, we describe the efficiency

curve using RooHistPDF [39], and take the differ-

ence between the results from the two functions as

the systematic uncertainty.

• MC resolution and detector resolution. The

systematic uncertainty related to the modeling

of the MC resolution is estimated by using

RooKeysPDF [32] to replace the double Gaussian

resolution function, and the difference in the results

caused by the two MC resolution functions is taken

as the systematic uncertainty.

The detector resolution difference between data

and MC for the ηc(2S) is obtained by fitting the

difference values for χcJ signals and extrapolating

to the ηc(2S) mass. The resolution difference for

the line shape of the ηc(2S) signal is varied by ±1σ,

and the largest variation is taken as the systematic

uncertainty.

• Background shape. The systematic uncertainties

related to the background contributions are from

the continuum, ψ(2S) → π0π0J/ψ and ψ(2S) →
ωK+K− events. In the nominal fit, the continuum

contribution is not included since it is very small.

By including this contribution in the fit, the change

of the final result is taken as the systematic uncer-

tainty.

The systematic uncertainty from the fixed ψ(2S) →
π0π0J/ψ yield is estimated by modifying the num-

ber by ±N err, where N err = N tot
ψ(2S) ·

∏
i Bi ×√∑

i

(Berr/B)2 [13], and refitting the M3C
V V distri-

butions. The uncertainty from the line shapes of

ψ(2S) → π0π0J/ψ and ψ(2S) → γχcJ , χcJ → ωω

for the ωω mode, ψ(2S) → ωK+K− for the ωϕ

mode is estimated by changing RooKeysPDF [32]

into RooHistPDF [39], and the differences in the

signal yields are taken as the systematic uncertain-

ties. The uncertainty from the non-peaking back-

ground contribution is determined by replacing the

ARGUS function with a 1st-order polynomial mul-

tiplied by a truncation function, which is used to

set the pdf to zero in the mass region above 3.69

GeV (as it exceeds the phase space).

The systematic uncertainty on the upper limit of signal

yield Nup
sig at 90% C.L. includes additive sources and mul-

tiplicative sources. The additive systematic uncertainty

includes the damping function form, the efficiency curve,

the MC resolution, the resolution difference between data

and MC simulation, and the background shape. They are

considered separately. For each decay and each case, the

largest upper limit of the number of signal events is se-

lected. The multiplicative sources systematic uncertainty

are listed in Table III, which is incorporated by convolv-

ing a Gaussian function to the likelihood distribution in

which the total multiplicative systematic uncertainty is

taken as the standard deviation [40]. It is written as

L′(N) =

ˆ 1

0

L(S
Ŝ
N) exp[

−(S − Ŝ)

2σ2
S

N ]dS, (5)

where Ŝ is associated with the nominal efficiency, σS is

its multiplicative systematic uncertainty, and L′(N) is

the likelihood distribution obtained from fitting the like-

lihood of the signal yields as shown in Fig. 10.

VII. RESULT AND SUMMARY

Using (2712 ± 14) × 106 ψ(2S) events collected by

the BESIII detector, we search for the hadronic decays

ηc(2S) → ωω and ηc(2S) → ωϕ via the ψ(2S) → γηc(2S)

process, and we update the branching fractions of the

χcJ → ωω and χcJ → ωϕ decays.

The upper limits of the product branching fractions of

ψ(2S) → γηc(2S), ηc(2S) → V V at 90% C.L. are deter-
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TABLE IV. Signal yields, signal efficiencies, and branching fractions for the χcJ → ωω and χcJ → ωϕ decays. The branching

fractions of χcJ from the world average values [13] are also shown.

Channel Nextracted
data ϵ[%] Bmeasured(×10−4) BPDG(×10−4)

χc0 → ωω 17411± 178 7.94± 0.24 10.63± 0.11stat. ± 0.46syst. 9.7± 1.1tot.

χc1 → ωω 11636± 132 8.83± 0.26 6.39± 0.07stat. ± 0.29syst. 5.7± 0.7tot.

χc2 → ωω 14253± 139 8.13± 0.25 8.50± 0.08stat. ± 0.38syst. 8.4± 1.9tot.

χc0 → ωϕ 1895± 51 13.93± 0.31 1.18± 0.03stat. ± 0.05syst. 1.41± 0.13tot.

χc1 → ωϕ 354± 23 15.27± 0.32 0.20± 0.02stat. ± 0.01syst. 0.27± 0.04tot.

χc2 → ωϕ 148± 17 14.18± 0.31 0.09± 0.01stat. ± 0.01syst. 0.10± 0.03tot.

mined using

B(ψ(2S) → γηc(2S), ηc(2S) → V V ) <
Nup

sig

N tot
ψ(2S) ·

∏
i Bi · ϵ

,

(6)

where ϵ is (6.78± 0.23)% for the γωω mode and (12.10±
0.29)% for the γωϕ mode, and Nup

sig is the upper limit

of the number of signal events, which is 179.0 and 31.8

for the ωω and ωϕ modes, respectively. The branch-

ing fraction of ψ(2S) → γηc(2S) is not divided out,

Br(ψ(2S) → γηc(2S)) = (5.2+2.0
−1.5) × 10−4 [41], as it

is with large uncertainty. Thus, the upper limit of the

branching fraction of ψ(2S) → γηc(2S), ηc(2S) → ωω

and ψ(2S) → γηc(2S), ηc(2S) → ωϕ are 1.24× 10−6 and

2.24× 10−7 at 90% C.L., respectively.

The branching fractions of ηc(2S)/χcJ(1P ) → ωω and

χcJ(1P ) → ωϕ are calculated by

B(ηc(2S)/χcJ → V V ) =
N extracted

data

N tot
ψ(2S) ·

∏
i Bi · ϵ

, (7)

where N extracted
data represents the number of signal events,

N tot
ψ(2S) is the total number of ψ(2S) events, Bi are the

branching fractions taken from the PDG [13], and ϵ is

the detection efficiency.

For the ηc(2S) → ωω decay, the branching fraction is

determined to be B(ηc(2S) → ωω) = (5.65±3.77(stat.)±
5.32(syst.))×10−4. Combining our branching fraction of

ηc(2S) → ωω and that of ηc(1S) → ωω [12], we calculate

the branching fraction ratio to be

B(ηc(2S) → ωω)

B(ηc(1S) → ωω)
= 0.35± 0.41. (8)

The result in ωω mode is smaller than the prediction from

Ref. [10], while it favors the prediction from Refs. [8,

9]. Using the central value of the branching ratio for

ηc(2S) → ωω decay and the upper limit for ηc(2S) → ωϕ

decay, excluding the uncertainty from ψ(2S) → γηc(2S),

we calculate the upper limit of the branching fraction

ratio to be

B(ηc(2S) → ωϕ)

B(ηc(2S) → ωω)
< 0.76, (9)

while the same ratio for ηc(1S) is < 0.06 [12].

For the branching fractions of χcJ → V V , the detec-

tion efficiencies in Eq. 7 are determined with the same

fit procedure used in data. The peaking contributions

estimated using the 2D sideband regions are subtract-

ed. Table IV lists the detection efficiencies and calculat-

ed branching fractions. The χc2 → ωϕ decay is observed

with a statistical significance greater than 10σ. The mea-

sured branching fractions of the χcJ decays are consistent

with the world average values [13], with precision im-

proved by at least a factor of two. These measurements

provide better constraints for the models used to explain

the decay dynamics of charmonium states.
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