
Performance of the ALICE 
ElectroMagnetic Calorimeter

Performance Report
CERN-EP-2022-184

September 8, 2022

ar
X

iv
:2

20
9.

04
21

6v
2 

 [
ph

ys
ic

s.
in

s-
de

t]
  2

9 
Se

p 
20

23



EUROPEAN ORGANIZATION FOR NUCLEAR RESEARCH

CERN-EP-2022-184
30 August 2022

© 2022 CERN for the benefit of the ALICE Collaboration.
Reproduction of this article or parts of it is allowed as specified in the CC-BY-4.0 license.

Performance of the ALICE Electromagnetic Calorimeter

ALICE Collaboration*

Abstract
The performance of the electromagnetic calorimeter of the ALICE experiment during op-
eration in 2010–2018 at the Large Hadron Collider is presented. After a short introduction
into the design, readout, and trigger capabilities of the detector, the procedures for data
taking, reconstruction, and validation are explained. The methods used for the calibration
and various derived corrections are presented in detail. Subsequently, the capabilities of
the calorimeter to reconstruct and measure photons, light mesons, electrons and jets are
discussed. The performance of the calorimeter is illustrated mainly with data obtained with
test beams at the Proton Synchrotron and Super Proton Synchrotron or in proton–proton
collisions at

√
s = 13 TeV, and compared to simulations.
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1 Introduction
A Large Ion Collider Experiment (ALICE) is a multipurpose experiment at the Large Hadron
Collider (LHC) at the European Organization for Nuclear Research (CERN) consisting of mul-
tiple detector systems [1]. Its primary goal is to investigate the properties of hot quark–gluon
matter created in ultrarelativistic heavy-ion collisions. This is accomplished by exploiting the
unique features of the ALICE detector systems, namely to be able to measure and identify both
soft particles and hard probes, i.e. jets, heavy-flavor hadrons and quarkonia, as well as direct
photons. The ALICE experiment incorporates detectors based on a variety of different particle
reconstruction and identification techniques. The central tracking system covering a pseudo-
rapidity of |η | < 0.9 consists of the Inner tracking system (ITS), Time Projection Chamber
(TPC), Transition Radiation Detector (TRD) and Time Of Flight (TOF) and is able to detect
and identify relatively soft charged particles with transverse momenta pT > 50–100 MeV/c in
complex, high-multiplicity events (see [2] for details on the achieved performance). All central
barrel detectors are placed inside a large solenoid magnet with a maximum field of 0.5 T parallel
to the beam direction. In the central region, ALICE includes two electromagnetic calorimeter
systems: the PHOton Spectrometer (PHOS) and the Electro Magnetic Calorimeter (EMCal).
The PHOS calorimeter was designed to measure spectra and correlations of thermal and direct
photons, and of neutral mesons via their decay into photon pairs. This requires high granularity
as well as excellent energy and position resolution [3]. The EMCal [4] was designed for the
measurements of electrons from heavy-flavor hadron decays, the electromagnetic component
of jets, and spectra of direct photons and neutral mesons. Compared to PHOS, this requires a
larger acceptance but less stringent requirements on the energy and position resolution. Both
calorimeters are trigger detectors, they select collisions when there is a high energy deposition,
typically a few GeV, from photons or electrons. The EMCal also provides a dedicated trigger
for jets. Such triggers are needed to sample most of the LHC delivered luminosity, since not
all the collisions that pass the minimum-bias (MB) trigger condition [5] can be recorded due to
TPC readout time limitations.
This document discusses the capabilities, data processing, calibration methods, and perfor-
mance of the EMCal with a focus on the experience and performance from the LHC Run 2
from 2015–2018. It constitutes the first complete description of the achieved performance since
the report on the expected physics performance in 2009 [6] before collision data were taken
with the EMCal, and since the general summary of the ALICE performance from Run 1 with
collision data in 2014 [2].
The EMCal is a layered lead (Pb)-scintillator (Scint) sampling calorimeter with wavelength
shifting fibers that run longitudinally through the Pb/Scint stack providing light collection
(Shashlik) [4]. It is located 4.5 m in radial distance from the beam pipe and covers two separate
ranges in azimuth, as illustrated in Fig. 1. The EMCal is structured in so-called Super Modules
(SMs), as described in Sec. 2.2. It was installed into ALICE in several campaigns: in 2009, the
first four SM (SM0–3, see Fig. 5) were installed; in 2011 the supermodules 4–11 were added.
The rest of EMCal supermodules (SM12–19) were installed in 2014. Since these last supermod-
ules are located about 180◦ opposite in azimuthal angle from the other SMs, this second part
of the EMCal is often referred to as Di-Jet Calorimeter (DCal), highlighting its purpose to be
able to measure dijets [7]. We usually will refer to the complete detector as EMCal (SM0–19)
and only treat the DCal as an independent detector when we intend to point out or illustrate a
difference. An additional change of setup of the EMCal was introduced by the successive in-
stallation of the TRD detector modules [8], which are in front of the EMCal. The TRD modules
provide additional material decreasing the yield of photons in some regions of the EMCal due
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solenoid magnet
ITS 
TPC 

TRD
TOF
EMCal/DCal

HMPID
PHOS

Figure 1: Schematic view of the EMCal (left) illustrating the module position on two approx-
imately opposite locations in azimuth. The PHOS calorimeter inside the DCal is indicated in
brown. The right figure shows a cross section of the ALICE barrel detectors.

to the additional photon conversions occurring in the TRD modules.
The ALICE coordinate system, used throughout the article, is a right-handed orthogonal Carte-
sian system with its origin at the LHC Interaction Point (IP)2. The z axis is parallel to the mean
beam direction at IP2 and points along the LHC beam 2 (i.e. LHC anticlockwise). The x axis is
horizontal and points approximately towards the center of the LHC. The y axis, consequently,
is approximately vertical and points upwards. Other ALICE or LHC specific nomenclature that
will be used throughout the document including beam-related properties such as bunch spacing
and crossing and orbit are detailed in Refs. [1, 9].
In the following, the data collected so far with the EMCal are summarized. The data taking at
the LHC is organized in various units of time. There are LHC run periods, which last several
years and are followed by long shutdown periods. To date, ALICE recorded data during two
LHC runs, Run 1 in 2009–2013 and Run 2 in 2015–2018. A single data-taking year is subdi-
vided into different periods1, which typically last several weeks to months for standard physics
data-taking periods, or just days or hours, if special tests are done. Within these periods, ALICE
takes data during single “runs”, which usually last a few hours and are tagged by a unique num-
ber (run number). Tables 1–3 summarize the recorded datasets with the EMCal. The EMCal
recorded events are reported in terms of integrated luminosity Lint = NevtRF/σMB where Nevt
is the number of triggered collisions, Rejection Factor (RF) is the average number of rejected
events per triggered event and σMB is the minimum-bias cross section [10–13].
The remaining part of the article is structured as follows. Details about the design and readout of
the detector are given in Sec. 2. Details on data taking, reconstruction and validation are given
in Sec. 3. In order to characterize the EMCal in a controlled environment, a prototype was
tested with beams of known energy in 2010. The details of the setup and analysis of the beam

1Usually, a period advances from one LHC technical stop to the next, but it can switch in between, if something
changed in the detector configuration (eg. magnetic field) or the beam conditions (eg. collision system or energy).
Periods are denoted as LHCyyl, where yy denotes the year and l corresponds to a letter to separate different periods,
for example "LHC12c". Some of the figures in this article contain such period tags.
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Table 1: Data collected in pp collisions for different center-of-mass energies (
√

s) with
minimum-bias and EMCal triggers.

√
s Year MB events (x106) Lint MB Lint EMCal

0.9 TeV 2010 5.8 0.12 nb−1 -

2.76 TeV 2011 26.4 0.55 nb−1 1.2 nb−1

2013 15.6 0.33 nb−1 47.1 nb−1

5.02 TeV 2015 100 1.95 nb−1 0.075 pb−1

2017 1129 22.05 nb−1 0.435 pb−1

7 TeV 2010 358 5.74 nb−1 -
2011 1.8 0.03 nb−1 0.47 pb−1

8 TeV 2012 108 1.93 nb−1 0.62 pb−1

13 TeV 2016 382 6.61 nb−1 2.44 pb−1

2017 519 8.97 nb−1 3.74 pb−1

2018 615 10.64 nb−1 3.23 pb−1

Table 2: Data collected in p–Pb collisions for different nucleon–nucleon center-of-mass ener-
gies (√sNN) with minimum bias and EMCal triggers. The numbers in parentheses denote the
corresponding data set with only the triggering and vertexing detectors in the readout.

√sNN year MB events (x106) Lint MB Lint EMCal

5.02 TeV 2013 94 0.045 nb−1 7.38 nb−1

2016 490 0.235 nb−1 -

8.16 TeV 2016 38(83) 0.018 (0.041) nb−1 1.42 (5.67) nb−1

Table 3: Data collected in heavy-ion collisions at different nucleon–nucleon collision center-
of-mass energies (√sNN) using minimum bias, centrality [14] or EMCal triggers. Centrality
triggers are defined as minimum bias (0-100%), central (0-10%), and mid-central (0-50% for
2011 and 30-50% for 2018). The corresponding cross sections are given in µb−1 in the brackets.

centrality triggered events (x106) Lint EMCal
System Year minimum bias central mid-central

Xe, 5.44 TeV 2017 1.7 (0.3) - - -

Pb, 2.76 TeV 2010 14.8 (2.0) - - -
2011 1.6 (0.2) 11.5 (15.3) 10.6 (4.7) 25.3 µb−1

Pb, 5.02 TeV 2015 74 (9.7) - - 51.2 µb−1

2018 159 (20.9) 133 (174.5) 73 (48.1) 116.9 µb−1

test are documented in Sec. 4. To use the data of the EMCal, several iterations of calibration and
selections have to be applied. The technicalities of the related procedures are given in Sec. 5.
The EMCal performance is typically illustrated using data and simulations from pp collisions at
a center-of-mass energy of

√
s = 13 TeV, and from Pb–Pb collisions at a center-of-mass energy

per nucleon–nucleon of √sNN = 5.02 TeV. To reconstruct objects like photons, light mesons,
electrons, and jets, specific algorithms are applied to the calibrated data. The performance of
the EMCal regarding these reconstructed objects are discussed in Sec. 6.

6
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2 Detector description
The main characteristics of the detector and the Front End Electronics (FEE) are briefly de-
scribed below. They are relevant for understanding the physics performance discussed in the
subsequent sections. For a complete description see [4, 7].

2.1 Module design
The basic building block of the EMCal is a Module, which consists of 2×2 optically isolated
towers as illustrated in Fig. 2.
Each tower is read out individually and spans a region of ∆η ×∆ϕ ≃ 0.0143× 0.0143. The
tower lines are referred to as columns in the η direction and as rows in the ϕ direction. Each
module has a fixed width in the ϕ direction and a tapered width in the η direction with an angle
of 1.5◦. The resulting assembly of stacked strips made of 12 identical modules (along ϕ) is
approximately projective in η (see Fig. 3) with an average angle of incidence at the front face
of a module of less than 2◦ in η and less than 5◦ in ϕ .
The physical characteristics of the EMCal modules are summarized in Tab. 4. White, acid-
free, bond paper serves as a diffuse reflector on the scintillator surfaces and provides friction
between 76 layers of lead and 77 layers of scintillator. The scintillator edges are treated with
TiO2 loaded reflector to improve the transverse optical uniformity within a single tower and to
provide tower-to-tower optical isolation better than 99%.
Scintillation photons produced in each tower are captured by an array of 36 Kuraray Y-11 (200
M), double clad, Wavelength Shifting (WLS) fibers. Each fiber within a given tower terminates
in an aluminized mirror at the front face of the module and is integrated into a polished, circular
group of 36 fibers at the photosensor end at the back of the module. Avalanche Photo Diodes

Figure 2: Photo and drawing of EMCal module showing all components.
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Figure 3: Schematic view of the EMCal full-size super modules (SMs) illustrating the strip
structure made of 24 strips.

Table 4: EMCal module physical parameters.

Parameter Value

Tower Size (on front face) 6.0 × 6.0 × 24.6 cm3

Tower Size (at η=0 ) ∆η ×∆ϕ ≃ 0.0143×0.0143
Sampling Ratio 1.44 mm Pb / 1.76 mm Scint.
Layers 77
Scintillator Polystyrene (BASF143E +

1.5%pTP + 0.04%POPOP)
Absorber natural lead
Effective radiation length X0 12.3 mm
Effective Molière radius RM 3.20 cm
Effective Density 5.68 g/cm3

Sampling Fraction 1/10.5
No. of radiation lengths 20.1

(APDs) of 5×5 mm2 size (Hamamatsu S8664-55 or Perkin Elmer C30739ECERH-l) are used
as active photosensors for operation in the high 0.5 T field inside the ALICE magnet. The
APDs are operated at moderate gain for low noise and high gain stability in order to maximize
energy and timing resolution. The number of primary electrons generated in the APD from an
electromagnetic shower is ≈ 4.4 photoelectrons/MeV. The reverse bias voltage of the APDs are
individually controlled to provide an electron multiplication factor of ∼30, resulting in a charge
output of ≈ 132 electrons/MeV from the APDs. The main characteristics of the EMCal FEE
are summarized in Tab. 5
The APD is connected directly to a Charge Sensitive Preamplifier (CSP) with a short rise time
of ≈ 10 ns and a long decay time of ≈ 130 µs, i.e., approximately a step pulse. The amplitude of
the step pulse is proportional to the number of integrated electrons from the APD and therefore
proportional to the energy of the incident particle.
The CSPs of 2× 8 adjacent towers are connected to an adaptor called as T-Card, and the ana-
log signals arrive via a ribbon cable to the FEE cards located at the end of the SM. Figure 4
illustrates the acceptances covered by a tower, module, strip module, T- and FEE- cards.

8
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Table 5: EMCal FEE main characteristics.

Parameter Value

High gain range 15.3 MeV to 15.6 GeV
Low gain range 248 MeV to 250 GeV
Time integration window 1.5 µs
Digitization sampling rate 10 MHz
Light yield at APD ≈ 4.4 photoelectrons/MeV
APD gain ≈ 30
Shaping time ≈ 235 ns

FEE-Card
8x4 towers

T-Card
8x2 towers

EMCal Supermodule
24x48 towers (12x24 modules)

Module
2x2 towers

Tower (Cell)
ΔηxΔφ=0.0143x0.0143 

Strip Module
24x2 towers

Figure 4: (Color online) EMCal full-size (SM) in the (η ,ϕ) plane including visualizations of
sub-components and their tower coverage.

2.2 Supermodule design
The overall design of the calorimeter is heavily influenced by its integration within the ALICE [1]
setup and SMs of 3 different sizes are used: full-, 2/3- and 1/3- size. Each full-size SM is as-
sembled from 12× 24 = 288 modules arranged in 24 strip modules of 12× 1 modules each.
Each 2/3-size SM is assembled from 12× 16 = 192 modules, and each one-third size SM is
assembled from 4×24 = 96 modules. The EMCal is made of 10 full-size SMs and 2 1/3-size
SMs covering |η | < 0.7 in pseudorapidity and 80◦ < ϕ < 187◦ in azimuth. DCal is made of
6 2/3-size SMs and 2 1/3-size SMs with acceptance: 0.22 < |η | < 0.7,260◦ < ϕ < 320◦ and
|η |< 0.7,320◦ <ϕ < 327◦. A schematic view of the acceptance and the SM numbering scheme
used in the offline software is illustrated in Fig. 5. The EMCal has 12288 towers and DCal has
5376 towers. The SMs are installed in the experimental cavern such that the radial distance of
the SM front face from the IP is R ≃ 4.3 m, see Fig. 1.

2.3 Readout
A single FEE card [15] provides readout of 32 towers (2 adjacent T-Cards) and splits the indi-
vidual preamplifier signal into energy and trigger shaper channel. The energy signals are shaped
with ≈ 200 ns shaping time in dual shaper channels differing by a factor of 16 in gain, sampled
at 10 MHz with the 10-bit ALICE TPC Readout (ALTRO) chip [16]. The shapers are designed
such that for an APD gain factor of 30, the range fills the full input range of 1 V of the ALTRO
chip, for each of the high (×16) and low gain channels. The signal V (t) is characterised by the

9
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Figure 5: Geometric overview of the EMCal and DCal detectors in the η-ϕ plane. The drawing
outlines the full LHC Run 2 setup with all 20 SMs as well as the PHOS detector in the DCal
gap.

formula in Eq. 1:

V (t) =
2QA2

C f

[
t − t0

τ

]2

exp
{
−2

t − t0
τ

}
(1)

where Q is the charge on APD, A the preamplifier gain, C f the capacitance in the preamplifier,
t0 the peak time, and τ the shaping time.
The dynamic range of the calorimeter is defined by the requirement of 250 GeV maximum
single channel energy. Given the 16:1 gain ratio of the high and low gain channels, the two
overlapping 10-bit Analog-to-Digital Converter (ADC) ranges correspond to an effective 14-bit
dynamic range over the interval from ∼ 16 MeV to 250 GeV, resulting in a Least Significant
Bit on the low gain range of 250 MeV and on the high gain range of 16 MeV.
Since the digitization by the ALTRO chip of the two parallel streams corresponding to low and
high gain channels is performed with 10 MHz (100 ns) sampling frequency, information about
the signal time phase is required, as there are 4 possible phases of sampling in respect to trigger
signal of 40 MHz granularity. During LHC Run 1 (years 2009 to 2011), the phases were found
online by the readout firmware, while during LHC Run 2 (years 2015 to 2018) they were found
with an offline analysis of data as described in Sec. 5.4.
The ALTRO chip copies a defined amount of samples from a rotating buffer to a Multi-Event
Buffer (MEB) on reception of the Level-0 (L0) trigger from the Central Trigger Processor
(CTP) [17]. Reception of the Level-1 (L1) signal validates the data in the multi-event buffer,
so that this can not be rewritten by the following L0 trigger. Readout of the multi-event buffer
can be performed after each L1 (no MEB operation) or after up to 4 triggers. The ALTRO
chips are configured to record fifteen 10-bit time (pre-)samples per readout channel per event,
corresponding to 1.5 µs time integration window. They are compressed by discarding samples
close to the reference level (pedestal) that contain no useful information (“zero suppressed”),
reducing substantially the data volume provided to readout. The pedestals are obtained from
special runs with no pre-programmed pedestal or signal present.

2.4 Trigger
Both EMCal and DCal provide inputs to the L0 and L1 trigger decisions in ALICE. The trigger
subsystem resides in specific hardware boards. The analog signals of 2×2 groups of adjacent
towers are summed in the FEE boards and transmitted to a local Trigger Region Unit (TRU)
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board where the 2×2 tower sums from 12 FEE cards (96, 2×2 sums) are digitized at the LHC
clock frequency of 40 MHz [18]. The digitized 2×2 tower sums are summed over time samples
with pre-sample pedestal subtraction to provide an integral energy measurement, referred to as
“timesums”. Finally, overlapping 4× 4 tower digital sums, called trigger patches, are formed
within each TRU and a peak-finding algorithm is used to find a signal peak. Each 4× 4 sum
signal peak amplitude is then compared against a threshold to provide a L0 trigger output that
indicates the presence of a high energy shower in the TRU region (1 TRU covers 1/3 of the area
for a full-size SM). The L0 trigger decision from each TRU is passed to a Summary Trigger
Unit (STU) that performs the logical OR of the L0 outputs from all TRUs to provide a single
L0 input to the ALICE CTP within 800 ns after the interaction.
Upon receipt of an accepted L0 trigger from the CTP, the digitized time-summed 2× 2 tower
sums from each TRU are passed to the STU. In the STU the 4×4 overlapping tower sums are
formed again, but across TRU boundaries over the full acceptance to provide an improved L1
high-energy shower trigger referred to as L1-γ trigger [19]. At the same time, tower sums over
a large 8× 8 trigger-channel window (16× 16 towers) and a 16× 16 trigger-channel window
(32×32 towers) are also formed to provide a L1 jet trigger. Both L1 triggers allow the definion
of two thresholds for the event selection, referred to as high and low threshold.
In order to reduce the bias due to multiplicity fluctuations in heavy-ion collisions, there is a
direct communication between EMCal and DCal STUs for considering the underlying event
background in the online L1 trigger decision. For EMCal, the background is estimated based
on the median of the energies deposited in 8× 8 trigger channel (16× 16 towers) windows in
DCal, and vice versa for DCal. The background is subtracted from the signal amplitude and
then compared against a threshold to provide L1 triggers. During Run 1, when only the EMCal
was installed, the background for EMCal was estimated based on the multiplicity measured by
the V0 detector. The settings and thresholds used for different data-taking periods are given in
Sec. 3.5.

2.5 APD pre-calibration and gain monitoring
Prior to installation, each APD was tested to verify its basic functionality and properties [20]. In
particular, the voltage needed for the APD to obtain gain M = 30 was required to be lower than
400 V due to the limitation in the EMCal FEE. The gain M(V ) is defined as the ratio between
the amplitude at the voltage V and the amplitude in the plateau at fixed temperature, and is
parameterised with an exponential function plus a constant [21]:

M(V ) = p0 + p1 e p2 V . (2)

The individual gain curves for most of the APDs were determined and used to set the initial bi-
ases for each readout channel and equalize the gain for all towers. This allowed the equalisation
of the initial tower calibrations to better than ≈ 20% in laboratory conditions.
Then, each SM was calibrated prior to installation, by the use of the peak of the energy deposit
spectrum of atmospheric muons traversing the calorimeter (see Sec. 5.2.1). The final relative
tower-by-tower energy calibrations are obtained from measurements of the π0 mass peak in the
two-photon invariant mass spectrum as discussed in Sec. 5.2.2. The absolute energy calibration
is obtained by comparing the π0 mass peak positions from data and Monte Carlo (MC) as
described in Sec. 5.6.
The APD gain also strongly depends on the temperature: since the avalanche multiplication
depends on the mean free path of electrons between ionizing collisions, which is temperature
dependent, the APD gain decreases with temperature. The temperature across the SMs is mon-
itored by temperature sensors: eight sensors in the full-size and 2/3-size SMs and four in the
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1/3-size modules. In parallel to periodically recording the measurements by temperature sen-
sors during data taking, the temperature/time dependence of the APD gain is monitored using
a custom built Light-emitting diode (LED) system triggered by an avalanche pulser system to
provide an intense light pulse of several ns duration [4, 15].
While physics data-taking is ongoing, the events triggered by calibration triggers are taken
during the long gap of about 2.97 µs at the time when the orbit reset from the LHC machine is
sent, to avoid overlaps of “physics” pulses due to bunch–bunch crossings with the one generated
by the LED system. A calibration pre-pulse is provided to trigger the LED pulser system by
the CTP followed by an L0 calibration event trigger with about 1.9 µs latency. At the reception
of the calibration pre-pulse, up to 109 photons of 470 nm wavelength are generated by a single
ultra-bright blue LED (part no. E7113UVC by eLED) and are transmitted to each strip module
via an optical fiber. At the strip module, the optical fiber is split into twelve fibers that bring the
light to a hole between the four towers at the back of each module. A diffuser reflects the LED
light back into the WLS of each tower. The LEDs are monitored by photodiodes that are read
out with an extra FEE card installed in the FEE crate close to the LED system. The variation of
the EMCal response to the LED signal with time and temperature is presented in Sec. 5.5.
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Figure 6: Example of a fit to a digitized pulse from electron test beam data using the function
defined in Eq. 1 with a fixed shaping time parameter τ = 235 ns.

3 Data processing
In this section the basic steps of the EMCal data reconstruction are discussed: raw data fit-
ting, clusterization, cluster characterization, and data quality control. Further, it summarizes all
information regarding the EMCal trigger performance for several collision systems and recon-
structed objects.

3.1 Raw data processing
As described in Sec. 2.3, the electronics signal is digitized with a 10 MHz ADC within the
1.5 µs time integration window. For each tower the pedestal subtraction and zero suppression
are already applied in the electronics. The amplitude of the digitized signal is lower than the
amplitude of the input analog signal because a simple comparator is used in the ADC and the
difference depends on the sampling phase. In order to correct for this effect and measure the
signal peak time accurately, the digitized-signal distribution is fitted with the function defined in
Eq. 1 during the offline reconstruction. Figure 6 shows an example of the signal distribution for
electron test beam data to illustrate the quality of the fit. The fit was done with a fixed shaping
time parameter τ = 235 ns.
From the fit, the signal amplitude (pulse maximum amplitude) and arrival time (time bin of the
pulse maximum) are extracted per cell and stored in the reconstructed data. The amplitude is
provided in ADC counts, where an ADC count corresponds to approximately 16 MeV in the
high gain region and 250 MeV in the low gain region. The exact correspondence varies from
channel to channel and is determined in the energy calibration procedure (see Sec. 5.2). The
peak time is around 600 ns due to cable lengths and delays, which are corrected for by the time
calibration procedure described in Sec. 5.5

3.2 Detector response in simulations
The EMCal simulation relies on two main steps: particle transport (particle interactions in the
detector material), and digitization (transformation of the deposited particle energy into the
equivalent quantities obtained from raw data after the raw signal fitting). The transport of par-
ticles through the detector is handled with the GEometry ANd Tracking (GEANT) v3 [22]
package for most of the simulations corresponding to Run 1 and 2 data. The GEANT v4 [23]
package was used in a few instances for performance comparisons with the v3 version. GEANT
v3 was preferred by ALICE since it described the full detector system better and is faster in
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heavy-ion simulations with the software package used in Run 1 and 2. In both transport mod-
els, particles are required to have a minimum kinetic energy of 1 MeV in order to be transported
through the EMCal. The different processes that were typically activated are listed in App. A
for the two transport models. GEANT4 relies on predefined “physics lists” that configure dif-
ferent processes. The one used in ALICE is “FTFP_BERT_EMV+optical+biasing”, which
enforces fast simulation of electromagnetic processes via the Urban Special Model [24] but
does not describe the electromagnetic shower development in the calorimeter. For the EMCal,
we ensure a detailed electromagnetic process modelling based on the GEANT4 option “Em-
Standard_opt0” [25]. For each particle entering the “sensitive” EMCal material (scintillator,
polystyrene), the deposited energy of the particle (∆Edeposited) and its shower daughters are
recorded. This energy is corrected for the diminished light output due to the ionization pro-
duced by the preceding particles (saturation). This is done by rescaling the energy deposited
per particle using Birk’s law [26], Eq. 3, as in GEANT3’s G3BRIRK routine:

Light yield =
∆Edeposited

1+C1δ +C2δ 2 , with (3)

δ =
1
ρ

dE
dx

[
MeV cm2

g

]
,

C1 =

 0.013
[

g
MeV cm2

]
Z = 1

0.00743
[

g
MeV cm2

]
Z > 1

, and

C2 = 9.6×10−6
[

g2

MeV2 cm4

]
.

The polystyrene density is set to ρ = 1.032 g/cm3. An additional sampling calibration factor de-
pending on the transport model is needed to match the deposited energy and the particle energy.
The sampling calibration factor is 10.87 for GEANT3 and 8.85 for GEANT4. Those factors
were found by checking the mean reconstructed energy of photons generated at fixed energies.
At the digitization step, all the deposited energy in a cell, Ecell, is summed. In order to include
fluctuations in the APD gains, Ecell is smeared using Poisson fluctuations. The fluctuations were
parameterized according to a Poisson distribution with the variance:

λE = Ecell µγ−e/σAPD , (4)

where the average number of photoelectrons µγ−e = 4.4 photoelectrons/MeV (see Sec. 2.3) and
the APD gain fluctuations σAPD = 15 were tuned using the electron test beam measurements.
Finally, electronic noise is assigned to each cell, via a Gaussian distribution centred at 0 with
a width of 12 MeV. The total cell energy is then transformed into ADC counts to emulate the
output of the raw data fitting, using the calibration factors from data reconstruction which can
vary from cell to cell. If the total cell energy exceeds or is equal to 3 ADC counts, corresponding
to ≈ 50 MeV, the cell energy is accepted. The current EMCal simulation includes neither pileup
events, whose contribution is considered negligible for Run 1 and Run 2 (see Sec. 3.4), nor the
direct interaction of particles (in particular neutrons) with the APD. The latter is the most likely
cause of the “exotic clusters” (see Sec. 3.4.3).

3.3 Clusterization
A particle interacting with the cell material produces a shower spreading its energy over neigh-
bouring cells. The electromagnetic (or hadronic) shower can spread more than its Molière ra-
dius, which corresponds to about half an EMCal cell size (see Tab. 4). A calorimeter cluster, an
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Figure 7: (Color online) Distribution of the opening angle θ12 of two decay photons from π0

(left) and η (right) mesons decays as a function of the meson energy obtained at generator level
from a MC simulation. The horizontal lines indicate the opening angle corresponding to a width
of approximately 1, 3 and 5 cells separating the two photons. Two photons completely merge
into one cluster if they fall below the one cell distance, while they start merging at a width of
approximately 3 cells, depending on the clusterizer. The colored vertical lines correspond to the
energy limits where two photons could still be fully resolved using the V1 (blue) and V2 (red)
clusterizers.

aggregate of adjacent calorimeter cells with energy above the noise threshold, is the main object
delivered by the reconstruction software. Ideally, such a cluster of cells is produced by a sin-
gle particle hitting the detector, although depending on the particle energy, detector granularity,
particle density, clusterization algorithm, and event type, a cluster can have contributions from
different particles. For particles depositing their full energy in the calorimeter, like photons and
electrons, the reconstructed cluster energy is approximately the particle energy. For mesons
that predominantly decay into two photons, like π0 and η mesons, the energy is detected in the
calorimeter as two separate clusters or a merged one, depending on their transverse momentum
as well as on the granularity of the calorimeter. These particles are commonly reconstructed as
an excess in the di-photon invariant mass (Mγ1γ2) distributions:

Mγ1γ2 =
√

2E1E2 (1− cosθ12), (5)

where θ12 is the relative opening angle between the photons in the laboratory frame, with

cosθ12 =
γ2β 2

π0(η)
− γ2α2

π0(η)
−1

γ2(1−α2
π0(η)

)
(6)

where

απ0 =
|E1 −E2|
E1 +E2

(7)

is the decay asymmetry for the respective meson, βπ0(η) = p/E and γ = 1/
√

1−β 2
π0(η)

. The

opening angle θ12 becomes smaller with increasing meson energy and is minimal at απ0(η) = 0.
Asymmetric pairs (απ0(η) ≈ 1) have a larger θ12, thus for high-energy mesons only asymmetric
decays can be separated.
In Fig. 7, the decay kinematics for π0 and η mesons are compared to EMCal cell sizes. For
opening angles close to or smaller than 0.0143 rad, the two decay photons are too close to be
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Figure 8: (Color online) Schematic comparison of different clusterization algorithms. Only one
dimension is shown for simplicity. Yellow boxes represent the energy in each cell. Eagg is the
clusterization threshold as defined in the text. The different clusters are indicated by blue and
red hatched areas. Each panel represents a clusterization algorithm: a) V1, b) 3× 3, c) V2, d)
V1+unfolding.

resolved. For π0 and η mesons with energies larger than 5 GeV and 22 GeV, respectively, the
opening-angle distribution is such that the outer cells of the photon clusters can overlap, and
above 16 GeV for π0mesons and 60 GeV for η mesons the minimum opening angle is close to
or smaller than the cell size.
Several clusterization methods have been developed for the EMCal which can separate these
decay products up to different incident particle energies. The selection of the clusterization
method depends on the goal of the analysis. Figure 8 schematically explains the differences
between the clusterization methods. All clusterizing methods build clusters starting from the
highest energetic cell in a region, referred to as seed cell, and associate cells in the vicinity
that share a common side with cells already in the cluster. Cells are aggregated into the clus-
ter in case their energy is above the aggregation threshold Eagg (typically 100 MeV). The seed
threshold depends on the probe, ranging from 300 MeV for jet measurements, where a high
efficiency on the energy reconstruction is desired, to 500 MeV for particle identification, which
is more sensitive to noise. The simplest clusterization algorithm, called “V1” clusterizer, ag-
gregates cells as long as the conditions specified above are fulfilled. For the “V2” clusterizer,
only cells with an energy smaller than neighboring cells that are already part of the cluster are
aggregated to the cluster. This additional requirement makes the clusterization algorithm more
robust against shower overlaps, in particular in high particle density environments.
Besides these most frequently-utilized methods, other algorithms were implemented, like the
“N ×M” clusterizer or the “V1+unfolding” clusterizer. The N ×M clusterizer restricts the size
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of the cluster to N ×M cells in η and ϕ direction around the seed cell, starting with the cell
with highest energy in the event. The V1+unfolding clusterizer splits V1 clusters into several
sub-clusters by fitting the cell energy profile, allowing a cell to be present in two clusters, with
a different fraction of energy in the cell assigned to each cluster. This clusterizer is expected to
provide a better performance for separating overlapping showers and cluster energies than the
other clusterizers but is significantly slower.
The performance of each clusterizer was evaluated for different physics objects at the beginning
of LHC Run 1. In general, it was found that while the V1 clusterizer is suitable for analyses that
heavily rely on separating the signal and background through Particle Identification (PID) selec-
tions (i.e. shower shape, see Sec. 3.4.2), it is not optimal for high-particle-density environments.
In particular, within a strongly collimated jet or in heavy-ion collisions, the other three cluster-
ization techniques (V2, NxM and V1-unfolding) perform better, resulting in clusters which are
more closely related to the incident particles in terms of energy and position. While the V1-
unfolding algorithm has promising features, its improved performance is devalued by its higher
computational time. Thus, the simpler V2 algorithm is typically used.
Figure 9 demonstrates the performance of the different clusterization methods on the neutral
mesons invariant mass analysis of pp collisions at

√
s = 13 TeV. While all of these algorithms

perform similarly well below Eγγ = 10 GeV, significant differences can be seen above Eγγ =
12 GeV. Starting from 6 GeV the V1 clusterizer will start to absorb the second photon into the
higher energetic cluster due to their small opening angle depleting the lower invariant masses in
the cluster-pair distribution until no π0 peak is visible any longer around Eγγ = 15 GeV. Using
the V1-unfolding algorithm, the π0 can be reconstructed up to Eγγ = 20 GeV through two-
dimensional template fits to the cell-energy distribution within the V1 cluster and subsequent
splitting of the cluster. Nonetheless, the V2 and 3x3 clusterizers have proven to be better suited
to reconstruct π0 and η mesons with small opening angles as they are able to split even very
asymmetric decays. Consequently, they are more performant at high pT in an invariant-mass
analysis. However, their cluster centers and energy sharing will be slightly biased towards
the higher energetic photon leading to a shift of the neutral pion peak position towards higher
invariant masses for very small opening angles. Moreover, the signal-to-background ratio will
be slightly worse due to the on average larger number of clusters found per event in comparison
to the V1-unfolding algorithm.
Figure 10 shows the fraction of π0 and η mesons for which the two photons were reconstructed
in one cluster for different clusterizers. The choice of the optimal clusterizer for a given mea-
surement highly depends on the transverse momentum range under study. Each clusterizer has
to be evaluated based on purity, momentum resolution, and efficiency considerations. For ex-
ample, it can be seen in Fig. 10 (left), that the merging of the clusters arises at lower π0 meson
energy for the V1 clusterizer (around 6 GeV), while the V2 clusterizer can split the cluster also
at higher momenta based on the two maxima in the found object. For π0 meson energies above
20 GeV, neither the V1 nor the V2 clusterizers are able to resolve the majority of their decay
photons. In this range, the so-called merged pion analysis exploits the features of merged clus-
ters to reconstruct neutral pions as explained in Sec. 6.2.2. Since the V1 and V2 clusterizers
were found to be the most suitable for most of the analyses, only the performance of these two
algorithms will be discussed in the remainder of this document. Their advantages and disad-
vantages for different analysis types and physics objects are addressed in more detail in Sec. 6.
Once the cluster is formed, the cluster energy E is calculated as the sum of the energies of the
cluster cells (Ecell, i),
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Figure 9: (Color online) Invariant mass distribution of cluster pairs in pp collisions at√
s = 13 TeV for different intervals of pair energy. The differently colored lines corre-

spond to different clusterizer types, using the same aggregation Eagg = 100 MeV and seed
Eseed = 500 MeV thresholds. The lowest bin in energy uses the data sample with minimum bias
trigger, while the others are obtained from the EMCal L1 triggered data with thresholds at about
E ≈ 4 and 9 GeV, respectively.

E = ∑
i

Ecell, i, (8)
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Figure 10: (Color online) Fraction of neutral pions (left) and eta mesons (right) for which the
showers from their decay photons are merged into a single cluster and can not be reconstructed
using an invariant-mass analysis.

where i indicates a cell that belongs to the cluster. The cluster position (centroid) in the ALICE
global coordinate system is obtained by a weighted average of the cells position (xi,yi,zi)

⟨x⟩= ∑
i

wixi

wtot
, ⟨y⟩= ∑

i

wiyi

wtot
, ⟨z⟩= ∑

i

wizi

wtot
, (9)

where the weights wi depend logarithmically on the cell energies,

wi = Maximum(0,wmax + ln(Ecell, i/E)) (10)

and
wtot = ∑

i
wi, (11)

with wmax set to 4.5 [27] to exclude cells with energy smaller than 1.1% of the cluster energy.

3.4 Cluster selection
Only cells which are calibrated and fulfill the quality assurance criteria described in Sec. 5
are clusterized. For single-particle analysis, which often rely on a good understanding of the
purity (P), the electronic noise in data has to be reduced to a minimum and therefore a cut on
the number of cells of ncells > 1 is strictly required. For invariant-mass (Mγγ ) based analyses
this cut can be released in order to maximize the efficiency of the single-photon reconstruction,
as random electronic noise merely increases the combinatorial-background contribution to the
invariant-mass distribution by a few percent. In order to suppress distortions to the clusters from
masked cells or edge effects, some analyses require in addition a minimum distance of up to
two cells from the highest energy cell in the cluster to the masked cells (dmasked) or the borders
of the SMs (dedge), except for the SMs borders at η = 0 where there is no separation between
SMs located at the same azimuthal angle, see Fig. 5. In addition, cells at the edge of the SMs
tend to be calibrated with less precision due to a lack of statistics and, thus, might perform
worse than the other cells. The requirement of a minimum distance to dead detector areas can
increase the quality of the cluster sample, however, by reducing the acceptance. Thus, these
requirements are only imposed for analyses needing a very high purity of the cluster sample
and a high quality of its cluster properties, like those involving isolated photons or electrons
from semi-leptonic heavy-flavour hadron decays.
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Table 6: Basic cluster cuts, depending on the particle multiplicity of the collision, and the
section or equation where more information can be found. The quoted time cut is the tightest
one applied. It can be relaxed, if collision pileup is small and/or the bunch spacing is large. For
more specific analysis selections, see Tab. 15.

Parameter Multiplicity Section/ Equation
low high

ncells 3.4, 5.7
Mγγ based analysis ≥ 1
P based analysis > 1

|t| (ns) < 25 3.4
σ2

long > 0.1 3.4.2, 3.4.3, Eq. 14
F+ < 0.97 < 0.95 3.4.3, Eq. 16

Due to the rather wide time integration window of 1.5 µs of the EMCal, multiple collisions
besides the triggering one are recorded for each event, also referred to as pileup. To select the
main triggering collision, a cut on the arrival time of the leading cell for each cluster, referred to
as cluster time, after time calibration is performed. The selection criteria depend on the bunch
spacing within the LHC and are chosen such that only the primary bunch crossing is selected,
while still being as open as possible in order not to introduce effects from the limited time
resolution at lower transverse momenta (see Sec. 5.4). The efficiency loss for signal clusters
was found to be negligible for timing cuts |t|> 25 ns. For tighter selections, a small efficiency
loss of up to 5% at low energies is expected. Thus, the cluster timing selection window ranges
from ±25 ns to ±250 ns, depending on the bunch spacing of the data-taking period. In order
to reject background and to discriminate between different particle species hitting the EMCal,
the clusters can be further distinguished by association of clusters with tracks propagated to the
EMCal, shower shape discrimination, and cluster exoticity, which will be described in detail in
the next sections.
Table 6, summarizes the basic cuts and recommended values at the cluster level to select good
quality clusters from what is discussed in the previous and next paragraphs.

3.4.1 Association of clusters and tracks
The EMCal is designed to measure the energy of particles that interact electromagnetically with
the material of the EMCal, i.e. photons and electrons. However, hadrons can also deposit energy
in the EMCal, charged hadrons most commonly via ionization, but also via nuclear interactions
generating hadronic showers. In the measurements where the distinction between showers orig-
inating from charged and neutral particles is required, clusters are associated to charged-particle
tracks.
In most cases, cluster-track association is used to veto clusters with a significant contribution
from charged particles in order to avoid double counting of the energy in case of jet reconstruc-
tion or contamination from hadrons and electrons in the photon sample. However, it can also be
used to select clusters originating mainly from electrons.
Within ALICE, charged particles are most commonly reconstructed using combined ITS and
TPC tracking. In order to determine whether a charged particle points to a reconstructed EMCal
cluster, tracks are further extrapolated to the EMCal, taking into account the energy loss of the
particle when it traverses the detector materials. The matching algorithm works as follows,
for each track: As a first step, the trajectories are extrapolated to a fixed depth of 450 cm radial
distance from the beam axis. This distance correspond to the average depth of the cluster energy
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Figure 11: (Color online) Distance between a cluster and the closest projected track in η (left)
or ϕ angle (middle) versus the track momentum and for matched track-cluster pairs (right) in pp
collisions at

√
s = 13 TeV collected with the minimum bias trigger. Clusters are reconstructed

using the V2 clusterizer. The black lines in the left and middle panels indicate the suggested
selection criteria expressed in Eq. 12.

deposition . By default, they are propagated with a step size of 20 cm in order to account for the
average energy loss in the material. Afterwards, for every track and cluster pair with an angular
distance smaller than 0.2 rad, the track is extrapolated to the exact radial distance of the cluster
with a step size of 5 cm. For these pairs the residuals in ϕ an η are calculated.
In case several tracks fulfill the matching criterion for a given cluster, only the closest track is
considered as the associated track. Clusters or tracks can be used as a target for association.
For photon reconstruction, it is preferable to associate tracks to clusters, while for electron
identification, clusters need to be associated with tracks. The distributions of the residuals of
clusters to the closest track are displayed in Fig. 11 in ∆η (left) and ∆φ (middle) as a function
of track pT. The ∆ϕ distributions are significantly wider, mainly due to the orientation of the
magnetic field, and thus different values should be chosen for selecting the matches in ∆η and
∆ϕ . In addition, the ∆ϕ residuals are asymmetric when selecting only tracks with positive or
negative charge. The direction of the tail depends on the charge of the incident particle and
the polarity of the magnetic field. As the width of the distribution depends on the transverse
momentum of the particle, a pT-dependent window in the ∆η-∆ϕ plane is used to select cluster-
track pairs. After simultaneous optimization of the photon purity and efficiency, the following
conditions were used to tag a cluster as “neutral” in most of the photon and neutral meson
analyses:

|∆η
residual|> 0.010+(ptrack

T +4.07)−2.5 and |∆ϕ
residual|> 0.015+(ptrack

T +3.65)−2 rad, (12)

where ∆ϕ residual = ϕ track−ϕcluster, ∆η residual = η track−ηcluster and the track transverse momen-
tum (ptrack

T ) is in GeV/c units as detailed in Ref. [28]. The selection window is approximately
one EMCal cell size at high ptrack

T and few cell sizes below 1 GeV/c. The pT integrated ∆η-∆ϕ

distribution is illustrated in Fig. 11 (right) for track-matched clusters.
As most of the charged hadrons will not deposit their full energy in the calorimeter, the ratio of
the cluster energy to the track momentum (E/p) can be used to discriminate between charged
hadrons and electrons, as described in Sec. 6.3. To reduce the number of fake vetos (clusters
accidentally matched to tracks by the matching procedure) for cluster energies above 10 GeV
the ratio of the cluster energy to the track momentum (E/p) can be required to be small to match
the cluster and the track. A value of (E/p)max = 1.7 was determined to provide the best purity
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Figure 12: (Color online) Left: cluster-veto efficiency for primary particles (dark blue open
circles) and electrons (green squares) as well as conversion electrons with a production ver-
tex below 180 cm (green closed diamonds) and above 180 cm (green open diamonds) and
other secondary particles (cyan open circles) as obtained from simulations of pp collisions at√

s = 13 TeV. Right: fraction of fake track-to-cluster matches for clusters originating from pho-
tons (yellow open squares) and other neutral particles (red open circles). Additionally, the same
categories are shown for clusters that have additional charged particle contributions for photon
clusters (orange squares) and other neutral particles (light red circles).

and reconstruction efficiency for photon analyses. The requirement additionally reduces the
probability for a cluster to be wrongly matched to a track due to a charged particle depositing
only minimum ionization energy in the cluster.
The cluster-veto efficiency as a function of the cluster energy for pp collisions at

√
s = 13 TeV

is shown in Fig. 12 (left) for different charged particles types. The matching criteria were
optimized such that fake matches are kept at a minimum, as can be seen in Fig. 12 (right), while
still maintaining a high track-veto efficiency in particular at high cluster energies. Clusters
containing a contribution from a particle corresponding to a reconstructed track can be vetoed
with an efficiency of 100% for leading primary charged particles (dark blue open circles) or
leading primary electrons (green squares). At higher cluster energies the E/p criterion becomes
relevant, leading to a decrease in the matching efficiency.
Most of the electron-positron pairs from photon conversions cannot be rejected using track
matching as they occur in the material between the TPC and the EMCal, however, those which
occur at a radius between 5 and 180 cm from the IP can be rejected with a similar efficiency as
secondary tracks.
While for the photon and jet analyses it is key to keep the fake matches to a minimum, for
the primary electron analyses the matching efficiency as a function of the track pT should be
maximized, hence the E/p-matching veto is not applied. For electrons, a different selection on
the ratio of the cluster energy to the track momentum (E/p) is used to discriminate between
charged hadrons and electrons, as described in Sec. 6.3, and increase the purity.

3.4.2 Distribution of energy within a cluster: shower shape
The distribution of energy within a cluster, referred to as “shower shape”, is described using
a parametrization of the shower surface ellipse axes [6, 29]. The shower surface is defined by
the intersection of the cone containing the shower with the front plane of the calorimeter, as
displayed schematically in Fig. 13. The energy distribution along the η and ϕ directions is
represented by a covariance matrix with terms σ2

ϕϕ , σ2
ηη and σ2

ϕη , which are calculated using
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Figure 13: (Color online) Schematic rep-
resentation of the shower shape and the
ellipse axes. The different colors indicate
the amount of energy deposited in each
cell, the darker the more energy.

logarithmic energy weights wi (see Eq. 10 and 11),

σ
2
αβ

= ∑
i

wiαiβi

wtot
−∑

i

wiαi

wtot
∑

i

wiβi

wtot
, (13)

where αi and βi are the cell indices in the η or ϕ direction.
The shower shape parameters σ2

long (long axis) and σ2
short (short axis) are defined as the eigen-

values of the covariance matrix, and are calculated as

σ
2
long = 0.5(σ2

ϕϕ +σ
2
ηη)+

√
0.25(σ2

ϕϕ −σ2
ηη)2 +σ2

ηϕ , (14)

σ
2
short = 0.5(σ2

ϕϕ +σ
2
ηη)−

√
0.25(σ2

ϕϕ −σ2
ηη)2 +σ2

ηϕ , (15)

The particle shower spread measured with these parameters can be used to distinguish sym-
metric electromagnetic showers (small spread) originating from photons or electrons from non-
symmetric showers caused by hadronic interactions of, for instance, neutrons, protons or charged
pions. In particular at low pT (pT < 0.5 GeV), the shower shape of charged particles can also
be elongated by the angle of incidence. Furthermore, the merging of showers from electro-
magnetic processes, i.e. e+e− pairs from conversions within a close distance to the EMCal or
photons from neutral meson decays with high transverse momenta, also lead to asymmetric
shower shapes, as described in Sec. 3.3. Additionally, several particles from a collimated jet
can contribute to the same cluster, or random overlaps can occur. The latter is particularly im-
portant in high particle-density environments like heavy-ion collisions, but can also be relevant
in pp events due to pileup of multiple pp collisions.
Figure 14 shows the normalized σ2

long and σ2
short distributions for different particle types in three

different energy intervals using the V1 clusterizer, obtained from PYTHIA simulations of pp
collisions at

√
s = 13 TeV. While the distributions of photons and electrons clearly peak around

σ2
long = 0.25 within a narrow range 0.1 < σ2

long < 0.3 independently of the energy, hadrons
exhibit a much wider distribution with large tails towards higher shower shape values. At low
cluster energies, up to few GeV, the distributions show other less prominent peaks than that at
0.25. These are due to cases in which a low number of cells in specific configurations (two or
three cells aligned or L-shaped) contributes to the shower shape calculation, giving rise to a non-
monotonous distribution. For electrons, the tail of the σ2

long distribution extends to larger values
than for photons in particular at low cluster energy due to the magnetic field and rescattering in
the detector material. The σ2

long distribution for the π0 and η mesons changes significantly with
the meson energy and its mean value decreases rapidly towards higher energies, coming closer
to the photon distribution with increasing meson energy.
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Figure 14: (Color online) σ2
long (left) and σ2

short (right) distributions in three energy intervals
for photons, electrons, hadrons, π0 and η mesons. The distributions are obtained using the V1
clusterizer from a simulation of pp collisions at

√
s = 13 TeV performed with the — (PYTHIA)

event generator, in which events are required to contain either two jets or a jet and a high-energy
direct photon. Each distribution is normalized to its integral. A model simulating the effect of
the cross talk was applied as discussed in Sec. 5.8.
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Figure 15: (Color online) Distributions of σ2
long versus cluster energy in pp collisions at√

s = 13 TeV triggered by the EMCal L1 at approximately 9 GeV for the V2 (left) and V1
clusterizer (right). Each energy bin is normalized to its integral and exotic clusters were re-
jected (Sec. 3.4.3).

As there is no clear discriminating power in the σ2
short distributions for neutral particles, the

most sensitive parameter to study the particle composition for neutral particles appears to be
σ2

long. Figure 15 shows the σ2
long for the V2 (left) and V1 (right) clusterizer as a function of the
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Figure 16: (Color online) Left: number of cells as a function of the cluster energy found with
the V2 clusterizer in pp collisions at

√
s = 13 TeV using the EMCal high threshold L1 γ trigger.

The region below the lines is populated by exotic clusters. The distribution for each energy bin
is normalized to its integral. Right: comparison of ncells probability distributions for measured
data (black), projection of the left plot, to simulated (blue) collisions for two different cluster
energy bins. Each distribution is normalized by the integral of the distribution for ncells > 10.

cluster energy for L1 triggered events in pp collisions at
√

s = 13 TeV. The dominant regions
for photons and merged π0 mesons are indicated by the corresponding labels. For intermediate
energies (6 < E < 20 GeV), a better separation between the two components can be obtained
by using the V1 clusterizer. Above 20 GeV, however, the distributions appear to be similar as
expected.

3.4.3 Rejection of anomalous clusters with high energy deposit in a single cell
In electromagnetic calorimeters, in addition to the electromagnetic response, hadrons can be
detected. Most of these hadrons, except slow neutrons, on average only deposit the Minimum
ionizing particle (MIP) energy in the calorimeter. Typical energy depositions from slow neu-
trons arise from hits that occur in the APD of the cells. These hits produce large signals, which
are reconstructed as highly energetic clusters localized in single channels as opposed to a spread
across multiple channels as expected from purely electromagnetic showers.
Such characteristic clusters are called exotic clusters, and are observed in both calorimeters,
EMCal and PHOS. While they are known to be present in the data, the corresponding response is
not implemented in the simulation, mainly due to the missing description of the APD behavior.
Exotic clusters can be easily identified as they typically have a low number of cells in the cluster
despite a large energy, as illustrated in Fig. 16 (left). This effect is not observed in simulated
events as shown in Fig. 16 (right) where cluster size distributions in data and simulation for
different cluster energies are compared. Similar distributions are observed for minimum bias
and triggered data in pp, p–Pb and Pb–Pb collisions at all center-of-mass energies.
Most of these exotic clusters can be rejected by requiring a minimum number of cells, i.e.
ncells ≥ 2, within the cluster. However, some of them still enter the reconstructed cluster sam-
ple. Exotic clusters typically exhibit a characteristic high energy tower neighbored by very
low energy depositions. Those low energy cells are likely due to cross-talk between readout
channels, as discussed in Sec. 5.8, or random overlaps with the underlying event. Therefore, a
topological cut on F+, called the exoticity, can be used to remove such clusters, similar to the
method developed by the Compact Muon Solenoid (CMS) collaboration [30].
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Figure 17: (Color online) Left: “exoticity” (F+) as function of the cluster energy found with
the V2 clusterizer in pp collisions at

√
s = 13 TeV using the EMCal high threshold L1 γ trigger.

The region above the line is populated by exotic clusters. The distributions are normalized to
have an integral of unity for each energy bin. Right: comparison of F+ probability distributions
for measured data (black), projection of the left panel, and simulated (blue) collisions for two
different cluster-energy intervals. Each distribution is normalized by the integral of the distri-
bution for F+ < 0.85.

The exoticity parameter is defined as:

F+ = 1−E+/Emax
cell (16)

where Emax
cell is the energy of the cell with highest energy and E+ is the sum of the energy of

the four cells sharing an edge to the maximum energy cell. The exoticity describes the degree
of the homogeneity of the energy partition within the cluster, allowing to reject clusters with a
dominant contribution from a single cell.
Figure 17 (left) shows the dependence of F+ on the cluster energy. Above 10 GeV, the value of
F+ exhibits a spike at unity not observed in simulation in Fig. 17 (right). A minimum is observed
between 0.95 < F+ < 0.97 in all collision systems for cluster energies below 50 GeV, and the
low F+ values dominantly originate from physical clusters. While the fraction of exotic clusters
within the cluster sample is negligible below ∼ 5 GeV it rises continuously for higher cluster
energies until it plateaus at about 90% for cluster energies above 60 GeV. For E > 30 GeV,
about half the clusters have F+ > 0.97. For heavy-ion collisions, the F+ distribution of good
clusters widens due to the additional energy input from the underlying event. This results in an
increase of the fraction of good clusters with F+ > 0.97 and a shift of the minimum towards
F+ = 0.95 with increasing event centrality.
Differences in the cluster time distribution for exotic clusters with respect to non-exotic clusters
indicate that exotic clusters have no physical origin and are thus safe to remove. Figure 18 (left)
shows a broad and almost flat timing distribution for exotic cluster candidates (blue) with al-
most no peak at t = 0 ns. A similar timing distribution was observed for clusters with only one
cell (not shown), while those with F+ < 0.97 and more than one cell (black) show the typical
expected cluster time distribution. The presence of long tails in the timing distribution hints
at a random time association for those clusters within the readout time window. This is sup-
ported by the time difference between the leading and subleading cell times ∆tmax−sec shown
in Fig. 18 (right). For non-exotic clusters (black), we observe a peaked and rather symmetric
distribution around 0 ns difference. For exotic clusters, two regimes can be observed: a) timing
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Figure 18: (Color online) Left: cluster time for exotic (F+ > 0.97 and non-exotic (F+ < 0.97)
clusters. The additional peaks in the time distribution beyond 100 ns arise from additional
bunch crossings, which could not be rejected by the online Past-Future protection using the V0
detector (V0) detector. Right: difference in time of the most and second most energetic cell in
the cluster for exotic and non exotic clusters. Both distributions are obtained for V2 clusters
with energy in the interval 8 < E < 10 GeV from data taken from pp collisions at

√
s = 13 TeV.
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Figure 19: (Color online) σ2
long as a function of the exoticity parameter F+ obtained from V2

clusters with 12 < E < 15 GeV. The distributions are shown for pp collisions at
√

s = 13 TeV
using the EMCal L1 γ (high) trigger at EL1−trig = 9 GeV (left) and Pb–Pb collisions at√sNN = 5.02 TeV for 0-10% central collisions.

within the expected one but without a clear peak at 0 ns and the average shifted to negative tim-
ing, most likely random cell associations with the underlying event or noise; b) timing shifted
beyond 50 ns, likely cross-talk induced cells.
The exoticity variable F+ defined here is strongly correlated with the shower shape variable
σ2

long defined in the previous section. Figure 19 shows the correlation of the width of the shower
along the long axis σ2

long and F+. Clusters with σ2
long < 0.2 also satisfy the F+ cut at about 0.95.

Since the region of 0.1 < σ2
long < 0.2 contains a substantial fraction of clusters attributed to

physical origin, a combination of cuts on σ2
long < 0.1 and F+ > 0.97 is recommended to safely

remove exotic clusters.

27



Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

Table 7: Area covered by EMCal towers, FastORs and trigger patches of various sizes. For
trigger patches the closest resolution parameter for jets fully contained within the trigger patch
is listed for comparison.

Object Area Approx. R Usage

Tower 0.0143×0.0143
FastOR 0.0286×0.0286

2×2 patch 0.0572×0.0572 0.025 L0, L1γ

8×8 patch 0.2288×0.2288 0.1 L1jet Pb–Pb, DCal L1jet
16×16 patch 0.4576×0.4576 0.2 EMCal L1jet pp and p–Pb
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Figure 20: Fraction of masked FastORs as a function of the run number

3.5 Trigger performance
To utilize the EMCal trigger functionality, it is imperative to characterize the trigger settings and
performance. Different patch sizes were used for the various triggers, covering areas in the η-φ
space as listed in Tab. 7. The trigger parameters varied with time according to evolving expected
data-taking conditions, and are described in further detail below. To ensure effective operation,
each LHC run began with a trigger commissioning period. Table 8 lists the trigger configuration
for datasets collected in pp, p–Pb, and Pb–Pb collisions during LHC Run 1 (2009–2013) and
Run 2 (2015–2018) at a variety of

√
s.

Figure 20 shows the fraction of masked channels as a function of the run number for the pp data
taking at

√
s = 13 TeV. Masked channels consist of channels that are dead or suffering from a

substantial noise contribution and are therefore excluded from the trigger electronics, resulting
in a reduction of the acceptance at trigger level. The fraction of masked channels decreases with
time due to the maintenance and repair of problematic hardware. In addition, during the first
part of the data taking in 2016 the DCal suffered from hardware damage created by a power cut
resulting in a temporary loss of two 1/3-size supermodules in the DCal, corresponding to two
TRUs. The affected supermodules were re-included after the hardware repair starting from the
last runs in 2016.
In order to assess the quality of the energy calibration applied in the trigger electronics, we
compared the energy from 2×2 towers belonging to the same module from the front-end read-
out and the FastOR L1 timesums serving as L1 ADC values. Figure 21 shows this comparison
for all modules. Energy from towers that are masked at FEE level are not included in the sum
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of the 2×2 tower energies. A main correlation band with an approximate slope of 1 is visible.
The spread around the mean leads to a smearing of the rise (also called “turn-on”) of the trigger
efficiency or rejection in the vicinity of the nominal trigger threshold. Additional bands are
associated with modules where a fraction of the channels is masked.
The trigger performance was studied using the ratios of the event-normalized energy spectra of
EMCal clusters measured in triggered events to the spectra measured in minimum-bias events.
An example of such a comparison is shown in Fig. 22. For cluster energies beyond the trigger
threshold, an approximately constant plateau region can be observed, corresponding to maxi-
mum efficiency of the trigger. The value of the plateau region is referred to as trigger Rejection
Factor (RF), which is used to estimate the integrated luminosity inspected by the trigger. The
trigger RF can also be calculated by using cluster energy spectra measured with different trig-
ger thresholds. The ratio is approximately constant for cluster energies larger than the largest
trigger threshold. This method is more robust for the L1 triggers, as the statistical uncertainties
on the spectra are negligible for both trigger thresholds.
The resulting RFs are listed in Tab. 9, where the quoted relative uncertainties are obtained from
variations of the cluster energy range used in the plateau region fit. As visible in Fig. 22 (left),
only the RF of the L0 trigger differs between EMCal and DCal, mainly due to their different
acceptances, while the rejection at L1 is the same for both subdetectors. However, the L0 trigger
was used for this data set only as a pre-trigger for the L1 triggers and a control sample was taken,
which was synchronously scaled down together with the minimum bias data. The right side of
Fig. 22 shows the RF obtained from events triggered by the L1 EMCal or DCal γ triggers for
the full data sample collected in pp collisions at

√
s = 13 TeV. The trigger rejection obtained

in this way does not necessarily coincide with the rejection factors obtained for each detector
independently, due to a small but non-negligible overlap of events for which both triggers fire.
The trigger efficiency was obtained by comparing the cluster energy spectra after normalizing
by the luminosity inspected by the trigger. The luminosity is determined using the number of
minimum bias triggers before prescaling. The trigger efficiency for the single shower triggers
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Figure 21: (Color online) Correlation between energy from the FEE and FastOR readout based
on the L1 ADCs for towers corresponding to the same FastOR module. The black line indicates
the mean energy in the FastOR for a given energy interval at FEE level.
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Table 8: Setup of the EMCal triggers in various collision systems in LHC Run 1 (2009-2013)
and Run 2 (2015-2018). Thresholds for Pb–Pb collisions at √sNN = 2.76 TeV (2011) depend on
the online multiplicity measured by the V0 detector. During Run 2, equivalent DCal triggers
were enabled using the same thresholds. The L0 and L1-γ triggers are based on 2×2 FastORs.
The patch size of the L1-jet triggers for EMCal is 16× 16 FastORs, while DCal uses 8× 8
FastORs in pp and p–Pb collisions. In Pb–Pb collisions the L1-jet trigger patch size is 8× 8
FastORs for both parts of the calorimeter.

System Energy Year Energy threshold (GeV)
L0 γ High γ Low Jet high Jet Low

pp
√

s = 2.76 TeV 2011 3.4 - - - -
2013 2 6 4 10 7√

s = 5.02 TeV 2015 2.5 - - - -
2017 2.5 - 4 - 16√

s = 7 TeV 2011 5.5 - - - -√
s = 8 TeV 2012 2 10 - 16 -√
s = 13 TeV 2015-2018 2.5 9 4 20 16

p–Pb √sNN = 5.02 TeV 2013 3 11 7 20 10√sNN = 8.16 TeV 2016 3 8 5.5 23 18
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Figure 22: (Color online) Trigger rejection factor (RF) for the single-shower trigger in pp colli-
sions at

√
s = 13 TeV for the single samples for 2018 (left) and the combined EMCal and DCal

triggers (right).

was obtained from the value of the ratio of the cluster energy spectrum for a given EMCal trig-
ger, i.e. from the L0 trigger, and the corresponding spectrum in minimum bias collisions in the
plateau region. Figure 23 shows the trigger efficiency for EMCal and DCal single shower trig-
gers obtained in pp collisions at

√
s = 13 TeV. The trigger efficiency is 99% for EMCal and 97%

for DCal triggers and is well reproduced by the simulations. The reduction of the trigger effi-
ciency is due to FastOR channels which are masked at trigger level whereas the corresponding
towers are not masked in the Front-End readout. FastORs in the trigger electronics are masked
in the TRU at L0, therefore the trigger acceptance is the same at L0 and L1.
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Table 9: Trigger rejection factor (RF) of different single-shower triggers in pp and p–Pb col-
lisions at various center-of-mass energies. In addition to the RF values the relative statistical
uncertainties are given.

System Collision Year RF
energy L0 L1 γ (low) L1 γ (high)

pp
√

s = 2.76 TeV [31] 2011 1217±5.5% - -
2013 126±3.4% 1959±6.7% 7743±8.8%√

s = 5.02 TeV 2015 1976±3.6% - -
2017 848±1.7%√

s = 7 TeV [32] 2011 2941±5.9% - -√
s = 8 TeV [33] 2012 65±1.6% - 14712±3.8%√
s = 13 TeV 2016–2018 419.34±2.7% 5279±2.8%

p–Pb √sNN = 5.02 TeV 2013 90±3.5% 1759±7.6% 7211 ±7.6%√sNN = 8.16 TeV [34] 2016 288±2.8% 991±3.0%
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Figure 23: (Color online) Trigger efficiency for EMCal (left) and DCal (right) in pp collisions
at
√

s = 13 TeV.

Table 10: Purity of the single-shower triggers in pp collisions at
√

s = 13 TeV

Detector L0 trigger low threshold high threshold

EMCal 76.2% 78.0% 65.4%
DCal 68.8% 66.5% 52.1%

The trigger purity of the single-shower trigger is determined by counting the fraction of trig-
gered events with a cluster passing the standard cluster selection, defined in Sec. 3.4, with an
energy above the nominal threshold of the trigger in the corresponding subdetector firing the
trigger. For single shower triggers, clusters with an energy above the trigger threshold are
considered as physics signal correlated with the trigger signal as can be derived from Fig. 23.
Consequently events lacking clusters with a sufficient energy can be considered as random
correlations of noise sources with the interaction trigger leading to a trigger selection in the
detectors that needs to be considered as impurity of the trigger. The purity values for the var-
ious single shower triggers are listed in Tab. 10. The purity reaches ≈ 80% for the L0- and
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Figure 24: (Color online) Left: trigger rejection of the jet triggers obtained from calorimeter-
based jets with R = 0.2 in pp collisions at

√
s = 13 TeV collected in 2017 and 2018. Ratios

are with respect to minimum-bias events (red) or to events triggered by the low-threshold jet
trigger (yellow). Right: corresponding trigger efficiency of the jet triggers in pp collisions at√

s = 13 TeV obtained with fast simulations on cell level and with full simulations including the
trigger response.

Table 11: Trigger RF of different jet triggers in pp and p–Pb collisions at various center-of-mass
energies.

System Collision Year RF
energy L1 jet (low) L1 jet (high)

pp
√

s = 8 TeV 2012 - 5144±5%√
s = 13 TeV 2017-2018 2799±0.8% 8201±0.9%

p–Pb √sNN = 5.02 TeV 2013 269±1.9% 6358±2%√sNN = 8.16 TeV 2016 1621±2.7% 3568±2.7%

low-threshold trigger in the EMCal. The impurity is driven by exotic clusters, by regions in the
detector that were masked in the cluster reconstruction but were active in the trigger system,
and by residual energy decalibration for the trigger energy estimates. The difference in purity
between EMCal and DCal can be attributed to a larger noise contribution in the DCal.
The trigger performance of the jet trigger is studied using jets reconstructed from calorimeter
clusters. Due to the presence of the PHOS on the DCal side (see Figs. 1 and 5), the performance
is only characterized in the EMCal acceptance. As the size of the 16x16 FastOR jet patch
used in pp and p–Pb collisions corresponds roughly to the size of R = 0.2 jets, those jets are
used for the performance evaluation. Figure 24 (left) shows the trigger rejection for the jet
triggers in pp collisions at

√
s = 13 TeV. The R = 0.2 jets were reconstructed with the anti-kt

algorithm from FastJet [35, 36], using only calorimeter clusters in the EMCal acceptance as
jet constituents. Jets are required to be fully contained within the EMCal fiducial acceptance.
Similar to clusters in the case of the single-shower triggers, the jet trigger rejection becomes
approximately constant for pT above the threshold. The ratio between the low- and the high-
threshold trigger can be used to determine the trigger rejection factor of the high-threshold
trigger with a better precision. The resulting trigger RFs are listed in Tab. 11.
In order to determine the trigger efficiency, the jet spectra and the number of triggers are cor-
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Figure 25: (Color online) Trigger efficiency for different jet resolution parameters for the low-
threshold (left panel) and high-threshold (right panel) trigger for calorimeter based jets as a
function of their transverse momentum.

rected by the pre-scaling of the trigger in the same way as for the single shower triggers. Fig-
ure 24 (right) shows the trigger efficiency for calorimeter-based jets with a jet resolution param-
eter R = 0.2 for 0 < pT < 120 GeV/c. Due to the large size of the jet patch, acceptance losses
due to dead channels play a minor role at sufficiently high pT and mostly lead to a broadening
in the turn-on region, leading to a trigger efficiency converging at 1 at high pT. Good agreement
with simulation is observed in a wide range of pT.
In the turn-on region a sensitivity of the trigger efficiency on the jet resolution parameter is
expected from the energy distribution within a jet. Due to the fixed patch size the jet trigger only
measures a fraction of the jet energy for jets with R > 0.2. Correspondingly, the jet pT at which
jets are fully efficiently selected by the trigger increases with increasing R. Figure 25 shows
the trigger efficiency for calorimeter-based jets with different resolution parameters ranging
from R = 0.2 to R = 0.6 for the low (left panel) and high (right panel) thresholds. The trigger
efficiency is approximately 1 beyond 10 GeV for the low threshold and 15 GeV for the high
threshold for R = 0.2. Those are significantly lower than the thresholds applied in hardware
at 20 (16) GeV for the high (low) threshold. Due to the large patch size, the jet trigger is
more sensitive to noise in the trigger system. Therefore, a small noise contribution can lead
to a sizable shift of the turn-on. The trigger efficiency is described by simulation in which we
assume a random noise component for each FastOR with a width of 50 MeV, corresponding to
1 ADC count.
Figure 26 shows the trigger RF for single shower triggers obtained from the cluster energy
spectra in p–Pb collisions at √sNN = 8.16 TeV. Due to the larger event activity, in p–Pb collisions
the rejection is almost a factor of 2 smaller than in pp collisions for similar thresholds.
Table 8 also lists the trigger setup used during the Pb–Pb data taking. In the 2018 Pb–Pb run,
the low threshold γ trigger was additionally applied to peripheral events as selected by the V0
centrality trigger. In heavy-ion collisions, a background subtraction algorithm based on the
average energy density in calorimeter on the opposite side of the triggering subdetector was
implemented in Run 2 in order to reduce the sensitivity of the trigger on the energy from the
underlying event. Figure 27 shows the correlation of the average energy density ρ measured
with the two subdetectors, EMCal and DCal, scaled by the area of the L1-jet patch, which is
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Figure 26: (Color online) Trigger rejection for single-shower triggers in p–Pb collisions at√sNN = 8.16 TeV, obtained from cluster energy spectra.
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Figure 27: Correlation of the average energy density ρ in EMCal and DCal scaled with the area
of the L1-jet patch, determined with the L1 trigger electronics

used for the background subtraction.
The γ and jet triggers are expected to bias the centrality distribution of the triggered events by
selecting preferentially more central events because the hard processes producing high-energy
triggers scale with the number of binary collisions. The effect can be demonstrated by com-
paring the centrality distribution from events triggered by the L1 γ trigger to the centrality
distribution in events triggered by the minimum-bias trigger, which are required to have at least
one cluster with an energy above the trigger threshold. This comparison is shown Fig. 28 (left).
Without the cluster requirement, the centrality percentile distribution is approximately constant
in minimum-bias events. When requiring at least one cluster over the trigger threshold, the
centrality distribution is in qualitative agreement with that obtained from EMCal L1 γ-triggered
events. Remaining differences in the centrality distributions from pure L1-triggered events and
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Figure 28: (Color online) Left: Centrality percentile distribution of EMCal L1 γ triggered
events (red) in comparison to the pure minimum bias distribution and minimum bias triggered
events with a 10 GeV cluster in the event. Right: Trigger RFs for the EMCal or DCal L1 γ

triggers in different centrality classes for Pb–Pb collisions at √sNN = 5.02 TeV. Only statistical
uncertainties of the trigger RF are given in the legend.
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Figure 29: (Color online) Comparison of the trigger RFs based on clusters and full jets for
the EMCal L1 γ and jet trigger in 0–10% (left) and 50–90% (right) central Pb–Pb collisions at√sNN = 5.02 TeV. Only statistical uncertainties of the trigger RF are given in the legend.

minimum-bias events including the cluster requirement are found for the most peripheral events,
dominantly in the 60-90% centrality class. Impurities in the trigger resulting from noise or ex-
otic clusters as discussed above have a larger effect in more peripheral collisions with lower
multiplicities. Therefore, a larger event count is seen in triggered events for peripheral col-
lisions than what is expected from minimum-bias events with the cluster requirement. After
rejecting impurities by applying the same cluster condition also in triggered events (red dashed
line) the expected centrality distribution is obtained.
Figure 28 (right) shows the RF of the combined L1 γ trigger in different bins of centrality.
The rejection factor is the smallest for the 10% most central collisions and increases towards
more peripheral events. In addition to the L1 γ trigger the L1 jet trigger was used in Pb–Pb
collisions at √sNN = 5.02 TeV as well. A comparison of the resulting RFs for reconstructed jets
between the L1 γ and L1 jet trigger can be seen in Fig. 29 for central and peripheral collisions.
The clusters and jets were reconstructed in the EMCal acceptance with a jet radius of R = 0.1,
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Figure 30: (Color online) Raw distribution of the invariant mass of cluster pairs in EMCal (left)
and DCal (right) for one run of 2018 data taking obtained during the QA process. The red line
corresponds to a fit to the invariant mass distribution with a Gaussian function for the π0 signal
and a second-order polynomial for the background. The fit parameters are used to monitor the
performance of the reconstruction and of the detectors. In the displayed run, 819535 events
were collected.

which is close to the area of the patch size of 8x8 FastORs used in Pb–Pb collisions, in order
to have the least bias from fluctuations of the underlying event. Both triggers appear to be
fully efficient above jet momenta of about 70–80 GeV/c with the L1 γ reaching its maximum
efficiency slightly earlier. The L1 jet trigger is, however, more effective and thus has a higher
RF. For nearly all L1 jet-triggered events, a coincidence with the L1 γ trigger on the same side
was observed, indicating that the L1 jet trigger is more selective in heavy-ion collisions. For
the L1 γ trigger the RFs obtained from the cluster and jet spectra agree within their statistical
uncertainties, as expected, when restricting the cluster acceptance to the EMCal as well. This
means that most of the jets beyond pT = 80 GeV/c contain at least one cluster above the trigger
threshold of about 10 GeV.

3.6 Data quality assurance
The EMCal offline Quality Assurance (QA) tools are integrated into the general ALICE offline
QA framework. The goal of the QA process is to provide immediate feedback on the data
quality, enabling the determination of good run lists for analyzers, and detecting and classifying
anomalies. If anomalies are detected, a dedicated calibration may be necessary.
A fast reconstruction of the EMCal data is done immediately after data taking (within a few
hours). These first data quality checks are particularly important, as issues discovered at this
stage can be fixed during data taking. The QA is based on automatic post-processing of de-
tector specific data produced by algorithms running at the end of the reconstruction. The post
processing produces run-by-run energy distributions of each cell, clusters, trigger information,
and correlations to other detectors.
The invariant mass distribution of cluster pairs is shown in Fig. 30 as a concrete example of
this type of QA, with the EMCal on the left and the DCal on the right. The π0 meson mass
peak is fit for both distributions, allowing for straightforward assessment of the data quality
by observing the stability of the peak position and width values. Most of these quantities are
collected per SM to enable a more detailed characterization. All the results are automatically
posted to a web-based repository.
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The stability of the EMCal and DCal performance is monitored over longer periods covering
several runs, from a few tens to a few hundred, with the same detector conditions to check for
overall deviations from normal operation. These checks are done on average quantities extracted
from the run-by-run QA: the mean values and dispersion of the number of cells with signal per
event, the number of clusters per event, the mean number of cells per cluster, the position of the
π0 invariant mass peak. The number of charged tracks reconstructed in the ITS and TPC which
are associated to a cluster is also monitored for stability. All trending plots are systematically
inspected for both minimum-bias and EMCal-triggered data at each reconstruction step and for
each data-taking period to identify outliers. These checks are particularly important to identify
run ranges for which different calibrations or bad channel determinations are needed.
To illustrate the QA process, the EMCal and DCal performances for pp collisions at

√
s = 13 TeV

collected in 2016, 2017, and 2018 are presented in the following. The average number of clus-
ters per event as a function of run index is shown in Fig. 31. The mean was calculated using
clusters with energy larger than 0.5 GeV to select signal-like clusters. For each data-taking year,
this metric was generally stable within less than 1%.
The mean number of cells per cluster and the mean cluster energy in minimum-bias events are
presented on the left and right of Fig. 32, respectively. These quantities are presented for a
selection of SMs. Although there is some variation in the mean number of cells per cluster
among SMs, the run-by-run performance for a single SM is constant over time. The mean
cluster energy is consistent between SMs and run-by-run. At the beginning of the 2016 data
taking (runs before the red vertical line), two SMs from DCal were not included in the readout
and the corresponding values (cells/cluster and mean energy/cluster) for SMs 18 and 19 are
zero.
Collectively, these trending plots illustrate the stability of cluster performance over the 3 years
of data taking for Run 2. For pp collisions at

√
s = 13 TeV, less than 10 % of the data collected

with the EMCal was affected by anomalies spotted during the quality assurance process. Most
of the anomalies, corresponding to about 8% of the collected data sample, are due to issues in
the cell-time distributions. These anomalies can be recovered via a specific time calibration,
as described in Sec. 5.4. The remaining issues, corresponding to less than 2% of the collected
sample, are mostly due to pedestal subtraction malfunction, or to cases in which large parts of
the detector were disabled during data taking.

3.7 Online data-quality monitoring on the high-level trigger
In an effort to further monitor the EMCal performance in real time a monitoring system based
on the capabilities of the High Level Trigger (HLT) [17], a large computing system performing
immediate reconstruction during the data-taking process, was developed and deployed during
Run 2.
In order to be able to operate on the HLT it was necessary to develop an of interconnected
synchronous and asynchronous processing components to handle EMCal data reconstruction
and processing [37]. These components consisted of a new reconstruction chain, separate from
that used for standard offline reconstruction, to convert raw data into digits, clusters, and trig-
gers. In order to meet the strict performance requirements, these components were purposely
built for the HLT. In particular, data were handled as flat structures minimizing the overhead in
copy processes. Within the context of monitoring, the trigger reconstruction and clusterization
components were especially important to enable monitoring of higher level and more complex
information than would be otherwise possible. Dedicated quality assurance components ran
asynchronously, extracting derived information from all the steps of the reconstruction to char-
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Figure 31: Mean number of clusters per event as a function of the run index for pp collisions
at
√

s = 13 TeV. Example runs with similar data taking conditions are displayed. Only clusters
with energy above 0.5 GeV were used for the mean estimation. The gray vertical lines corre-
spond to the start of different data-taking years.
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Figure 32: (Color online) Mean number of cells per cluster (left) and mean cluster energy
(right) for a selection of SMs as a function of the run index in pp collisions at

√
s = 13 TeV.

Example runs with similar data taking conditions are displayed. Only clusters with energy
above 0.5 GeV were used for the mean estimation. The vertical red line indicates the run at
which the 2 last DCal SMs were inserted into the readout. The vertical gray lines correspond to
the start of different data-taking years.

acterize the detector performance. Examples of monitored quantities are cluster spectra, trigger
rates, and the comparison of the median energy of the trigger patch measured in the EMCal
versus DCal.
The HLT distributes events to be reconstructed to the components in a round-robin manner.
The components process the data and then return the results to an HLT merger component
that then makes the data available for further processing and display, as described below. This
design provides a time resolution on the order of minutes, with the time resolution scaling with
the computation time, which itself is proportional to the event size. For Pb–Pb data-taking
conditions, the EMCal components could process up to 6000 events/s [37], resulting in the full
bandwidth being inspected.
On top of the output from the HLT merger, the Overwatch project was developed and utilized
to further process and display the QA information [38]. It provided the capabilities to store
and further contextualize the QA data, extracting and trending values, projecting and plotting
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Figure 33: (Color online) Data flow and architecture from the raw-data collection by ALICE to
the eventual graphical representation in the Online Visualization of Emerging tRends and Web
Accessible deTector Conditions using the HLT (Overwatch) web application [38].

0 50 100 150 200 250 300 350
 (GeV)patchEEMCal median 

0

50

100

150

200

250

300

350

 (
G

eV
)

p
at

ch
E

D
C

al
 m

ed
ia

n
 

1

10

210

310

410

510

C
o

u
n

ts

 = 5.02 TeVNNsALICE, Pb-Pb 
Run 295831

Figure 34: (Color online) Comparison of EMCal and DCal median energies of the trigger patch
from the online QA on the HLT. The linear correlation indicates that both subdetectors are
measuring similar event activity.

histograms, and adding additional information for graphical representation, such as locations of
the SMs. The data flow from collection by ALICE through display in Overwatch is represented
in Fig. 33. Information provided via the HLT is stored long term, processed according to the
specifications provided by the EMCal specific module, and then displayed via the web applica-
tion. Of particular interest for quality assurance is the ability for the user to select a particular
time range for reprocessing via the web application, allowing time-dependent investigation of
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observed phenomena.
The flow of data from the EMCal components on the HLT through the merger to Overwatch
forms the same structure as a device within the O2 [39] framework. The experience gained in
developing this project aided in both the ongoing development of the EMCal O2 framework,
as well as in the broader development of quality control efforts for Run 3. One example of the
QA provided through Overwatch is the comparison of the EMCal-DCal median energy in the
trigger patch shown in Fig. 34. The histogram, collected during the 2018 Pb–Pb data-taking
period, shows a strong correlation between the median tower energy in both regions, indicating
that both are measuring similar event activity, reflecting the event centrality.
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4 Test beam
4.1 Test beam setup
An EMCal mini-module of 8× 8 towers built according to the final design of the production
modules was tested in the summer of 2010 at the CERN Proton Synchroton (PS) and Super
Proton Synchroton (SPS) facilities using the same detector configuration as installed in ALICE.
Production versions of the EMCal FEE boards and the final LED monitoring system (Sec. 2)
were used during these tests. Beam tests were performed also with earlier (not final) versions
of the FEE at FNAL in 2005 and at CERN in 2007, and the results are summarised in Ref. [40].
All towers were scanned with beams of electrons, muons and hadrons in order to investigate the
response of the EMCal to these particles. As discussed in Sec. 2.1, the modules in ALICE have
a 1.5o taper in the η direction to provide an approximately projective geometry. During the
scan, the EMCal mini-module was placed on a movable table, allowing to select the position of
incidence of the beam on the mini-module. The scan of each tower was performed such that the
beam hit the tower surface perpendicularly.
The PS accelerator at CERN accelerates protons up to 25 GeV. The protons impinge on a pro-
duction target to produce electrons and hadrons with an approximately exponential energy dis-
tribution. The momentum of the produced particle is selected by a system of magnets and
collimators. In this study, the final momentum selection collimator was typically set to achieve
a 0.5% selection on the momentum. The test beam was not sharply focused spatially in order to
investigate a large area of the EMCal for each position setting of the EMCal mini-module. For
each configuration, typically about 8–10 adjacent towers gave signals. Electrons and hadrons
within an energy range from 0.5 to 6 GeV were studied during the PS beam period. The setup
used at the T10 beam line of PS is shown in Fig. 35. A threshold Cherenkov detector was used
in the PS experimental setup in order to discriminate between electrons and hadrons (mostly
pions) in the mixed beams of the PS. The T10 beam line at the PS was recommended for op-
eration with a minimum beam momentum of 1 GeV/c. In order to operate at lower beam
momenta of 0.75 GeV/c, the magnet settings were extrapolated. Thus, for the lower energy, a
1% uncertainty was assigned because of this extrapolation.
In addition, data were taken with the same mini-module setup in the H4 beam line at the SPS.
The SPS operates at a maximum beam energy of 450 GeV, allowing higher energy particles to
be used. The electron and hadron energies studied with the mini-module at the SPS were in
the range of 6–225 GeV. In the H4 beam-line, clean electron beams were provided as a tertiary
beam after photons (the secondary beam) from neutral pion decays, produced in the production
target, were converted to electrons in a lead converter. The setup used during the SPS data-
taking is shown in Fig. 36. For both test beam periods, scintillator counters provided the beam
trigger. Three Multi-Wire Proportional Chambers (MWPC) (indicated as CH1, CH2, CH3 in
the figures) ensured that only a single track per event was registered and provided the position
of incidence of the beam particle during the offline analysis.

4.2 Calibration and corrections
The relative calibrations of the towers were determined with initial runs in which the movable
platform was moved to scan all towers with the test beam. For the PS period, the calibration
runs were taken with 6 GeV electrons, while for the SPS period the calibration runs were taken
with 10 GeV electrons. For each tower, enough calibration data was taken to provide a statistical
uncertainty of less than 1% on the reconstructed energy peak. Corrections for the temperature
dependence of the APD gains for each tower were applied on a run-by-run basis in the offline
analysis. Because the electromagnetic showers spread over several towers, and the sharing of
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Figure 35: (Color online) Schematic view of the ALICE EMCal mini-module at the PS T10
beam line. The beam enters from the right. The Cherenkov detector was used for identification
of the beam particle. The mini-module could be moved in the directions indicated by the red
arrows in order to scan different towers.
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Figure 36: (Color online) Schematic view of the ALICE EMCal mini-module at the SPS H4
beam line. The beam enters from the right. The mini-module could be moved in the directions
indicated by the red arrows in order to scan different towers.

the energy between towers depends on the position of incidence on the tower, the reconstructed
energy (Erec) must be determined as a sum over several towers with signals. As a result, the
calibration factor for each tower must be determined by comparing the sum of energy deposits
in several towers with the incident energy (Ebeam). To this purpose, the events were grouped
according to the position of the tower with the highest energy deposit (leading cell) and for each
group a χ2 function was defined as

χ
2
k =

1
Nevent

∑
event

[
Ebeam −

towers

∑
i=1

αi ADCi −βEagg

]2

, (17)

where Nevent is the number of events in the given group, αi is the energy calibration coefficient
for the i-th tower, and ADCi is the measured pulse amplitude. The last term, introduced as a
linear function of the minimum aggregation energy threshold per tower (Eagg), was included for
fixing the absolute energy scale. Both the αi and the β coefficients were found by minimising
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the (global) χ2 defined as a sum of χ2
k for different leading cell positions and for several values

of minimum aggregation energy threshold:

χ
2 = ∑

LeadingTower,Eagg

χ
2
k . (18)

In order to avoid the edge effects and to ensure that the electromagnetic shower is fully cap-
tured by the mini-module, it was required that the maximum energy deposit is in one of the four
central towers (conditionally labeled by symbols A, B, C and D). The events with a maximum
tower energy of less than Eseed = 500 MeV were discarded from the analysis in order to be com-
patible with the cluster selection used for analyses of ALICE physics data, where the clusterizer
is only applied for the so-called seed towers with an energy above this threshold (Sec. 3.3).
Since this threshold is higher than the energy deposited by a MIP, it results in better energy and
position resolutions but affects the low energy clusters. Additional towers were used during the
clusterization only if they had energies above Eagg ≥ 50 MeV. This energy corresponds to ap-
proximately 3 ADC counts. In addition, clusters made of single towers were excluded from the
study in order to be consistent with the analysis of ALICE data, where such clusters are rejected
to suppress the noise and "exotic" clusters (see Sec. 3.4.3). During the calibration procedure,
Eagg = 50, 100 and 150 MeV values were used in Eq. 17, and the β coefficients determined from
PS 6 GeV runs and from SPS 10 GeV runs were found to be compatible with β ≃ 3.4. Thus,
in the case of requiring the minimum aggregation energy per tower to be at least ∼100 MeV, a
deficit of about 3.4% of the “measured energy” is expected for electrons with incident energy
of ∼1 GeV.
Since the beam energies used for energy calibrations are well below 16 GeV, in the operational
region of high-gain regime, the αi coefficients were only determined for the high-gain channels.
The calibration of low-gain channels was accomplished on a channel-by-channel basis by com-
paring the pulses in high- and low-gain channels from higher energy electron beam data. The
high- and low-gain amplitudes were found to be well correlated with an average gain ratio of
16.3 and an RMS of 0.15.
During the analysis of high energy beam data, a significant energy nonlinearity was observed
for beam energies ≳ 100 GeV. Specifically, an energy deficit increasing with the beam energy
was found, which is not described by MC simulations, likely a possible consequence of electro-
magnetic shower leakage. With laboratory measurements it was confirmed that the nonlinearity
arises from the FEE response, namely due to the buffer of the shaper used in the FEE card. The
FEE (shaper) nonlinearity was studied in detail and parameterized by correlating the measured
pulse amplitude to an input pulse amplitude, injected from an external pulse generator TG5011
and from a dedicated light generator described in Ref. [41]. The correlation for 20 channels is
displayed in Fig. 37 (left). The mean of the measured pulse amplitude as a function of leading
tower energy for various towers is well described by a 6th-order polynomial function. Based on
the parametrization from laboratory measurements, the missing energy as a function of mea-
sured energy was calculated and compared with test-beam data in Fig. 37 (right). In the latter
figure, the dependence of the difference between the beam and reconstructed energies (Emiss) is
shown as a function of leading tower energy for various beam energies and for various positions
of the leading tower. This comparison must be considered as a qualitative comparison, because
the missing energy cannot be accurately measured from data. The dispersion of the data points
per tower is mostly due to the variation of the FEE (shaper) nonlinearity per channel (the gray
band in the left panel), the variation of energy calibration coefficients used to convert from ADC
to GeV units, and the cross-talk (see Sec. 5.8).
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on missing energy (Emiss) as a function of the measured energy.

0 0.2 0.4 0.6 0.8 1
 (GeV)E

1

10

210

310

C
o

u
n

ts
 (

ar
b

. u
n

it
s)

data
fit:

 0.9 MeV±MIP = 235.6 
 0.9 MeV± = 31.0 σ

GEANT3
fit:

 0.5 MeV±MIP = 282.4 
 0.4 MeV± = 42.2 σ

GEANT4
fit:

 0.5 MeV±MIP = 235.2 
 0.4 MeV± = 41.1 σ

ALICE EMCal test beam
= 6 GeV

beam
E-beam, µ

4.5 5 5.5 6 6.5
 (GeV)E

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

C
o

u
n

ts
 (

ar
b

. u
n

it
s)

data
fit:

 0.01 GeV± = 5.74 µ
 0.01 GeV± = 0.29 σ

GEANT3
fit:

 0.05 GeV± = 5.75 µ
 0.04 GeV± = 0.26 σ

GEANT4
fit:

 0.06 GeV± = 5.76 µ
 0.04 GeV± = 0.28 σ

ALICE EMCal test beam
= 6 GeVbeamE-beam, -e

NxN clusterizer: 
 = 100 MeV aggE = 500 MeV, seedE

Figure 38: (Color online) Left: energy distribution of single cell clusters obtained from scans
with a 6 GeV muon-beam. Right: energy distribution of clusters obtained from scans with a
6 GeV electron beam. For both cases the data are shown with black markers and compared with
the predictions from MC simulations with GEANT3 and GEANT4 transport codes.

For both the test beam and LHC ALICE data reconstructions, the FEE (shaper) nonlinearity
correction is absorbed in the tower-level energy calibration.

4.3 Data analysis and results
Even though the clusters with leading cell energy less than 500 MeV were excluded from the
energy-calibration procedure, special attention was paid to lower-energy single-cell clusters
from the data taken with muon- and hadron- beams to determine the MIP energy. Muon- and
hadron- beams showed identical results. The measured energy distribution with a 6 GeV energy
muon beam is shown in Fig. 38 (left). A fit with a Landau–Gaussian convolution achieves a
good description of the data and yields approximately 236 MeV for the MIP energy. The MC
prediction with the GEANT4 transport code is in good agreement with data, whereas the one
with GEANT3 overestimates the MIP energy by about 50 MeV.
In Fig. 38 (right), the reconstructed energy distribution measured from data with a 6 GeV elec-
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tron beam is presented and compared with the predictions from MC simulations with GEANT3
and GEANT4 transport codes. Both predictions are in good agreement with the data.

4.3.1 Response at low energies
The granularity of EMCal towers is such that the tower size is about twice the Molière ra-
dius (see Tab. 4). This is similar to the calorimeters of the Pioneering High Energy Nuclear
Interaction eXperiment (PHENIX) [42] and Omni-Purpose Apparatus at LEP (OPAL) [43] ex-
periment, whereas for many other calorimeters the tower size is comparable to the Molière
radius. Such segmentation of EMCal results in a uniform response across towers. For incident
electrons with energy E ≲ 4 GeV, the transverse size of the EMCal shower is compatible or
smaller than the size of one tower. Thus, when the incident particle hits the center of a tower,
the electromagnetic shower is fully contained in a single tower. However, when the particle hits
the tower near its edge, the shower is split among two or more towers. Therefore, the probabil-
ity of finding clusters with at least two cells is smaller when the low energy particles hit near
the center of towers. In addition, due to the non-linear energy response vs shower energy, in
case the shower is split in several towers due to hitting by a particle near the tower edge, the
reconstructed energy is smaller than it would be in case the particle would hit the center of a
tower and the whole shower would contain in a single tower. Thus, at low energies the detector
response, and as a consequence the energy nonlinearity, depend both on the energy and on the
hit position due to the way the shower splits among towers and on the light accumulation and
propagation properties.
The cluster-reconstruction and cluster-finding efficiency (εrec) as well as the energy response
as a function of hit position obtained from MC simulations are shown in Fig. 39. The latter
quantity is quantified as the ratio between the reconstructed energy and the incident energy and
also referred to as energy nonlinearity. The scan was performed by varying the x-coordinate
of the hit position at fixed y = 0 (at the center of tower in the perpendicular direction). The
cases when the cluster is made of a single tower and at least two towers are shown separately in
Fig. 39. In the analysis of the LHC collision data, at least two towers in the cluster are required
to suppress the noise (Sec. 3.3), resulting in the cluster finding and reconstruction uniformity
across towers.
Figure 40 (left) shows the cluster εrec for clusters with at least two towers as a function of the
incident hit position measured from TB data. Due to the lack of statistics it was not possible
to make a x-scan (y-scan) in slices of y (x). Instead, the integral over all hit positions in the
perpendicular direction was done. For the same reason, the energy nonlinearity dependence
on the hit position could not be measured with a reliable precision. We expect a few percent
uncertainty for the average energy nonlinearity determination depending on the beam-center
position and the beam profile. The mean εrec (for a uniform distribution of incident particles
across towers) as a function of incident particle energy found from data and MC simulations is
shown in Fig. 40 (right). The efficiency is close to 100% for electrons with energies larger than
4 GeV in both data and MC. However, for lower energies the MC simulations systematically
underestimate the data, indicating that the simulations predict more collimated electromagnetic
showers.

4.3.2 Energy nonlinearity and resolution
Figure 41 shows the ratio of reconstructed energy over true beam energy (Erec/Ebeam) as a func-
tion of Erec measured in the test-beam data and obtained from MC simulations. This dependence
presents the energy nonlinearity of the detector response. For the data the channel-by-channel
shaper nonlinearity correction (see Fig. 37 left) is already applied as described above.
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A reasonable agreement between data and MC predictions was achieved. The energy nonlin-
earity can be parameterized as

f (Erec) =
p0 + p1 ln(Erec)

1+ p2 exp(Erec/p3)
, (19)

with parameters: p0 = 4.3±0.6, p1 = 0.06±0.02, p2 = 3.5±0.6, p3 = 4172±2276 (energy
in units of GeV).
The energy dependence of the energy resolution of an electromagnetic calorimeter is parame-
terized as

σ(E)/E = a⊕b/
√

E ⊕ c/E, (20)

where E is the incident energy (in units of GeV). The intrinsic resolution is characterized by
the parameter b that arises from stochastic fluctuations due to intrinsic detector effects such
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Figure 42: (Color online) Left: relative energy resolution as a function of beam energy. Right:
cluster-position resolution as a function of beam energy.

as energy deposition, energy sampling and light-collection efficiency. The constant term, a,
originates from systematic effects, such as shower leakage, detector nonuniformity or channel-
by-channel calibration errors. The third term, c, is due to electronic noise summed over the
towers of the cluster used to reconstruct the electromagnetic shower. The three resolution con-
tributions are added in quadrature.
The energy resolutions obtained from test beam data and MC simulations are shown in Fig. 42.
The following numerical values were found from a fit to data for the energy resolution parame-
ters: a = 1.4±0.1, b = 9.5±0.2 GeV1/2, c = 2.9±0.9 GeV.
The energy response was also studied for different positions corresponding to the modules as
installed in ALICE. Most of the test beam data were taken with a configuration where the beam
hits the EMCal modules perpendicularly. Data were also taken with configurations where the
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modules were tilted in ϕ by 6◦ or 9◦ at different surface positions. The response at such tilted
configurations is consistent with the energy nonlinearity and the average resolution as a function
of energy presented in Figs. 41 and 42 (left). No significant deviations from the averages at 0◦

were observed.

4.3.3 Position resolution
The segmentation of the calorimeter allows one to obtain the hit position from the energy dis-
tribution inside a cluster with an accuracy better than the tower size. The x and y coordinate
locations are calculated using a logarithmic weighting of the tower energy deposits as described
in Sec. 3.4.2. The MWPCs used in the test beam data provided a measurement of the reference
position with an uncertainty smaller than 2 mm. Figure 42 (right) shows the x and y position res-
olution as a function of the energy deposit for electrons. As expected, no significant difference
in the resolution in the x and y directions is observed, and the position resolution is signifi-
cantly smaller than the tower size even for ∼ 700 MeV clusters. The electromagnetic shower
position resolution can be described by a⊕ b/

√
E, where the two contributions are added in

quadrature, with the following numerical values for the parameters found from the fit to data:
a = 0.268±0.001 cm, b = 1.042±0.003 cm/GeV1/2.
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5 Calibrations and corrections
5.1 Survey alignment
The geometry of the EMCal was initially implemented in the software following the design of
the ALICE experiment, and this geometry is referred to as the “ideal geometry” in this section.
However, during the installation of the detector in the cavern, the detector was positioned in
a slightly different location, which is referred here as the “actual geometry”. This results in
a mismatch between the geometry implemented in the software and the actual position of the
detectors. In the ALICE reconstruction framework, this is corrected by the introduction of
alignment matrices, which describe the rotation and translation of the detectors from the ideal
to the actual positions. The EMCal SMs were installed individually in the cavern, and therefore
they are considered to be independent when calculating the alignment matrices. In this setup,
each module inside an SM was built and mounted with few hundred micrometer precision, and
has no freedom to move, which further justifies the use of each SM’s position as the degrees of
freedom in the alignment.
The initial alignment was based on the measurement of the position of reference markers at-
tached to the corners of the SMs, as illustrated in Fig. 43. Using these positions, the alignment
was performed in the following steps. At first, two vectors along the edges of each SM were
used to span the plane of the surface of the calorimeter. The first vector, called short-axis vector
(vS), which is approximately in the ϕ–direction, was built using the two points of the survey in
the shortest length of the SM. The positions used were the closest to η = 0 for the SMs in the
η < 0 region (C and D in Fig. 43) and the closest points to η ≈ 0.7 for the SMs in the η > 0
region (A and B in Fig. 43). The second vector, called long-axis vector (vL), which is approxi-
mately in the η–direction, was built along the longest dimension of the SM. It was constructed
by taking the average of the two vectors in the longest direction of each SM (see Fig. 43). For
example, vL was calculated using the following expression for SM0:

vL =
vAC +vBD

2
, (21)

where vXY is the vector that connects the point Y to the point X . Then, a vector orthogonal to
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Figure 43: Schematic overview of the positions of the survey points and how the vectors used
for the alignment were constructed.
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Figure 44: (Color online) Left: Angular rotation of each SM with respect to the ideal geometry.
Right: Translation of each SM with respect to the ideal geometry.

the actual surface of the detector (vO) was computed using the cross product of the long- and
short-axis vectors:

vO = vL ×vS. (22)

This orthogonal vector was compared to the one in the ideal geometry, and the angular differ-
ence between them was calculated, in the reference system defined at the center of the SM, in
terms of roll-pitch-yaw angles φ ,ψ and θ standing for the rotations around the axes x,y and
z, respectively [44]. The angular differences for each SM are presented in Fig. 44 (left). The
differences are smaller than 1 degree for most cases. The ideal geometry was then rotated by
these angles, and the translations in the x, y and z directions between the rotated ideal geometry
and the actual position were calculated. They are reported in Fig. 44 (right). This took into
account an additional constraint applied for the full-size and 1/3 size SMs, to ensure a smooth
transition at η ≈ 0. The translations are of the order of a few centimetres, and a global shift of
approximately 11 cm in the y-direction is found for the DCal SMs (SM 12–19). In the end, the
total alignment matrix was calculated by combining the translations in the x, y, and z axes, and
the three rotation angles calculated in the previous step.
To check the accuracy of the alignment and possibly correct for remaining misalignment, a study
of the matched tracks to the EMCal clusters in pp collisions was performed. The strategy was to
use the differences between the position of the tracks and clusters as a benchmark of the quality
of the alignment, where the cluster position is given by the weighted average position according
to Eq. 9. Since electrons deposit their full energy in the electromagnetic calorimeter, electrons
with pT> 2 GeV/c and |η | < 0.7 were chosen for this study. They were identified using the
charged tracks reconstructed in the ITS and the TPC, and propagated to the calorimeter’s surface
(Sec. 3.4.1). Each track was propagated to the position of the EMCal and was associated with
a cluster if the corresponding difference in ϕ and η (of the track and the cluster) was less than
0.1. When being matched, the tracks were propagated to the position of the cluster. The particle
identification used the specific ionisation energy loss in the TPC with a cut of −1 < nTPC

σ < 3,
where nσ is the difference between the measured and expected detector response signals for
electrons normalised to the response resolution. The purity was further improved by applying a
selection in the ratio of the energy of the cluster over momentum of the track (0.8< E/p< 1.2).
An example of the result of such a study is shown in Fig. 45, where the differences in ϕ and η
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Figure 45: (Color online) The probability distribution of the position of electron tracks propa-
gated to the EMCal SMs surface and their associated cluster in η-direction (left) and ϕ-direction
(right). The distributions are normalized by their integral.
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Figure 46: (Color online) Mean differences between the position in η (left) and ϕ (right) of
clusters and electron tracks propagated to the EMCal / DCal as function of the SM number. The
colors represent electrons (red) and positrons (blue).

for the EMCal SMs are reported. The distributions show a clear peak around 0, showcasing the
good performance of the alignment. Nevertheless, it is still possible to see a small remaining
misalignment, most visible in the asymmetry of the residuals in the ϕ-angle. A compilation of
all the mean values for each SM is shown in Fig. 46.
For the EMCal, the track matching studies indicated a residual misalignment in the beam direc-
tion (Z-axis) which were added to the alignment matrices. No further alignment was applied in
the DCal, since the remaining misalignment was smaller than the size of a cell.

5.2 Cell energy calibration
The goal of the energy calibration is to obtain for each cell i a coefficient ci such that when
multiplied by the actual cell responses, all cells give the same value to an identical stimulation.

5.2.1 Energy pre-calibration
The testing and relative pre-calibration of each SM were performed upon assembly in the lab-
oratory using the response to cosmic muons as a MIP. SMs were calibrated in three sections
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consisting of 8 strip modules per test. The trigger was defined by 16 scintillator paddles po-
sitioned in pairs above and below the strip modules. The size, position and orientation of the
paddles were such that a particle that crossed both paddles of a pair only crossed the associated
strip module. Both ends of a paddle were instrumented with photomultiplier tubes. When all
four photomultipliers of a pair of top and bottom scintillator paddles received a signal a trigger
was issued and the data from the entire 1/3 of the SM was read out. The triggering paddle pair
was identified, and the times when the signal was observed by each of the four photomultipliers
were registered. In the final analysis the timing information allowed reconstruction of the muon
crossing position along the top and bottom paddles with ∼ 3 cm precision. With an additional
isolation cut (with no signals in neighboring modules) events were selected for use in the cal-
ibration. This procedure allowed us to obtain an initial tower relative energy calibration with
≈ 2% precision, see [45] for details.

5.2.2 Energy calibration with the LHC data
Since the collected data does not contain enough Z0 boson →e+e− or even η meson → γγ

decays [3], the cells were calibrated by using the π0 meson → γγ decays. In this section,
“miscalibration” will be used for convenience to denote the difference with respect to the ex-
perimentally unreachable perfect calibration, regardless of the fact that the cells were or were
not calibrated. “Residual miscalibration” will be used when the cells are calibrated.
The procedure consists of measuring the invariant mass distribution of π0 meson candidates
for which one of the two decay photons has the cluster centroid (see Eq. 13) located in the
considered cell. This distribution is then fit by the sum of a Gaussian (for the π0 meson peak)
and a second-order polynomial (for the combinatorial background). The coefficient ci is ob-
tained from the ratio of the known π0 meson mass MPDG

π0 to the mean of the fitted Gaussian µfit
i :

ci =
(

MPDG
π0 /µfit

i

)n
, where n is a coefficient chosen between 1 and 2. While Eq. 5 suggests to

choose n = 2 for a random set of not calibrated cells, studies showed that convergence is faster
with values around n = 1.5 [3]. Since the total shower energy, distributed in several cells, and
the energy deposited by the second decay photon are required in the estimate of the invariant
mass, the calibration procedure is carried out iteratively. The cells located on the edges of the
SMs cannot be calibrated this way, because part of the electromagnetic shower is lost.
The calibration data sets were obtained in pp collisions using a lower threshold for the L0 trigger
than that used in the data sets for physics analyses, in order to trigger on decay photons from π0

meson decays that lead to well-separated clusters in the calorimeter. These data sets were taken
in 2012, 2015 and 2018, with a 2.5 GeV L0-trigger threshold, and contain an average number of
17, 41, and 18 thousand events per cell (SM edges excluded), respectively. A cell energy thresh-
old of 50 MeV and a minimal seed energy of 100 MeV were used for the cluster reconstruction,
and the nonlinearity of the energy response of the calorimeter was corrected (see Sec. 5.6). To
reconstruct π0 meson candidates, only approximately circular clusters (σ2

long < 0.5) that were
not matched to a track were used. They also were required to have an associated time less than
20 ns relative to the collision time, and a time difference between the two clusters less than
20 ns. In addition, the cluster energy was required to be larger than 0.7 GeV and lower than
10 GeV. Finally, both clusters used to reconstruct the π0 meson were required to be in the same
SM, in order not to be affected by residual misalignment.
Since the cluster energies used for energy calibration are well below 16 GeV, in the operational
region of high gain regime (see Sec. 2.3), the ci coefficients implicitly refer to high gain chan-
nels. The calibration of low gain channels is obtained using the test beam measurements where
a factor 16.3 (with RMS of 0.15) was found for the low over high gain ratio (see Sec. 4.2).
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Figure 47: (Color online) Relative en-
ergy resolution as a function of the
energy of the incident particle. Dis-
played are the target resolution (black,
dashed-dotted) and the measured en-
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5.2.3 Target energy resolution
The calorimeter intrinsic energy resolution σ intrinsic

E was measured in beam tests, with a rela-
tive energy miscalibration estimated to be smaller than 1% (Sec. 4.2). The relative uncertainty
σ calib

E /E due to the relative miscalibration of the cells adds up quadratically to the constant term
a of Eq. 20. The energy calibration aims at reducing σ calib

E down to a level, which makes the
total energy resolution compatible with the physics program of the experiment. Studies showed
that an energy resolution σ tot

E = σ intrinsic
E ⊕σ calib

E of about (2%⊕ 15%/
√

E)⊕ 1% is sufficient
to achieve the physics goals of EMCal [4, 40]. Figure 47 shows that a residual miscalibration
of 2% allows to cover the full energy range with the desired resolution, while a residual miscal-
ibration of 3% would only affect electron and photon measurements above 30 GeV, an energy
domain where the statistical uncertainties exceed those arising from miscalibration.
Since what is actually measured are reconstructed masses of π0 mesons, a relationship has to
be drawn between the energy miscalibration and the spread of the π0 mesons masses measured
in the various cells.
For different instances of actual energy deposited, E true, the energy measured in the cell is
denoted by Emeas

i,k where i is an index for the cell, and k corresponds to each measurement being
different due to the intrinsic calorimeter resolution. Using αi to characterise the effect of the
non perfect calibration of cell i and βk for the calorimeter resolution, the measured energy can
be written as:

Emeas
i,k = E true(1+αi)(1+βk)≃ E true(1+αi +βk), (23)

where αi and βk both follow Gaussian distributions centred at 0 and of widths σ calib
E /E true and

σ intrinsic
E /E true, respectively.

Let us first consider the simple case of a π0 meson decay where the energy of each decay
photon is fully contained in a pair of single cells i and j. In this case the reconstructed π0

meson invariant mass can be expressed as

Mreco
γγ = MPDG

π0

√
(1+αi +β1)(1+α j +β2) ≃ MPDG

π0

(
1+

1
2
(αi +α j +β1 +β2)

)
, (24)

where β1 and β2 are associated to the energy deposits in cells i and j, respectively.
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Using index n to number the π0 mesons reconstructed with a photon hitting a cell i, the average
of the measured invariant masses can be written as

1
N

N

∑
n=1

Mreco
γγ,n = MPDG

π0

(
1+

1
2N

(
∑
n

αi +∑
n

α j +∑
n

βk1 +∑
n

βk2

))
. (25)

The indices j, k1 and k2 depend on n, so the β terms (average shift induced by the intrinsic
energy resolution) and the α j term (average miscalibration of many cells) vanish. Therefore,
assuming that the fit made on the invariant mass distribution is a good estimate of the average
reconstructed mass, µfit

i ≃ MPDG
π0

(
1+ αi

2

)
.

The distribution of µfit
i /MPDG

π0 is therefore expected to follow a Gaussian with half of the width
of the corresponding distribution of αi. A simulation confirmed this result, and therefore the
uncertainty values reported below on the measurement of π0 meson masses will be multiplied
by 2 to obtain the corresponding uncertainty on an energy measurement.

5.2.4 Consequences of the upstream material budget
As the π0 meson life time is very short with τπ0 ≈ 8.5×10−17s, the decay photons must cross
the material of all the central ALICE detectors before reaching the calorimeter. Conversions
happening before the first half of the TPC are efficiently rejected by the veto applied when the
cluster is matched to a charged-particle track, see Fig. 12. Conversions in TRD and TOF are
partially removed by the requirement on the shower shape because the positron and electron are
separated by the magnetic field. However, the remaining clusters suffer from an energy loss in
the material crossed after the conversion. This results in a slightly more pronounced tail of the
π0 meson peak at low invariant masses (see Fig. 58). The limited number of π0 mesons in the
most affected cells does not allow for adding more free parameters to the fit function in order to
describe the asymmetry in the invariant-mass peak.
Columns 10–13 and 38–43 (0 being towards midrapidity) were defined as zones with more
material, as the space frame and TRD module borders induce a very significant widening of
the π0 meson peak width and a loss of the number of collected π0 mesons up to a factor of 2.
Calibrating these cells therefore requires more data than the other areas, and they are treated
differently as explained in Sec. 5.2.6.
In addition to the more pronounced tail, the average invariant mass is also shifted to lower
values, which needs to be accounted for in the absolute energy calibration. The corresponding
correction depends slightly on the geometry of the super-module as well as on the average
material installed in front of it. Thus, it ranges from 0.6% for the elongated SMs to up to 1.4%
for the 2/3 SMs.

5.2.5 Statistical uncertainty on the measured π0 mass
The statistical uncertainty on the estimation of the reconstructed π0 meson mass µfit

i depends
on the accumulated number Nπ0,i of π0 mesons in the considered cell i. This uncertainty is
therefore estimated in different bins of Nπ0 , and is obtained by comparing the mass fitted in two
independent event samples, S1 and S2, for each cell. The data used for this study is the large
2015 calibration data set.
In order to minimize the influence on the result of possible miscalibration among the cells of
both photon clusters, the sample S2 was finely calibrated, until the width of a Gaussian fit on
the distribution of the fitted masses µfit

i reached 0.1%. The width of the same distribution for
the sample S1 remained almost constant during the convergence process, which confirms that it
is dominated by statistical variations and not residual miscalibration.
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Figure 48: (Color online) Left: Width of the distribution of ∆µi (see text) as a function of
the number of π0 mesons in sample S2, for SMs 0-9 (blue, green, cyan) and SMs 10-17 (red,
orange, yellow), for various σπ0 cell selection: 9.6 < σπ0 < 11.0 MeV/c2 (circles), 9.0 < σπ0 <
12.0 MeV/c2 (diamonds) and none (stars). Right: Statistical uncertainty on the π0 meson mass
as a function of the number of π0 mesons collected in the cell, for SMs 0–9 with the tightest
(blue) and without (green) selection on σπ0 as well as for SMs 10–17 with the tightest (red) and
without (yellow) selection on σπ0 .

The uncertainty on the measurement of the mass difference in cell i, ∆µi = µfit
i,S1 − µfit

i,S2, is

σ∆µ,i =
√

σ2
µ,i,S1+σ2

µ,i,S2. Since the analysis is performed independently on classes of cells

with similar number of π0 mesons, it is reasonable to assume that the uncertainty on the mass
measurement is the same for all cells belonging to the considered class. The width σ∆µ,i can

be written as σ∆µ =
√

σ2
µ,S1+σ2

µ,S2 and the ∆µi distribution for a class is expected to be a
Gaussian centered at 0, of width σ∆µ . The width obtained by a Gaussian fit for each statistics
interval Nπ0,S2, is reported in Fig. 48 (left).
To obtain the statistical uncertainty on the fitted π0 meson mass µfit

i as a function of the number
of π0 mesons collected, we require a functional shape σµ(Nπ0) and a relation between σµ,S1
and σµ,S2. The latter can be achieved by introducing the ratio k = Nπ0,S2/Nπ0,S1. This ratio was
measured in each cell, and its distribution differs for SMs 0–9 and 10–17 due to varying data-
taking conditions (see summary Tab. 12); the study was thus made separately on the two sets
of SMs. For each of them, the profile of the 2-dimensional distribution of (Nπ0,S1;Nπ0,S2) ap-
peared to be linear over the full range of number of π0 mesons, and was fitted with the function
Nπ0,S2 = k×Nπ0,S1. To describe the σµ(Nπ0) behavior, the function σµ(Nπ0) = a/

√
Nπ0 ⊕ b

was assumed. The resulting uncertainty on ∆µ as a function of the number of π0 mesons in
sample S2 can be written as

σ∆µ(Nπ0,S2) ≃ σµ(Nπ0,S2/k)⊕σµ(Nπ0,S2) =

√
a2

Nπ0,S2
(k+1)+2b2 (26)

The results, shown in Fig. 48 (left) and in Tab. 12, reveal a moderate increase of the uncertainty
when the selected range of the width σπ0 of the fitted π0 meson peak is made wider. A larger
uncertainty is also found for SMs 10–17 with respect to SMs 0-9. Figure 48 (right) summarizes
the behavior of the corresponding functions σµ(Nπ0), over a typical range of number of π0
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Table 12: Values of the ratio k and of parameters a and b of the function used to fit the data
using Eq. 26, for the two sets of SMs and 3 selections of σπ0 .

σπ0 interval (MeV/c2) k a (MeV/c2) b (MeV/c2)

[9.6; 11.0] 0.878 15.8±0.8 0.20±0.029
SM 0–9 [9.0 ; 12.0] 0.883 17.1±0.6 0.18±0.027

None 0.885 18.9±0.5 0.11±0.04

[9.6; 11.0] 1.482 18.6±1.2 0.20±0.05
SM 10–17 [9.0 ; 12.0] 1.486 21.1±0.8 0.14±0.05

None 1.488 22.9±0.8 0.15±0.06
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Figure 49: Distribution of the ratios
of the π0 meson masses found by
a fit in the narrow interval (µfit

n ) of
70 < µ0

π < 220 MeV/c2 with respect
to the standard range (µfit

s ) of 50 <
µ0

π < 300 MeV/c2, for cells located
behind the zones with more material
(filled distribution) and for the other
cells (blue distributions) for SMs 0–
17. The latter histogram is fit with a
Gaussian (red).

mesons for a typical energy calibration dataset. To be conservative, the final uncertainty chosen
is that obtained with SMs 10–17 and without any selection on the π0 meson peak width.

5.2.6 Uncertainty on the π0 mass due to the fit
In order to ensure a good fit convergence for cells with low number of π0 mesons, a wide
standard range of 50 ≤ Mγγ ≤ 300 MeV/c2 has been chosen for fitting the γγ invariant mass
distributions. The uncertainty due to the fit in the estimation of the π0 meson mass was esti-
mated by reducing this range down to 70 ≤ Mγγ ≤ 220 MeV/c2. When tightening either of the
fit limits, the fitted π0 meson mass evolved monotonically to larger values. Figure 49 shows the
distribution of the ratios µfit

i,n/µfit
i,s, where n and s refer to the narrowest and standard intervals,

which were used for fitting the π0 meson mass distribution. The cells were divided into two
samples: those located behind the zones with more material and those with less material. The
distribution for the latter cells exhibits a bulk which follows a Gaussian, and a tail which ex-
tends up to a 1% deviation. A Gaussian fit indicates that the relative width of the bulk, 0.047%,
is almost an order of magnitude lower than typical values of the statistical uncertainty of the
π0 meson mass. The uncertainty due to the fit range can thus be neglected. This argument
does not hold for the tail of this distribution. Yet, the cells that exhibited a change of the fitted
π0 meson mass by more than 0.2% were found to be located next to excluded cells or FEEs.
Since the analyses sensitive to such effects use clusters with a centroid located more than one
cell away from excluded cells, such cells can only give a minor contribution to the total cluster
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energy. There is therefore no expected impact on the analyses. Finally, the cells located behind
the zones with more material exhibit a stronger sensitivity to the fit range, which was taken into
account in the estimation of the global uncertainty (Sec. 5.2.9).

5.2.7 Consequence of a front-end electronic card change on the tower gains
Aging and damages induced by glitches on the electrical network require in some occassions
to replace FEE cards. The FEE-cards control the bias voltages, and since the voltages that are
actually applied to the APD are not strictly equal to the desired set voltage, changing an FEE
card results in a measurable voltage modification, causing a change of the gain in the towers.
The actual output voltages of the channels of three FEE cards were measured for three values
of the voltage setting: 300, 335 and 370 V. The distribution of the measured output voltages
was fitted with a Gaussian. The width was found to be 1.3 V, in the worst case, and without
significant variations with the set voltage. The transformation of these voltage variations into
an uncertainty on the tower gains M is done using Eq. 2. For each tower of SMs 0-17, a random
voltage change ∆V is picked according to the 1.3 V wide Gaussian. The value of the voltage set
Vset and the three Gaussian parameters (p0; p1; p2) are read from the databases, and the induced
gain change is calculated as Mnew/Mold = M(Vset +∆V )/M(Vset). This variable was found to
follow a Gaussian distribution with relative width of 2.5%, which is thus the gain spread to
expect when an FEE card is changed.

5.2.8 Consequence of inactive calorimeter areas on the reconstructed π0 mass
Due to a change of the acceptance available to build pairs of clusters, the invariant mass distri-
butions of the clusters from towers close to an inactive or dead area of a SM have a different
combinatorial background shape, possibly affecting the fit result. Therefore, the 2015 calibra-
tion dataset was used to quantify the π0 meson mass displacement, which is induced by masking
some areas of a SM before reconstructing the data. Various sizes and placements of the masked
area were tested. In cells located in the same columns (respectively: rows) as the masked area,
the π0 meson masses were found to be systematically displaced to lower (resp. larger) masses.
Masking 2 to 5 T-Card wide areas (8 rows and 4-10 columns) leads to significantly larger dis-
placements as the size of the masked area is strongly correlated to the shift in the mass peak
position.
Masking a 4-T-Card wide area in the center of a SM can lead to a shift in the π0 meson mass
of up to 1% in some towers. Masking T-Cards close to an edge (rows 0 to 7) leads to similar
results, except that the mass change in the same columns remained smaller than 0.3% even for 4
masked T-Cards. When several full rows or several full columns were masked instead, the mass
shifts obtained remained below 0.5%. From these results we conclude, that when an area of the
calorimeter has no or little calibration data, the π0 meson mass found in cells with a distance
of less than 4 columns (excluding those that share an edge with the missing area) differs by up
to 1% from what would have been obtained if that area had collected data. For cells located
farther away, the bias is smaller than the statistical uncertainty.

5.2.9 Energy calibration performance
The global uncertainty due to the relative calibration results from the uncertainties listed above,
should be combined with the remaining difference between the achieved calibration level and
perfect calibration of the data sample. This difference was quantified on the calibration data
sample from the width the reconstructed π0 meson mass distribution in the various calorimeter
cells at the end of the calibration procedure. As this width can be made arbitrarily small, the
calibration process was continued until it reached a value, which could be neglected with respect
to the statistical uncertainty.
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Figure 50: (Color online) Left: Distribution of the number of π0 mesons collected in an ideal
calorimeter (black). The respective contributions of the 10 EMCal, 6 2/3-sized DCal and 4 1/3-
sized SMs are displayed in different colors (see Sec. 2.2). Right: Distributions of the smeared
π0 meson masses normalized by MPDG

π0 , when only the statistical uncertainty is applied (closed
symbols), and when also the uncertainty due to the fit range is applied (opened symbols).

To estimate the global uncertainty on the calibration, a distribution of the average masses ob-
tained in each cell was built by applying on the fixed MPDG

π0 value a random coefficient that
reproduces the various effects. The statistical uncertainty was reproduced by picking for each
cell a coefficient according to a Gaussian distribution of width equal to the value σµ(Nπ0),
where σµ(Nπ0) is the function established in Sec. 5.2.5 and Nπ0 is the expected number of π0

mesons in this cell according to its position. The collected number of π0 mesons per cell is in-
deed not uniform, due on one hand to the requirement that both photons hit the same SM, and on
the other hand to the non-uniform upstream material budget. An ideal distribution for the three
types of SM sizes was built from real distributions to mimic a SM without dead cells and where
all FEE cards would have registered data from the same amount of collisions. Figure 50 (left)
shows the resulting distribution for the number of π0 mesons in the various cells for an ideal
full calorimeter. The variations of the number of reconstructed π0 mesons per cell arise from
areas of the calorimeter with different material budget in front of them (see Sec. 5.2.4).
For the systematic uncertainty due to the fit range, the random coefficient was picked according
to the relevant distribution of Fig. 49, depending on whether the considered cell was or was not
placed in a zone with more material. Figure 50 (right) shows that the overall smearing of the
π0 meson mass based purely on the statistical uncertainty amounts to 0.36%. Considering in
addition the uncertainty due to the fit range, the mass smearing rises to 0.39%, with a tail at
larger values.
Since the calibration uncertainty σ calib

E is twice the uncertainty on the π0 meson mass (see
Sec. 5.2.3), we concluded that σ calib

E is lower than 1% and therefore meets the σ calib
E < 3%

requirement.
Since, as shown in Sec. 5.2.8, missing parts of the calorimeter only induce mass shifts below
1% and in a limited fraction of their SM, such a result suggests that a satisfactory level of
calibration could be achieved with a smaller number of collision events than have been taken
in 2015. However, a larger size of the calibration sample is very useful to obtain a minimum
of reconstructed π0 mesons to guarantee fit convergence. Moreover, it allows to check the
calibration quality even for the cells with reduced entries, e.g. due to the non-uniformity of the
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Figure 51: (Color online) Left: Energy distribution of all cells (blue), and all good cells (green)
of the EMCal. Right: Map of cells classified as good (yellow), bad (red) and dead (gray) for the
part of the data taking period LHC18m as a function of row and column.

reconstructable π0 mesons, to the larger π0 meson peak width and smaller signal-to-noise ratio
in zones with more material, and to sometimes imperfectly working cells or FEE cards.
Finally, a FEE card change as studied in 5.2.7 adds a 2.5% spread on σ calib

E . Since this remains
within the conditions established in Sec. 5.2.3, and since only a fraction of the FEE cards of
the calorimeter are changed during the data-taking period to which the calibration applies, we
concluded that the energy calibration is satisfactory.

5.3 Bad channel masking procedure
Some channels in the calorimeter give an improper response to a hit, are noisy or have a discon-
tinuous energy spectrum. These so-called bad channels need to be masked and excluded from
any data analysis. Figure 51 shows the energy spectrum of all channels of EMCal in blue and
the energy spectrum without the bad channels in green. The former clearly shows kinks and
spikes that do not originate from the measured energy of particles hitting the detector but most
likely originate from bad channels.
To identify these channels, we used two observables: the mean energy per channel and the num-
ber of hits recorded by a channel. Since some cells gave an improper response only over certain
energy ranges, we evaluated these two quantities independently in several energy intervals ∆E.
This way, the analysis is sensitive to faulty behavior in all energy regions. The identification of
the bad channels relies on the assumption that the number of hits per channel only differs due
to statistical fluctuations. Strictly speaking, this assumption is not valid for all channels of the
EMCal, mainly due to material in front of the calorimeter and due to the non-uniform rapidity
distribution of produced particles. As mentioned in Sec. 5.2.4, the support structures in front
of the EMCal affect the abundance and energy of particles traversing the detector. Cells behind
the TRD support structures record significantly fewer hits than an average cell. The position
of those cells can be parametrized as a function of ϕ (row) and η (column). Furthermore, the
particle-rapidity distribution is not flat in η and therefore also affects the number of hits in a
cell as a function of the cells position in η (column).
To correct for these effects, we scaled the number of hits in a cell according to the mean number
of hits per row and per column ⟨hits⟩row/column in which the cell is positioned. Since potential
bad channels should not be included in the calculation of the scaling factor, we identified and
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excluded them with an algorithm described later. The corrected number of hits for a cell was
determined by: Nafter

hits = Nbefore
hits × ⟨hits⟩global

⟨hits⟩row/column
. Here, Nafter

hits is the number of hits after the cor-

rection, Nbefore
hits is the number of hits before the correction and ⟨hits⟩global is the mean number of

hits of all channels of the calorimeter. Since we applied the correction for the rows and for the
columns separately, the total correction was determined in an iterative procedure, alternating
between the correction for the row and for the column. After four iterations the mean number
of hits for all rows and columns no longer changed. Figure 52 shows the hit distribution in an
energy range of 0.5 GeV ≤ Ecell < 1.0 GeV before the scaling procedure (left) and after (right)
the scaling procedure. The cells behind the TRD support structures clearly differ from the other
cells in the distribution. The hit distribution before scaling is only shown to illustrate the im-
portance of the scaling procedure and is not used to identify bad channels. After this initial
adaptation, the bad channel analysis can be performed.
The analysis distinguishes three classes of channels: good, bad, and dead channels. If a channel
has zero recorded hits, the analysis classifies this channel as dead. These are typically channels
where an FEE card was switched off for replacement. The identification of the bad channels
was done by selections on the mean energy distribution and the hit distribution in all selected
energy intervals ∆E. The distributions obtained after applying the scaling procedure described
above, as shown in Figure 52 (right), were fitted with a Gaussian and the standard deviation σ

was used as a reference for the threshold to tag a channel as bad. We typically use µ ± 5σ as
a selection criterion although there can be slight variations, depending on the period. Channels
outside this interval were declared as bad.
Furthermore, a cut was applied to reject cells that fire frequently outside the nominal expected
hit time: cells which fired outside the time interval of 550 to 700 ns2 with a high frequency were
classified as noisy and thus bad for physics analysis.
The bad channel masking used in the data analysis was not defined run-by-run. Instead, the
same bad channel masking was applied to multiple consecutive runs exhibiting similar detector
conditions, so-called run blocks. To identify these run blocks, a preliminary bad channel analy-
sis was performed for each run individually. A channel that was declared as bad by a selection

2Typically the first step in the bad channel masking is performed before the cell time calibration (Sec. 5.4).
Before the time calibration the cell time distribution peaks in the given time interval as can be seen in Fig. 53.
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on one distribution, was declared as bad for the respective run. Only cells that were flagged
as bad in more than 20% of the runs were considered for the algorithm that determines the run
blocks. In a second step, the individual bad channels were compared among all the runs to
find similar behavior. The algorithm itself minimizes the channels that need to be masked for
the entire run block even though they only misbehaved for a part of the runs. It further takes
into account that runs do not contain an equal number of events, thus, to minimize unneces-
sary masking, the number of events of the run is used as a weight in the definition of masked
channels. After the runs which get a common map were found by the algorithm, a new bad
channel analysis was performed on the combined event sample for each run block. When all
other calibrations are applied, the masking procedure in each run block is repeated with the cell
time taken into account as well as the simulated detector response for the corresponding cell.
In this step, typically 30 to 100 additional bad channels were found. Mostly, these channels
were masked due to a bad time distribution. Those cannot be identified by the first masking
procedure since at that point the time usually is not yet calibrated. The total number of bad
and dead channels is typically in a range of 1000 to 1600, which corresponds to 6% to 9% of
all channels, depending on the run-block. On average, 300 to 400 channels of all problematic
channels were dead.

5.4 Cell time information calibration
The main goal of the time calibration is to correct the cell time information by the average cell
time over a period of data taking. The calibration corrects for the cable length (signal prop-
agation in the cables takes ∼ 600 ns), electronic response time, and time shifts due to clock
phase differences. The period can be as long as one ALICE period, or the entire year. How-
ever, all the electronic changes and different trigger setups impact the calibration. The Bunch
Crossing (BC) in pp collisions during LHC Run 2 occurred every 25 ns3. The ALTRO clock
of the EMCal readout runs with a different frequency than the LHC clock, and samples every
100 ns (see Sec. 2.3). During Run 1 the phase difference between ALTRO and LHC clocks was
determined and corrected for by the readout firmware, whereas during Run 2 it was determined
with an offline analysis on a run-by-run basis for each readout unit separately. In most cases,
the clock phase difference was stable during a run. However, in runs where the FEE required
a reconfiguration because of hardware failures, a change of phase often occurred. For such
cases, the phase differences are determined separately for the events collected before and after
the reconfiguration. After the run-by-run phase correction was applied, the average correction
for each individual cell due to the different cable lengths and electronic response is obtained for
a longer period of time. In principle, the time calibration should stay the same as long as no
hardware modifications were performed. The shift is determined from the average time of the
main bunch crossing with respect to 0 ns for cells with energies above 0.4 GeV. As the response
time is slightly different for high gain (low energies) and low gain (high energies), an additional
shift for the latter was obtained for each channel for cell energies above ∼ 16 GeV. These time
shifts were determined for each cell based on the whole pp data sample at

√
s = 13 TeV, as they

are expected to be constant and their evaluation needs large statistics.
Figure 53 shows the time distribution before (left) and after (right) the time calibration. After
the calibration, the cell time distribution is aligned at zero. The neighbouring peaks, well visible
on the plots, come from out-of-bunch pileup. The energy-dependence of the mean and width of
the main peak in the timing distributions are shown in Fig. 54. A shift of about 0.8 ns is visible,

3During LHC Run 1 pp collisions occurred every 50 ns. During Pb–Pb data taking periods the bunch spacing
was even larger, 150 ns or 75 ns.
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Figure 53: (Color online) Left: Time distribution of EMCal cells for different bunch crossings
before the time calibration. Right: Aligned time distribution after the time calibration for cells
with E >2 GeV.
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Figure 54: (Color online) Gaussian mean (left) and width (right) of the time distribution of the
main bunch crossing as a function of cluster energy.

which can be attributed to the slightly asymmetric timing distribution with a tail towards later
times. The time resolution improves with increasing cluster energy from about 4 ns at 0.8
GeV to 1.4 ns at 4 GeV. For energies larger than 20 GeV the time resolution worsens due to
the limited statistics for the calibration of the low-gain sample. The timing signal for energies
at ∼ 100 GeV is affected by the shaper nonlinearity discussed in Sec. 4.2. However, as the
magnitude of the time skewing is smaller than the timing resolution, no special correction is
implemented.

5.5 Cell temperature calibration
As the gain of each APD depends linearly on the temperature at which it is operating, a correc-
tion to the gain has to be applied offline in case the data were taken under varying conditions.
Thus, a three component monitoring and correction system was devised for the EMCal, as de-
scribed in Sec. 2.5 and [4]. Its main components are the LED system and temperature sensors,
which sit close to the APDs at various locations. Special calibration triggers fire the LED pulse
and corresponding readout. These events are available for online monitoring of the gains as
well as offline calibration, but do not enter the physics data stream.
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Figure 55: Illustration of the fitting procedure of the normalized LED signal for a good cell in
EMCal (left) and a problematic one in DCal (right). The raw distribution obtained for the full
2018 data sample is shown in gray scales in the background, while the maxima in each temper-
ature slice are indicated by green open circles. As there might be multiple clusters of points (as
seen on the right) the distribution that is considered as the dominant cluster is marked by black
closed circles, while the blue squares represent the shifted distributions after the correction for
their offset is applied. The final fit to the combined distribution of black and blue points is given
as a dashed red line. Points marked in red were iteratively excluded from the fit as they were
considered outliers.

As the strength of the LED pulse might vary as a function of time for each strip module (48
cells), it is monitored using the back light collected from the light diffuser (see Sec. 2 for details
on the hardware implementation). These light yields are read out using a separate monitoring
front-end card and averaged per run for stability. They are referred to as the LED monitoring
signal in the remainder of this section. In addition, temperature sensors were installed close
to the APDs (eight for full and 2/3-size modules and four for 1/3 size modules). Due to the
fact that some of these sensors were, however, failing during the data taking and their absolute
calibration is not known, only the average temperature per SM of reliable sensors was used
to calibrate the data. As the temperature within one run does not change dramatically, these
values were also averaged per run. This guarantees a reasonable stability of the corresponding
reference values. Afterwards, the most likely temperature for each SM was determined for the
data taken during Run 2 of the LHC. All cells within one SM were calibrated to these reference
temperatures. Due to the limited heat dissipation within the L3 magnet of ALICE, the observed
average as well as minimum and maximum temperatures are significantly different between the
EMCal and DCal. While for the latter, the temperature rarely varies by more than 1.2 ◦C around
∼ 20 ◦C, the variation for the top six EMCal modules is up to 4 ◦C with an average temperature
around 24.5◦C. The analysis of the LED events was performed for each cell and each signal
per cell was normalized to the LED monitoring signal in the corresponding strip module. The
LED signal divided by the LED monitoring-signal is further referred to as the normalized LED
signal.
Figure 55 presents the resulting distributions for two example cells for the data collected in
2018. As the measured light yield in one cell not only depends on the temperature but also on
other factors (i.e. electronic noise in the front end card), it is possible that the normalized LED
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Figure 56: (Color online) Comparison of the obtained temperature calibration parameters in
the EMCal (left) and DCal (right). The same cells were chosen as for Fig. 55. The calibra-
tion parameters were obtained separately for all years during which the corresponding SM was
installed and the cell considered good. The accessible temperature ranges for each year are
indicated by the shaded areas in the same colors as the corresponding fits for the respective
years.

signal at a given temperature varies with time. Consequently, the normalized LED distribution
in each temperature slice might have multiple maxima if more than one run was taken at the
same average temperature (green empty circles). We assume, however, that the temperature de-
pendence of the normalized LED signal is identical for all runs recorded at the same conditions
and only an absolute shift in the signal is observed for different conditions. An example of
such a split distribution is shown in Fig. 55 (right). If more than one distinct cluster of points is
identified, the clusters were shifted to a common baseline. For this, we select a main distribu-
tion (black circles) and determine the offset towards the secondary distribution. The secondary
clusters are then shifted by this offset (blue squares). Afterwards, the combined distribution is
fitted. Strong outliers from the combined distributions (red points) are iteratively removed from
the fitting procedure.
The determination of the calibration coefficients was performed for each year of running sep-
arately, taking into account only good cells and runs for data taking. A comparison of the
obtained calibration coefficients for each year is presented in Fig. 56. The accuracy of this
calibration strongly depends on the temperature range covered during the corresponding year,
which is indicated as a shaded band in each of the comparison figures. For very short data-
taking periods, like 2013, the outlined procedure often resulted in unreliable parameters due to
the finite temperature resolution provided by the sensors. Thus, for the affected year, the pa-
rameters from the 2012 run were taken. In general no strong variation of the slope as a function
of time is expected, except if the gain of the corresponding APD has been changed, which is
not done very often. Consequently, the variation in the slope parameters can give an indication
of the systematic uncertainty of the extraction procedure. For most cells the slope parameter
b ranges between −2.5%/◦C and −1.2%/◦C with its most frequent value around −1.8%/◦C.
Similar values were estimated during the test beam campaign [4, 21], where only one type of
the APDs used in the EMCal was tested. Based on these results we concluded that the fitting
procedure of the normalized LED signal failed if slopes below −7%/◦C or above −1.2%/◦C
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were found. For these cells the average slope of all cells for the corresponding year was set as
the calibration parameter. Consequently, the gain correction factor does not exceed ±5% for
most cells, even under extreme temperature variations. On average the temperature variations
lead to a gain correction factor below 1%, which is too small to affect the π0 invariant mass
peak width, which is dominated by the energy resolution at low energies and shower overlaps
at high pT.

5.6 Monte Carlo cluster energy fine tuning
The nonlinearity correction based on test-beam data calibrates the cluster energies in data and
simulation to an agreement within the percent level. An additional cluster energy correction is
needed in order to provide a per-mil level agreement of the energy scale and therefore smaller
systematic uncertainties on the analysis level.
The necessity of this correction arises from the detector material that is present in front of the
EMCal within the central barrel of ALICE. This material causes additional photon conversions,
which influence the position of the π0 mass peak. This effect was not present in the EMCal
test-beam data taking and thus, its consequences are not included in the test-beam nonlinearity.
Figure 57 (left) shows the conversion radius of π0 decay photons that were reconstructed as
clusters in the EMCal for different geometrical configurations of the TRD and different num-
ber of EMCal SMs. The material, especially the one in the TRD and TOF directly in front of
the EMCal, is responsible for a large fraction of photon conversions, which smear the cluster
energies reconstructed in the EMCal, especially at low energies. These late conversions can-
not be removed from the cluster sample via charged-particle track matching as the conversions
appear at radii where track reconstruction is no longer possible within ALICE. The effect of
late conversions can be seen in Fig. 58 (left). There, the invariant mass distribution (according
to Eq. 5) of two EMCal clusters, which originate from a simulated π0, is shown in the neutral
pion mass region (events were simulated with PYTHIA8 and subsequently propagated through
ALICE with GEANT3). The reconstructed π0 mesons which contain contributions from con-
versions, shown in magenta and cyan, exhibit a shift of the peak to lower invariant masses and
a pronounced tail compared to reconstructed π0 mesons where both photons are not converted.
This smearing effect, combined with the conversion electron clusters being indistinguishable
from real photon clusters due to the lack of track matching, is the motivation for the additional
cluster energy correction presented in this chapter. The Monte Carlo fine tuning will thus also
partially correct for any imperfection in the material implementation of the TRD and TOF. The
correction is based on a comparison of the measured π0 → γγ invariant mass peak position in
data and simulation.
However, the influence of the material in front of the EMCal will not only depend on the ac-
tual material but also on the magnetic field configuration. Figure 57 (right) shows the neutral
pion invariant mass peak position for lower magnetic field configurations in comparison to the
nominal field of B = 0.5 T. For lower magnetic fields, the probability increases to reconstruct
late conversions within the same cluster, thus increasing the pion reconstruction efficiency, in
particular at lower transverse momenta. Therefore, more π0 mesons containing conversion con-
tributions are reconstructed closer to their nominal invariant mass for B = 0.2 T and B = 0 T
than in the nominal field case. As presented in Fig. 58 (right), the tail towards lower invariant
masses is less pronounced, while the average mass shifts by 2–3 MeV/c2 for B = 0.2 T and
5–6 MeV/c2 for B = 0 T and the width of the peak decreases with respect to the same neutral
pion distribution for B = 0.5 T.
The correction procedure itself uses the peak position in the π0 meson invariant mass distri-
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Figure 57: (Color online) Left: Radial distance from the IP of photon conversions in the detector
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the π0 invariant mass window. For 2011 the same number of super modules was installed as
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pion invariant mass peak position as a function of pT for different magnetic field configurations
for pp collisions at
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Figure 58: (Color online) Invariant mass distribution of reconstructed π0 mesons in MC simu-
lations. Contributions from pure photon pairs as well as from clusters which contain converted
photon contributions are shown separately for B = 0.5 T (left), B = 0.2 T (middle) and B = 0 T
(right) for pp collisions at

√
s = 13 TeV.

butions in data and simulation in order to obtain a cluster energy dependent correction that is
applied on the reconstructed cluster energies in simulation. The data is therefore taken as the
“truth” in this calibration scheme after the energy calibration, described in Sec. 5.2. For this,
the π0 mesons can be reconstructed with a hybrid method (PCM-EMC) [28, 46] in which one
of the π0 decay photons is reconstructed as a cluster in EMCal and the other decay photon is
reconstructed from electron-positron pairs from photon conversions in the detector material, us-
ing only the ITS and TPC tracking detectors, called the Photon Conversion Method (PCM) [47].
The reconstruction of conversion photons benefits from the high momentum resolution of the
ALICE central barrel tracking in order to enhance the precision of the correction. Furthermore,
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they allow this fine tuning to go up to high cluster energies without risking the decay photons
of the π0 to merge into the same cluster. For this method, based on the hybrid PCM-EMC re-
construction, the reconstructed invariant mass of the π0 candidate is plotted directly versus the
cluster energy to determine the energy fine tuning.
The second method, called EMCal method (EMC) in the following, uses only EMCal clusters
with a cut on symmetric π0 decays.
The general strategy of the energy fine tuning is the following: First, the π0 invariant mass peaks
are fit in increasing pT bins in order to determine the mass positions in data and simulation.
Second, the ratios of mass positions in data and simulation are calculated. Third, these ratios
are parameterized to get the correction function, which can be used to perform the fine tuning
of cluster energies in simulations.
PCM-EMC method: Neutral mesons are reconstructed with the hybrid method, using one
conversion photon and one EMCal cluster. The invariant mass versus cluster energy is then filled
into a 2-dimensional histogram. The same is done for pure background using an event mixing
technique. Afterwards, these distributions are binned in energy, the mixed event background is
normalized to the same-event distribution outside the π0 signal region and then subtracted. This
procedure is performed for data and simulation. Subsequently, the peak position is determined
for data and simulation using pure Gaussian fits and the ratio of these is calculated. The obtained
values are squared to reflect the proportionality of m2

π0 ∝ E. These ratios are fitted with Eq. 27,
where p0, p1 and p2 are the free parameters:

f (E) = p0 + exp(p1 + p2 ×E) . (27)

This function, which is referred to as Conv-Calo ratio fit (CCRF), is then used to recalculate the
cluster energies in simulation.
EMC method: Neutral mesons are reconstructed using two EMCal clusters in this method
(EMC). To select two photons, which approximately have the same energy in the laboratory rest
frame, a strict cut on the asymmetry |α| < 0.1, as defined in Eq. 7, is performed, simplifying
Eq. 5 to M2

π0 = 2E2
γ (1− cos(θ)) assuming Eγ1 ≈ Eγ2 := Eγ . By using Eπ0 ≈ 2Eγ , the invariant

masses of pion candidates are binned in cluster energy, similar to the PCM-EMC method. From
here on, the procedure is exactly the same as for the PCM-EMC method, except the fit is called
Calo ratio fit (CRF) and the data-to-simulation ratio and the subsequent fit are performed using
m instead of m2, to reflect that two photon candidates enter the calculation.
The PCM-EMC method does not suffer that much from cluster merging at high transverse mo-
mentum, as compared to the EMC method, which is limited to cluster energies below 8 GeV due
to the asymmetry cut. If the clusters get closer to each other, the cluster splitting algorithms tend
to distort the clusters in a manner that is not fully reproduced in the simulation. Additionally,
the PCM-EMC method is more efficient at lower momentum, since there is only one cluster
needed to reconstruct the meson and the reconstructed converted partner photon can have even
lower energies. Moreover, the PCM-EMC method has a better mass resolution than the EMC as
it follows a mixture of the tracking and EMCal resolutions. The PCM-EMC method was hence
chosen as the default method for the fine-tuning, while the EMC method was mainly used for
systematic studies.
Figure 59 shows the obtained invariant mass peak positions for data and PYTHIA8 simula-
tions (left) as well as the corresponding data-to-simulation ratios for the PCM-EMC (blue) and
EMC (green) case (right). The mass positions are normalized to the neutral pion rest mass of
0.13498 GeV/c2. The ratios on the right are overlaid with the inverse of the correction function
CCRF(CRF). In order to enhance the number of π0 mesons at higher cluster energies, the trig-
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Figure 59: (Color online) Left: Mass positions for PCM-EMC(blue) and EMC (green) after
applying the nonlinearity correction obtained from Sec. 4.3.2 Figure 41. The mass positions are
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their corresponding fits according to Eq. 27.
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gered data (EMC L1 - low and high threshold) were used for both methods in the cluster energy
ranges indicated in the figure.
Figure 60 presents the correction function for the cluster energy together with its variations
necessary to correct for the different systematic parametrizations of the test-beam nonlinear-
ity (Sec. 4.3.2, Figure 41). To apply the nonlinearity and fine-tuning correction, the recon-
structed cluster energies are directly multiplied by the function to obtain the corrected cluster
energies: Ecorr = Erec × fcorr. Here, fcorr contains both the nonlinearity correction obtained
from Figure 41 as well as the energy fine tuning presented in Figure 59. Figure 61 quantifies the
MC–data π0 mass difference after full correction with CCRF, where a near perfect agreement
with unity in the ratio of data to simulation is observed for both EMCal related reconstruction
techniques. As the π0 meson mass has been used for the calibration procedure this level of
agreement was expected, while the η meson serves as a cross-check for the applied MC energy
calibration fine tuning. For both mesons, the agreement of the peak positions is better than 0.3%
for both reconstruction techniques after subtracting the residual decalibration of 0.2% caused
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Figure 61: (Color online) Relative mass position difference between data and simulations for the
neutral pion (left) and η meson (right) for different reconstruction techniques in pp collisions
at
√

s = 13 TeV.

Table 13: Summary of the parameters obtained for CCRF and CRF for Eq. 27.
magnetic field scheme p0 p1 p2 (GeV−1)

B = 0.5 T CCRF 0.979235 -3.17131 -0.464198
CRF 0.984314 -3.30941 -0.399441

B = 0.2 T CCRF 0.988503 -3.10024 -0.28337
CRF 0.99759 -3.21271 -0.363656

by the PCM photons. A similar agreement at lower transverse momenta is obtained based on
the CRF method, albeit with less precision at higher transverse momenta.
These results demonstrate that the energy calibration including the fine-tuning scheme provides
a precise energy calibration over the full momentum range for different triggers and meson
species. Table 13 summarizes the parameters for the CCRF and CRF fine-tuning functions for
the nominal-field (B = 0.5 T) and low-field (B = 0.2 T) configurations. The presented fine-
tuning correction is valid for all pp and p–Pb data taken during the LHC Run 2. An additional
constant 1.3% cluster energy increase in simulation is necessary when using LHC Run 1 data
from 2012 and 2013 where not all EMCal modules were covered by TRD modules, as seen in
Fig. 57 (right). This increase is due to a significantly smaller amount of photon conversions and
therefore, a better cluster energy resolution combined with a limited precision of the detector
material implementation in GEANT3. Similarly, the fine-tuning correction has to be adapted for
low-field configurations in order to correct for the different influence from converted photons.
For Pb–Pb collisions, additional correction factors for high multiplicity events are needed in
order to account for the high track density which further affects the energy scale.
The systematic uncertainty associated with this fine-tuning correction is obtained from separate
fine-tuning corrections for each systematic variation of the test-beam nonlinearity correction.
In addition, the difference between the CCRF and CRF fine-tuning corrections can be used for
the estimation of systematic uncertainties. Studies of the effect of the fine-tuning systematic
variations on π0 meson transverse momentum spectra found the systematic uncertainty on light
meson spectra measurements to be less than 2% and pT-independent.
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Figure 62: (Color online) Left: Fraction of clusters with 2 or more cells for data and MC for
clusters selected with PCM-EMC tagging and EMC tagging. Right: Ratio of fully corrected π0

meson spectra obtained with PCM-EMC (top) and EMC (bottom) with Ncell ≥ 2 to the Ncell ≥ 1
with and without applying the cluster-size correction.

5.7 Cluster size correction
As shown in Fig. 39 and Fig. 40, the number of cells per cluster is not perfectly reproduced
by the simulation. More single-cell clusters are observed in MC than in data. For purity-based
analyses a cut on single-cell clusters is essential to reject non-physical, exotic clusters (see
Sec. 3.4.3). At low energies, exotic clusters typically have only one cell and are indistinguish-
able from physical clusters. However, a cut on the minimum number of cells results in an
inaccurate reconstruction efficiency correction since a larger fraction of clusters are rejected in
the MC than in data. To be able to quantify the difference of the fraction of the physical one cell
clusters between data and MC, exotic clusters have to be removed from the cluster sample. This
is accomplished by selecting clusters from cluster pairs which are likely to originate from π0

meson decays with MPDG
π0 −0.05 ≤ Mγγ < MPDG

π0 +0.02 (Eq. 5). The tagging technique can be
performed using two clusters with the EMCal, called EMC tagging, or by pairing a conversion
photon with an EMCal cluster, called PCM-EMC tagging. Details on the meson reconstruction
technique can be found in Sec. 6.2. The latter is preferred due to a smaller fraction of overlap-
ping clusters from meson decays. As a result of the large signal to background ratio around the
π0 meson mass in the Mγγ distribution, the obtained cluster sample mainly consists of γ and
γconv. clusters originating from π0 meson decays. These clusters are used in the following to
calculate the difference in the number of cells per cluster between data and MC. The difference
can be expressed using the fraction ν of clusters containing two or more cells

ν = Ncells≥2
cluster /Ncluster , (28)

where Ncells≥2
cluster are all clusters with two or more cells and Ncluster are all selected clusters. Fig-

ure 62 (left) shows ν as a function of the cluster energy for the two tagging methods for data and
MC. With decreasing energy, the fraction of single-cell clusters increases both for data and MC.
The ratio between MC and data is shown in the bottom panel for both tagging techniques, where
a disagreement between data and MC of up to ≈ 7% is observed at low energies. The difference
between the EMC tagged and PCM-EMC tagged clusters is up to 2% depending on the cluster
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Figure 63: (Color online) Schematic view
of the measured ADC time distribution
shapes considering the contribution of the
signal and a baseline. The effect of a
baseline modification on the final shape is
shown.

energy. To correct for the disagreement between data and MC, a fraction ρ(E) of the single-cell
cluster sample will be treated as two-cell clusters in the simulation such that νMC/νdata = 1,
thus, artificially correcting the imbalance of one and more cell clusters in data and simulation.
This correction only impacts low energetic clusters and quickly approaches zero above 2 GeV.
In contrast to purity-based measurements, invariant mass based analyses are not affected by ex-
otic clusters or noise contributions as these clusters are removed by the background subtraction
during the peak extraction. A cut on the number of cells is therefore not mandatory and thus the
transverse momentum dependent invariant yield of the π0 meson without an Ncell selection cri-
terion can be used as reference for the validation of this correction procedure. Figure 62 (right)
shows the π0 meson invariant yield ratios for transverse momentum spectra obtained using only
clusters with Ncell ≥ 2 with respect to the spectrum without such a cluster selection criterion. In
order to obtain these spectra, the cluster sample with a cut on the number of cells is either cor-
rected with the correction factor based on the EMC or PCM-EMC method (ρEMC/PCM−EMC).
The ratios of the spectra without this additional correction are also shown for comparison. The
top panel shows the π0 meson spectra obtained with PCM-EMC and the bottom panel shows
the π0 meson spectra obtained with EMC. The corrected spectrum based on clusters with a cut
on Ncell≥2 (blue points) deviates up to ≈ 7 % (15%) for PCM-EMC (EMC) as a result of the in-
correct description of the number of cells per cluster by the MC. With the ρ correction applied,
the deviation is reduced to less than 1.5 % (3%) for PCM-EMC (EMC) with respect to the result
without selection on Ncell. The remaining difference after applying the correction with the two
different functions is taken as systematic error.

5.8 Cross-talk emulation
Laboratory tests [41] on the electronic cards revealed that channels induce cross-talk signal
to other channels belonging to the same T-Card resulting in a nonconstant baseline described
schematically in Fig. 63, affecting the measured cell energy and time. The cross talk also
modifies the energy and time distribution of the adjacent cells and thus the shower shape of the
cluster. Laboratory studies demonstrated that the cross-talk is mainly due to the ribbon cables
used to connect the T-Cards with the FEE-Cards and has a random nature. No analytical model
could reproduce its effect in simulations. Instead, we rely on data-driven techniques to quantify
the cross-talk and to emulate it in the simulation.
In early analyses of the cluster shapes, a difference between the distribution of energy over the
calorimeter cells between data and MC simulation was found. An example of this difference is
shown in Fig. 64. The real data distribution appears to be broader than the simulated data, in
particular in the range 0.3 < σ2

long < 0.4 on the right side of the photon peak (0.1 < σ2
long < 0.3,
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Figure 64: (Color online) Probability distributions of the shower shape parameter σ2
long of

neutral clusters in data and simulations. The different panels show different neutral cluster
energy intervals. All distributions are normalized to their integral. Data are shown as black
histograms and simulations (PYTHIA6 events with two jets or a direct photon and a jet in the
final state, with GEANT3 default settings) in blue. For the red histograms the modelling of the
cross-talk observed in the EMCal electronics was included in the simulations.

see Fig. 14).
While initially this effect was attributed to a mismatch in the calorimeter response in GEANT3,
in fact the largest contribution arises from problems on the hardware level. The observation of
unexpected low mass peaks in the π0 meson energy calibration revealed correlations of non-
physical origin between distant towers when one was noisy, which triggered the testing of the
FEE and T-Card (see Sec. 2.1).
Broader cluster shapes can also be caused by additional material present in the detector, which
is not implemented in the simulation. This expected broadening can be observed when looking
at the cluster activity as a function of η and ϕ for clusters in the tail region 0.3 < σ2

long < 0.4. A
clear enhancement in the regions corresponding to the support structures of the inner detectors
at |η | ≈ 0.6 emerges, both in data and simulation. However, clusters measured in full SMs 3
and 7 have broader cluster shape compared to the other SMs in data but not in simulation. This
difference is enhanced by requiring a minimum number of cells selection in addition. According
to Eq. 10 (see Sec. 3.4.2), only cells with wi > 0 and thus at least ∼1.1% of the cluster energy,
contribute to the shower shape calculation. In the presence of cross-talk, some energy can leak
from a sufficiently high-energy cell to neighbor cells with low energy, which can cause the
neighbor cells to go over threshold.
Figure 65 shows the σ2

long distribution for neutral clusters for which the number of cells in the
cluster that contribute to the shower shape calculation, nw

cell, is larger than 1 (left panel) and 4
(right panel). The distributions for nw

cell > 4 show a bump in the photon region 0.1 < σ2
long < 0.3

not observed in the simulation. The fraction R
nw

cell
σlongof clusters in the photon region with nw

cell > 4
with respect to all clusters in that region is calculated for each SM and compared to simulations
to quantify the effect per SM.
Figure 66 indicates that R

nw
cell

σlongis rather constant for E > 5 GeV but with a different value de-
pending on the SM number. For E < 5 GeV, there is a suppression of clusters with a large
number of cells due to the clusterization threshold Eagg and the energy threshold for inclusion
in the shower shape calculation w0. Different categories can be identified: the most affected
SMs are SM 3 and 7, followed by SMs 1 and 10, while the remaining SMs of the EMCal show
significantly fewer clusters with nw

cell > 4. In the simulation, the plateau is lower (R
nw

cell
σlong∼ 2%)

than for any of the SM categories observed in data (4 <R
nw

cell
σlong< 20%).

In order to emulate the observed features in the simulations, the following assumptions were
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Figure 65: (Color online) Comparison of the probability distribution of the shower shape pa-
rameter, σ2

long, of neutral clusters with nw
cell > 1 (left) and > 4 (right) for different fractions of

induced energy in the cross talk model (see Eq. 29), in pp collisions at
√

s = 7 TeV EMCal
triggered data are compared to PYTHIA6 simulated events with a direct photon and a jet or two
jets in the final state, where one jet is triggered by a decay γ on EMCal acceptance with pT> 3.5
GeV/c. Data and default MC (untuned simulation) are the same as in Fig. 64.
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Figure 66: (Color online) Fraction of clusters with nw
cell > 4 within the range 0.1 < σ2

long < 0.3
per SM. Left and middle: pp

√
s = 13 TeV L1 γ triggered data. Right: Clusters (enhanced

merged decay population by few %) in EMCal for pp
√

s = 7 TeV minimum bias and L0 trigger
data (black marker), compared to simulations with 2 jets in the final state with different photon
trigger thresholds, with (red marker) and without (blue marker) cross-talk tuning.

made: the problem is purely a cross-talk between cells inside a T-Card; all cells in the calorime-
ter may induce cross-talk; given a signal in a cell, the neighbouring cells are affected, and
possibly those 2 rows away; it can depend on the cell energy; it can depend on the SM number
but not on rapidity or azimuth within the SM. The assumptions on the rapidity independence
are not entirely correct as, due to cable lengths, the region close to η = 0 is more affected, but
these assumptions were made to simplify the emulation process.
The proposed algorithm emulating the cross-talk at the simulation level works as follows: in-
spect all the cells with signal in the simulation, and for each cell with energy Ecell, add to the
surrounding 5 cells in the same T-Card an induced energy E ind

i, j (i and j indicate the column and
row with respect to the selected cell)

E ind
i, j = F indEcell, with F ind = µ1 +µ2 Ecell, (29)

where µ1 and µ2 depend on the SM and the location of the cells (i, j). If F ind is above or
below a given value F ind

max or F ind
min, respectively, those values are used instead. Each E ind

i, j is
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optionally smeared by a Gaussian random distribution with width σind. Finally, the total induced
energy after smearing in the nearby T-Card cells is subtracted from the main signal cell, Efinal

cell =
Ecell −ΣE ind

i, j , so that the energy scale is conserved. For simplicity, all five surrounding cells
in the T-Card use the same µ1 and µ2 and a smaller µ1 is used for the cells two rows away
from the reference signal cell. Additionally, the amount of induced energy is limited for lower
energies in order not to provoke additional cluster nonlinearity by requiring: Ei, j +E ind

i, j > E ind
min,

where E ind
min is the same as the clusterization minimum cell energy Eagg. If the sum is smaller,

the induced energy is not subtracted from the signal reference cell.
Figure 65 shows the effect on σlong with and without the cut on nw

cell for a fixed µ1 value of a few
percent, µ2 = 0, no smearing of the induced energy and no cut on the leaked energy, applied
on the 5 surrounding cells in simulation and its comparison to data. A clear broadening and
even a shift of the distribution develops when increasing µ1 from 0.5% to 1.5%, the extent of
which depends on the cluster energy. For the chosen cluster energy, a value of µ1 ≈ 1.35% is
favoured for SMs 3 and 7, and µ1 ≈ 1.2% is favoured for the other SMs. After studying the
energy dependence, the optimum parameterization for µ1, µ2, σind, F ind

min and F ind
max as listed in

Tab. 14 for different SMs was found.
Figure 64 and 66 (right) show the final agreement between data and simulation for the σ2

long

distributions and the R
nw

cell
σlongvariable with and without the final cross-talk emulation. The cross-

talk emulation also improves the agreement between data and simulation for all other cluster
properties, like σ2

short and number of cells.
For very high cluster energies (E > 50 GeV), an enhancement of the neutral cluster popula-
tion at low shower-shape values (between 0.1 < σ2

long < 0.25) appears, which merges with the
photon band above 150 GeV as seen in Fig. 67 (left). These clusters can be classified as ex-
otic since they have a much lower average number of cells per cluster and very high exoticity
(see Sec. 3.4.3). At such high energies, the leading cell appears to be leaking a significant
fraction of its energy into the neighboring cells, which in turn contributes to the expectation
of a relatively large value of shower shape parameters. While the exotics appear to be present
in all calorimeters using APDs at the LHC experiments, the cross-talk observed in the EMCal
enhances their presence in cluster samples with Ncell ≥ 2. This can be seen by correlating the
number of cells in a high energy cluster belonging to the same or to a different T-Card of the
highest energy cell for data and simulation. The corresponding distribution for V2 clusters with
100 < E < 250 GeV is shown in Fig. 67 (right). Two distinct structures are visible: A strongly

Table 14: Emulation parameters used to calculate the E ind
i, j in the 5 surrounding cells to a

given cell with signal in the T-Card depending on the SM number. Note that we allow also the
inducing energy in cells 2 rows away, but only with F ind=F ind

min.

group 1 group 2 group 3 group 4

SMs EMCal 3, 7 1, 10 0, 2, 4, 5, 6, 11 8, 9
SMs DCal - - 12, 13, 16 14, 15, 17, 18, 19
F ind

min 0.6% 0.5% 0.45% 0.35%
F ind

max 1.8% 1.6% 1.6% 1.6%
µ1 1.2% 1.2% 1.15% 0.8%
µ2 (GeV−1) -0.11% -0.11% -0.11% -0.11%
σind 0.5% 0.5% 0.5% 0.5%
E ind

min (GeV) Eagg Eagg Eagg Eagg
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Figure 67: (Color online) Left: σ2
long as a function of the cluster energy. Data, pp collisions at√

s = 13 TeV triggered by the EMCal and DCal with L1-γ at 8.5 GeV, V2 clusterizer. Right:
Number of cells in the cluster in the same T-Card as the highest energy cell as a function of the
number of cells in a different T-Card, for clusters between 100 and 200 GeV.
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Figure 68: (Color online) Comparison of the probability distributions between data and simula-
tion for cluster ncells (left), F+ (middle) and σ2

long (right) for V2 clusters with 75<E < 100 GeV.
Selections applied: reject clusters with no cell in a different T-Card as the highest energy cell,
F+ > 0.95 and σ2

long < 0.1 where it applies. Data and simulation of pp collisions at
√

s = 13 TeV,
simulation of PYTHIA8 events with two jets or a direct photon and a jet in the final state, and
with cross talk emulation activated (red points) and not activated (blue points).

peaked distribution with none or very few cells in a different T-Card, and a much wider spread
distribution that has approximately equal amounts in the same and a different T-Card. While the
latter is present in simulations as well, the former is not, indicating that the former stems most
likely from exotic signals that are not implemented in the simulation. Those signals in data
induce energy by cross-talk on the neighboring cells that sit in the same T-Card as the signal.
Simulations show that above 50 GeV, less than one per mil of clusters cover just one T-Card,
except those whose highest energy cell sits in a border, which are usually removed from most
of the analyses. Consequently, requiring that clusters with energy above 50 GeV have at least
one cell contributing to the cluster in a T-Card different than the highest energy cell, cleans the
cluster sample of exotic clusters and the standard selection criteria used below 50 GeV can be
used normally to further clean the sample from the few remaining exotic clusters.
Figure 68 shows that the agreement between data and simulation at high energies is satisfactory
when the selection on the number of cells in the T-Card is used together with the cross-talk
emulation.
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6 Physics performance
In this chapter, the performance of the EMCal is demonstrated for the identification and re-
construction of different physics observables. The main variables used to distinguish different
particles using the EMCal are the shower shape variable σ2

long (see Sec. 3.4.2), as well as the
matching of a track to the cluster and its E/p (see Sec. 3.4.1). Combining the information
from these sources allows to distinguish electrons, hadrons and photons creating a cluster in the
EMCal. The identified photons can be used to reconstruct mesons or baryons with one or more
photons as decay products, most prominently the π0 and η mesons. Additionally, the EMCal
clusters are used to improve jet energy measurements in ALICE by measuring their electro-
magnetic component. Different clusterizer algorithms are used to reconstruct EMCal clusters
depending on the requirement of the analysis.
In the following section, the general features of the photon reconstruction method will be ex-
plained, first by highlighting the different selection criteria for the inclusive statistical photon
measurements (Sec. 6.1.1) and for isolated photons at high transverse momenta (Sec. 6.1.2).
Afterwards, the performance of reconstructing π0, η and η ′ mesons using their di-photon de-
cay channel will be described and a novel PID analysis technique based on the shower shape
for the neutral pions will be introduced (Sec. 6.2). Using the reconstructed π0 and η mesons,
we explore the reconstruction performance for ω and η ′ mesons using their 3-body decay chan-
nels, presented at the end of this section. Section 6.3 is devoted to the performance of the
electron identification, which can be used for reconstructing J/ψ mesons via their di-electron
decay channel, as well as open heavy-flavour hadrons via their semi-leptonic decay channels
(c,b→e). We also present the improvement of the sample size for the D-meson reconstruction
via their hadronic decay channels, by taking advantage of the EMCal as a trigger detector. The
description of the jet performance in Sec. 6.4 concludes the chapter.

6.1 Photons
6.1.1 Identification of photons
In order to reconstruct photons using the EMCal, both clusterizers, V1 and V2, are used (see
Sec. 3.3). For the decay photon reconstruction, the V2 clusterizer is more suitable as the cluster
energy is closer to the actual photon energy. Additionally, the cluster properties relate better to
those of single particles hitting the EMCal, since the V2 clusterizer reduces the effects due to
merging of clusters from different particles. However, the performance is rather similar to the
V1 clusterizer for momenta below 4 GeV/c. While both clusterizers have been used in various
photon and meson analyses, the V2 clusterizer is generally preferred when trying to analyse
simultaneously the direct photon and neutral pion spectra since an invariant mass analysis can
be used up to higher pT (see Fig. 9 and Fig. 10). The first results using the EMCal in pp
collisions for such analyses were published in [48]. On the other hand, the V1 clusterizer is
a better choice for the isolated photon reconstruction, as the number of maxima in the cluster
and the shower shape can be used to discriminate between photons originating from a neutral
pion decay and those being truly from a primary photon. In the following paragraphs, the
reconstructed cluster selection criteria that are common to the different photon analyses will be
discussed and the performance of the two clusterizers will be contrasted.
For the photon analysis, only fully calibrated and corrected clusters with a seed energy of
Eseed ≥ 500 MeV and an aggregation threshold of Eagg = 100 MeV are considered (see def-
inition in Sec. 3.3). Ideally, only clusters from the main bunch crossing are chosen, thus the
cluster-timing selection window ranges from ±25 ns to ±250 ns, depending on the data set,
as discussed in Sec. 3.4. Additionally, a minimum cluster energy threshold of 0.7 GeV is im-
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Figure 69: (Color online) Left: Ratio of the number of selected clusters after each applied selec-
tion with respect to basic cluster selections (see Tab. 6) as a function of the cluster momentum.
The green markers indicate the use of the CPV requirement, while the red markers include the
CPV and σ2

long selection criteria. For each step, the data are represented by the points, while the
lines indicate the same selection step in the simulations. Right: Inclusive photon purity P and
reconstruction efficiency εγ as defined in Eq. 30 and 31 after applying each cluster selection
criterion. Both figures are done using V2 clusters as inputs.

posed to reduce any effect of the nonlinearity at low cluster energies. In order to reduce the
contamination from exotic clusters (as described in Sec. 3.4.3), a minimum shower shape value
(σ2

long > 0.1) and a minimum number of cells per cluster (ncell ≥ 2) are requested. The latter
reduces not only the contribution from high-energy exotic clusters, but also removes a large
fraction of low-momentum clusters which are due to noisy channels in the data. To further
suppress these exotic clusters, we reject clusters in which one cell carries most of the cluster en-
ergy (F+ < 0.95−0.97, see Eq. 16). At higher cluster energies (E > 50 GeV), clusters formed
with cells only in one T-Card are rejected since exotic cells induce energy only on surrounding
cells in the same T-Card (see Sec. 5.8). To increase even further the inclusive photon purity
of the cluster sample, clusters originating from charged hadrons or electrons can be rejected
using a charged particle veto (CPV) dependent on the track pT as described in Sec. 3.4.1. In
order not to reject clusters where the hadron contributes only a small fraction of the energy, we
apply the CPV only for charged-particle track-cluster pairs for which E/ptrack < 1.7. More-
over, a mild maximum σ2

long selection criterion is employed to suppress the contribution from
converted electrons and hadrons at low transverse momenta. Most of the very elongated clus-
ters with σ2

long > 0.7(0.5) and pT < 2 GeV/c in p–Pb or pp (Pb–Pb) collisions originate either
directly from electrons and hadrons or have a contribution from a second particle hitting the
same cell. Figure 69 (left) shows the effect of each photon selection criterion on the number of
reconstructed clusters as a function of pT with respect to the basic selections (see Tab. 6) for
data and simulation. To judge the performance of the different cluster selections for the pho-
ton identification, the photon reconstruction efficiency (εγ ) and purity (P) need to be evaluated
simultaneously. They are defined as:

P(pT, rec) =
Nγ,rec(pT, rec)

Ncl,rec(pT, rec)
(30)
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εγ(pT, MC) =
Nγ,rec(pT, MC)

Nγ(pT, MC)
(31)

where Ncl,rec are the number of reconstructed clusters, Nγ,rec are all reconstructed clusters with
a leading contribution from a photon and Nγ are the number of photons within the EMCal
acceptance. Furthermore pT, MC is the pT of the simulated photon and pT, rec is the pT of the recon-
structed cluster. Figure 69 (right) shows the effect of the dedicated photon selection criteria on
the photon reconstruction efficiency and purity obtained in simulations. Introducing the CPV
requirement increases the photon purity by more than 20% for pT below 10 GeV/c while reduc-
ing the photon reconstruction efficiency by about 2% at 6 GeV/c and up to 30% at 40 GeV/c.
At the same point, since the contributions from cluster overlaps are significantly reduced, the
necessary corrections to the cluster energy are smaller. The contribution from hadrons and elec-
trons are suppressed through the mild selection on the shower shape increasing the purity by
2-10% at low momenta. Similarly, the contribution from merged pions is reduced in the pT
range 6 to 20 GeV/c by using such a mild shower-shape selection criterion without reducing
the efficiency significantly.
Figure 70 shows the purity (left) and efficiency (right) of the reconstructed inclusive photon
sample in pp collisions at

√
s = 13 TeV for the V1 (lines) and V2 (points) clusterizers for a

strict (red) and a loose (blue) photon selection criterion regarding the shower shape. For these
comparisons, all clusters with 1 or 2 local maxima (nLM) are accepted for the V1 clusterizer to
reduce the contribution from cluster overlaps. It can be clearly seen that below 4 GeV/c the
performance of the two clusterizers differs only by a few percent and that the purity steadily
rises with increasing pT from about 80% to 97%. For estimating both εγ and P, each cluster
is counted once, and only the higher momentum photon is counted as reconstructed in the effi-
ciency definition for clusters where the neutral pion merges into one cluster. Additionally, these
clusters would be treated as photons in the purity. The excess energy from other particles in
the cluster is corrected later through unfolding or the effective resolution correction. Thus, the
V2 clusterizer outperforms the V1 clusterizer when using the same selection criteria, allowing
for a more efficient reconstruction of individual decay photons up to 20 GeV/c. For higher
momenta, the fraction of merged pions in the cluster sample with respect to photons is too large
and stricter selection criteria need to be applied as discussed in Sec. 6.1.2.
Figure 71 shows the decomposition of the remaining contamination of the selected cluster sam-
ple for the V2 clusterizer shown in Fig. 70. In the range 4 < pT < 20 GeV/c, there is a 5%
overall contamination, which is mostly due to charged pions that constitute about 30% of all the
contributions to the contamination. These charged pions could not be rejected using the track
matching veto, as their track was most likely not reconstructed. Of similar magnitude is the
contribution of neutrons between 1 and 3 GeV/c. Furthermore, about 15–30% of the remaining
background arises from K0

L directly hitting the EMCal surface. At higher momenta, the electron
contamination rises to the same level as the charged pion contamination, while still representing
only about 2% of the total photon sample.
Since the transverse momentum of the reconstructed cluster and of the incident photon are
not the same, a momentum smearing correction must be applied to recover the initial photon
transverse momentum. This can either be done through unfolding of the reconstructed pT distri-
bution using the detector response matrix (Fig. 72 right) or by incorporating this correction into
the efficiency correction (Fig. 72 left), denoted as Cres(pT, rec) = εγ(pT, rec)/εγ(pT, MC). However,
the latter can only be applied if the spectral shape of the photons and their contaminations is
well described by the simulations, otherwise an iterative reweighting of the initial spectra has to
be performed. For pp collisions, these corrections are of the order of 5–25% below 20 GeV/c

78



Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

1−10×6 1 2 3 4 5 6 7 8 9 20 30 40 210
)c (GeV/

T
p

0.75

0.80

0.85

0.90

0.95

1.00

P

ALICE simulation
 = 13 TeVspp 

V1 V2

 < 0.7long
2σ ≤0.1 aa

 < 0.3long
2σ ≤0.1 aa

1−10×6 1 2 3 4 5 6 7 8 9 20 30 40 210
)c (GeV/

T
p

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

γε

ALICE simulation
 = 13 TeVspp 

V1 V2
 < 0.7long

2σ ≤0.1 
 < 0.3long

2σ ≤0.1 
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Figure 71: (Color online) Individual con-
tributions (κi) to the remaining contamina-
tion of the photon sample when using the V2
clusterizer, as a function of the reconstructed
pT.

and are on average smaller for the V2 clusterizer compared to the V1 clusterizer. Above 20
GeV/c, this correction increases significantly due to the increasing overlap with other particles
which makes the unfolding procedure unstable. In this region, stronger σ2

long selections are re-
quired to improve the energy resolution for the single photons as described in the next section.
In larger collision systems, the correction can reach up to 20–35% below 20 GeV/c and the V1
clusterizer requires significantly larger corrections than the V2 clusterizer, in particular when
considering clusters with more than one maximum.
Table 15 summarizes the dedicated photon identification criteria that are applied in conjunction
with the basic cluster cuts of Tab. 6.

6.1.2 Isolated photon performance
Direct photons from 2 → 2 scattering processes are expected to appear isolated, as they are pro-
duced with no hadronic activity in their vicinity except for the underlying event of the collision,
in contrast to other photon sources like decays of mesons that are likely generated by parton
fragmentation [49] and have a high probability to be accompanied by other fragments. To in-
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Figure 72: (Color online) Left: Comparison of the transverse momentum smearing correc-
tion (Cres) contained in the photon efficiency for the V1 (lines) and V2 (points) clusterizers in
pp collisions at

√
s = 13 TeV. The different colors indicate different shower shape selections.

Right: Relation between reconstructed cluster and true photon momenta for photon candidates
reconstructed with the V2 clusterizer.

Table 15: Dedicated cluster selection criteria for photon and electron analyses, depending on
the multiplicity of the particles produced in the collision. To be used with Tab. 6.

Multiplicity
Analysis type Parameter low high

statistical photon analysis

clusterizer V1/ V2
nLM, V1 clust. ≤ 2
σ2

long < 0.7 < 0.5
CPV

- ∆ϕ residual (rad), ∆η residual Eq. 12
- E/p CPV veto > 1.7 -
- MIP subtraction no yes

isolated photon analysis

clusterizer V1
nLM, V1 clust. ≤ 2
σ2

long < 0.3−0.4 (pT dep.)
dmask (cells) > 1
dedge (cells) > 1
CPV

- ∆ϕ residual (rad), ∆η residual Eq. 12
- E/p CPV veto > 1.7

electron analysis

TPC dE/dx −1 ≤ nσTPC
e± ≤ 3

cluster track assoc. ∆η < 0.01,∆ϕ < 0.01
σ2

long pT< 15 GeV/c 0.05 < σ2
long < 0.9

pT≤ 15 GeV/c 0.05 < σ2
long < 0.6

E/p 0.8 < E/p < 1.2
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crease the purity of the direct photons from 2 → 2 processes in the sample, the direct photon
candidates measured in the EMCal are required to be isolated. This isolation technique will
also reject the largest part of photons from fragmentation and is explained in more detail in
Ref. [50].
The isolation criterion is based on the so-called isolation momentum piso

T . It is defined by con-
sidering the transverse momentum of all particles with an angular position (η i,ϕ i) measured
inside a cone of radius

R =
√

(η i −ηγ)2 +(ϕ i −ϕγ)2 = 0.4, (32)

around the candidate’s angular position (ηγ ,ϕγ ). The isolation momentum is calculated by
adding the transverse momenta of all neutral clusters (clusters not matched to charged particles)
in the calorimeter, excluding the pT of the candidate photon cluster, and the transverse momenta
of all charged-particle tracks that fall into the cone. The momentum sum is corrected by the
collision Underlying Event (UE) contribution, which is not correlated to the hard process at the
origin of the direct photon:

piso
T = ∑

in cone−candidate
pneutral cluster

T + ∑
in cone

ptrack
T −ρUEπR2, (33)

where ρUE is the UE density in the cone.
For the analyses of pp collisions, the UE contribution for charged particles in the cone is ρUE =
1.6 GeV/c as determined in collisions at

√
s = 5.02 TeV [51]. This UE contribution results

in a small third term in Eq. 33 and is therefore ignored in the piso
T calculation in pp analyses.

The candidate photon is declared isolated if piso
T < 2 GeV/c. This value was chosen after

studying the efficiency and purity in pp collisions and strongly depends on the analysis strategy.
Alternatively, the isolation criteria can be based solely on the charged tracks within the cone.
In order to reach a similar isolation efficiency in this case, the isolation requirement must be
reduced to piso

T < 1.5 GeV/c. The latter allows to use the full acceptance of the EMCal and DCal
in the analysis without needing corrections to the isolation energy when the cone is partially out
of the calorimeter acceptance. This technique was used for the measurement of isolated photon-
hadron correlations in pp and p–Pb collisions at √sNN = 5.02 TeV [51].
In Pb–Pb and p–Pb collisions, the UE contributes to the piso

T , thereby biasing it to higher val-
ues. The UE contribution ρUE must therefore be estimated and subtracted event-by-event. One
technique consists in using the ∑ ptrack

T value measured in cones oriented 90 degrees in azimuth
away from the direction of the isolated photon candidate. Alternatively, the underlying event
can be estimated using the FASTJET median area density method [35, 52]. In p–Pb collisions,
both techniques yield very similar results. When using only charged-particle tracks in the cal-
culation of piso

T , the UE contributes with an energy density of ρUE = 3.2 GeV/c in the cone for
p–Pb collisions [51], which is about twice as high as for pp collisions. The underlying event
contribution in p–Pb collisions is however still much smaller than its contribution in the most
central heavy-ion collisions where it can reach few tens of GeV/c [53, 54].
Even after applying the isolation criteria, the photon candidate sample still has a non-negligible
contribution from background clusters, mainly from meson decays. To estimate the background
contamination, different classes of measured clusters can be used [50, 55]: (1) classes based on
the shower shape σ2

long, i.e. wide (σ2
long> 0.4, elongated clusters) and narrow (0.1< σ2

long < 0.3),
and (2) classes defined by the isolation momentum, i.e. isolated (piso

T < 2 GeV/c) and non-
isolated (piso

T > 3 GeV/c). The selection criteria reported above are illustrative; the exact values
depend on the collision system and may vary with candidate pT. Such pT-dependent values have
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been used in the analysis of pp collisions at
√

s = 7 TeV [50]. The different classes are denoted
by sub- and superscripts, e.g. quantities related to isolated, narrow clusters are labeled X iso

n and
non-isolated, wide clusters are X iso

w . The yield of isolated photon candidates in this nomencla-
ture is Niso

n . It consists of signal (S) and background (B) contributions: Niso
n = Siso

n +Biso
n . This

class is labeled with the letter A in Fig. 73, which illustrates the parameter space used in this
procedure. The three other classes that are defined (labeled as B, C, and D in the figure) should
dominantly contain background clusters. The contamination of the candidate sample A is then
C = Biso

n /Niso
n and the purity is P ≡ 1−C. Assuming that the proportion of background which

is isolated is the same in the wide and narrow cluster areas and assuming that the proportion of
signal in the control regions (B, C and D) is negligible compared to the background, the purity
can be derived in a data-driven approach as

Pdd = 1− Biso
n /Niso

n

Biso
w /Biso

w
= 1− Niso

n /Niso
n

Niso
w /Niso

w
. (34)

Unfortunately, both assumptions do not fully hold. In part, this is due to the fact that single
photons from meson decays can have a higher value of piso

T than merged decay photons at the
same pT, because of the presence of the second photon from the meson decay in the isolation
cone. Also, fluctuations in the cluster distributions, e.g. caused by overlapping showers from
nearby particles originating from the same hard process, may lead to some energy contribution
either included in the cluster, which increases its width, or not included, which increases the
isolation momentum, causing an anti-correlation of the two parameters.
Since those are purely particle kinematics and detector effects, we assume the simulation repro-
duces them so that one can estimate the bias with the following equation [50]:

P = 1−
(

Niso
n /Niso

n

Niso
w /Niso

w

)
data

×
(

Biso
n /Niso

n

Niso
w /Niso

w

)
MC

. (35)

The MC corrections were determined from PYTHIA simulations of pp collisions. The signal
events were generated with a high-energy direct photon and a back-to-back jet and the back-
ground events were generated with two high-energy back-to-back jets.
Alternatively, the purity can be estimated using a template fitting technique as described in
Ref. [51]. This method is illustrated in Fig. 74 (left) for p–Pb collisions at √sNN = 5.02 TeV. In
Pb–Pb collisions the usage of the V1-clusterizer for the isolated photon analysis is not possi-
ble as too many particles would be overlapping within this cluster. Thus V2 clusters are used,
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but the shower shape is calculated around the leading cell of the V2 cluster in a 5x5 cell ar-
ray, denoted as σ2

long,5x5 for the isolated photon analysis. An example for Pb–Pb collisions at√sNN = 5.02 TeV is shown in Fig. 74 (right) yielding similar results as for p–Pb collisions.
Using the template fit method, the σ2

long distribution for the isolated cluster sample is fit with
a linear combination of a signal PYTHIA MC distribution, and the background distribution is
determined from data using an anti-isolated sideband (5 < piso

T < 10 GeV/c). For the same
reasons as described above, this method also needs MC corrections based on a PYTHIA simu-
lation to take into account (anti-)correlations in the background between the regions. For both
methods, the correction based on the simulation results in an absolute correction on the purity
ranging from 8% to 14% depending on the cluster pT.
The left panel of Fig. 75 shows the isolated photon purity calculated using Eq. 35 in pp collisions
at
√

s = 7 TeV and the right panel shows the purity in pp and p–Pb collisions at √sNN = 5.02 TeV
determined using the template method. The large 80% contamination at pγ

T = 10 GeV/c comes
mainly from single decay photon clusters. The contamination decreases and saturates at 30−
50% for pγ

T > 18 GeV/c, mainly from merged π0 mesons decay clusters.
An interplay of physics and detector effects causes a pγ

T dependence of the purity. On the one
hand, the pT spectra of prompt photons are harder than those of neutral pions, mainly because
the latter are produced by fragmentation of a quark or gluon. Because of this, the purity, i.e. the
ratio of direct photon and neutral pion pT yields, increases with increasing pT. In addition, the
probability to find a photon as isolated varies with pT; at higher pT, isolation of jet fragments is
less probable for a fixed isolation momentum. On the other hand, due to the decreasing opening
angle of meson decays at high pT, the probability to obtain a narrow shower from the merged
photons increases leading to a larger contamination from π0 mesons. At pT = 20 GeV/c,
5% of the decay photons of the π0 mesons are found in the narrow shower shape region, and
beyond 40 GeV/c this contribution increases to more than 25%. The combined effect of these
mechanisms leads to the rise of the purity at low pT and a saturation for pT > 18 GeV/c.
The purity obtained by both methods is similar, although in different colliding systems and
energy, as shown in Fig. 75, thus both techniques yield equivalent results for the isolated photon
measurements. The EMCal can be used in combination with the tracking detectors to select
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Figure 75: (Color online) Isolated photon corrected purity in pp collisions at
√

s = 7 TeV with
piso

T < 2 GeV/c and |ηγ | < 0.27 calculated using Eq. 35, taken from [50] (left) and for pp and
p–Pb collisions at √sNN = 5.02 TeV with |ηγ | < 0.67 using the template fit technique taken
from [51] (right). The boxes indicate the systematic uncertainty, while the error bars reflect the
statistical uncertainty. Figures are taken from the mentioned references.

isolated photons with a reasonable purity in the pT range from 10 GeV/c to at least 60 GeV/c
in Run 1 for pp and p–Pb collision data. The larger triggered data sets in pp collisions at√

s = 13 TeV recorded in Run 2 will allow for measurements at even higher photon momenta.

6.2 Neutral mesons
The π0, η and η ′ mesons can be reconstructed with the EMCal in their two-photon decay chan-
nel using their excess in the reconstructed invariant mass distribution (see Eq. 5). The range in
pT for which this method can be used depends on the clusterizer and clusterization parameters
used (see Sec. 3.3): with the V1 clusterizer π0 mesons can be measured up to E = 15 GeV, while
clusterizers that are able to split the clusters (V2, 3×3 and V1+unfolding) reach E = 22 GeV,
as shown in Fig. 9.
Considering this, neutral mesons can be identified in two ways depending on the energy range
and clusterization: either from pairs of clusters using the invariant mass, called EMC reconstruc-
tion (discussed in next section), or via a single merged cluster, called Merged Cluster Technique
(mEMC) reconstruction that relies on the cluster shower shape (discussed in Sec. 6.2.2). Finally,
in order to circumvent the cluster merging to a large extent, the neutral mesons can also be re-
constructed via the invariant mass analysis using one photon reconstructed with the EMCal and
the other from a converted photon reconstructed with the TPC and ITS (PCM, photon conver-
sion method). This technique is called PCM-EMC reconstruction and it is discussed in the next
section.
In addition, heavier hadrons like ω and η ′ mesons decay into π0 or η mesons. The decay
channels ω → π0π+π− and η ′ → ηπ+π− can be reconstructed by choosing photon pairs in
the corresponding invariant mass regions and pairing them with charged particles detected in
the tracking detectors. The performance of these reconstruction channels will be discussed in
Sec. 6.2.3.

6.2.1 Neutral meson reconstruction via two-photon invariant mass
The π0, η and η’ mesons are reconstructed as excess yield around their nominal particle masses
in the two-photon invariant mass spectrum on top of a combinatorial background. In this sec-
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tion, only the performance of the V2 clusterizer will be discussed as it proved to be the most
suitable for a di-photon invariant mass analysis as discussed in Sec. 3.3. Figure 76 shows the
invariant mass distribution in two different transverse momentum intervals for neutral pion and
η meson candidates using the two-photon reconstruction based solely on the EMCal. Figure 77
depicts the corresponding invariant mass distributions if one of the two photons was recon-
structed with the PCM instead. The shape of the signal peaks is described using a Gaussian
function with additional exponential tails on both sides of the peak. The tail towards lower in-
variant masses mainly originates from Bremsstrahlung energy loss of the electron for the PCM
photon or missing energy for converted photons in front of the EMCal. On the higher invari-
ant mass side and at higher cluster energies, cluster merging in the EMCal contributes to the
non-Gaussian tail at large invariant masses.
The combinatorial background below the peaks consists of two components: random combina-
tions of photons, and a partially correlated background component arising from jets or particle
decays with more than two photons in their final state, for instance, η → 3π0 or K0

s → 2π0. The
correlated background is of particular importance for heavier mesons and at high transverse
momenta, where the mesons are most likely accompanied by a jet. The random combinations
of photons can be described by using mixed event techniques [56]. The remaining background
modulation due to correlations in the background can be parametrized by a polynomial of first
or second order, adjusted to the measured distribution in a range close to the particle mass.
For the mixed-event background, each photon from the signal event is paired with about 50–80
photons from different events with similar track or photon multiplicity and a primary vertex
position along the beam line. The absolute normalization of the mixed event invariant mass dis-
tribution is obtained by normalizing it to the corresponding same-event distribution in a signal
free region. Then, the mixed-event background is subtracted and the remaining distribution is
fitted with a polynomial added to the signal shape.
A more accurate description of the background including both the uncorrelated component and
the correlated one due to the decays can be achieved by an adapted rotation technique developed
within ALICE based on Ref. [57]. In this technique, two arbitrary photons in the same event
are paired and assumed to originate from a common mother particle. In order to get an approx-
imation for the background an alternative decay of this mother particle is calculated. Each of
the two newly created photons is then paired with all other photons in the event except the other
newly created photon. In this process the direct correlation of the photons in the background
calculation is removed because the two photons are not paired. All other correlations remain
intact since the newly calculated decay could have also happened in the real event. Even if the
photon pair does not originate from the same mother particle, the described process yields a
good description of the background. The simplest, yet very effective approach to calculate the
decay is to rotate the photons around the axis of their pair-momentum vector by 90 degrees. In
this process the momenta and relative distance of the pair are kept the same. Rotated photons
are only considered in the pairing if they would still be reconstructable within the acceptance of
the corresponding reconstruction technique. This procedure is repeated for each possible pho-
ton pair combination. The invariant mass interval used to normalize the background estimated
with the rotation technique can be significantly farther away from the π0 and η meson peak re-
gions compared to the mixed event technique as the inherent shape of the in-event correlations
is preserved.
The signal over background ratio of the π0 (η) meson is a factor 2 to 3 (1 to 2) higher for the
PCM-EMC technique than for the EMC reconstruction. This can be attributed to two effects.
Firstly to the better resolution and higher purity of the PCM photon sample. Secondly, the
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Figure 76: (Color online) Invariant mass distribution for neutral pion and η meson candidates at
intermediate (left) and high (right) transverse momenta reconstructed with both photons in the
EMCal in pp collisions at

√
s = 13 TeV using the EMCal L1 trigger sample. The combinatorial

background is described using the rotation background technique. For the higher pT slice only
the η meson invariant mass window is shown as the π0 meson cannot be reconstructed using
the EMC invariant mass technique at these momenta.
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s = 13 TeV using the minimum bias and EMCal L1 trigger sample. The combinatorial

background is described using the mixed-event background technique.

86



Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

1 10 )c (GeV/
T

p

10

20

)2
c

P
ea

k 
w

id
th

 (
M

eV
/

a)

ALICE
 = 13 TeVspp, 
γγ → 0π

0.2 0.3 1 2 3 4 5 6 7 10 20 30 40
)c (GeV/

T
p

130

140

150

)2
c

P
ea

k 
p

o
si

ti
o

n
 (

M
eV

/

b)

PCM
PCM-EMC
EMC

Data  MC 1 10 )c (GeV/
T

p

20

40

60

)2
c

P
ea

k 
w

id
th

 (
M

eV
/

c)

ALICE
 = 13 TeVspp, 
γγ → η

0.3 1 2 3 4 5 6 7 8 10 20 30 40
)c (GeV/

T
p

520

540

560

580

)2
c

P
ea

k 
p

o
si

ti
o

n
 (

M
eV

/

d)

PCM
PCM-EMC
EMC

Data  MC

Figure 78: (Color online) π0 (left) and η (right) meson peak position (b,d) and width (a,c) as
a function of the meson momentum measured in pp collisions at

√
s = 13 TeV combining two

photons reconstructed with EMCal or PCM.

worse reconstruction efficiency of the PCM method results in less than one PCM photon being
reconstructed per event in pp collisions on average, while this average rises to 1.4 for the EMCal
reconstruction. This results in a smaller pool of photon candidates that can be considered in a
given event, which along with the meson candidate selection criteria results in a reduced com-
binatorial background below the true meson peaks. The background below the π0 and η meson
peaks for the PCM-EMC reconstruction can be approximated well using the mixed event tech-
nique in combination with an additional linear background as outlined in [28, 46, 58].
The mixed-event background technique works well for the EMC π0 meson reconstruction in
the transverse momentum range from 2 to 15 GeV/c in pp and p–Pb collisions. Beyond this
momentum range, however, or in larger collision systems [59], the mixed-event background
subtraction tends to lead to rather large systematic uncertainties as no signal-free region can be
found where the distribution can be normalized. This stems from the worse single cluster energy
resolution at low energies and the smearing of cluster energies due to overlapping showers at
higher energies, leading to a significant broadening of the meson invariant mass peaks. In addi-
tion, rather strict selections on the minimum opening angle between the two photons have to be
placed in the mixed event. This is necessary to mimic the minimal distance between measured
photons arising from the finite cell size and the clusterization. These selections significantly
reduce the efficiency to reconstruct π0 meson beyond 15 GeV/c and completely remove the
signal above 20 GeV/c. When using the rotation background, the distances between close pairs
are kept. Consequently, neutral pions can be reconstructed up to higher transverse momenta as
long as a signal-free region can be found to which the rotation background can be normalized
and as long as the decay photon showers do not fully overlap due to the decay kinematics.
Figure 78 shows the mean and width of the invariant mass peak for the EMC and PCM-EMC
methods compared to the pure PCM reconstruction for the neutral pion and η meson. A signif-
icant broadening of the invariant mass peaks towards lower and higher pTis observed for both
mesons and both EMCal-based reconstruction techniques. As described in Sec. 5.6, the EMCal
cluster energy was first corrected for the nonlinearity measured in a test beam (Sec. 4) and by
a residual MC correction (Sec. 5.6). The MC correction appears to be system independent for
pp and p–Pb collisions but has to be adapted for semi-central and central Pb–Pb events, where
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the underlying event contributes a significant fraction of energy to the single cluster energies.
The reconstruction of π0 mesons using EMC experiences a peak position that increases with
pT (lower left panel Fig. 78). At low pT(pT < 4 GeV/c), this is due to partial reconstruction of
the photon energy due to conversions occurring in the material in front of the EMCal. At higher
pT(pT > 8 GeV/c), the showers merge into a single cluster and contribute to the inefficiency of
reconstructing the left flank of the π0 meson peak. For the η meson, on the other hand, only the
loss of energy due to conversions has a significant effect on the peak position. Both effects are
very well reproduced in the simulation and thus allow for a neutral meson yield extraction in a
wide transverse momentum region. The momentum reach of the neutral pion can be extended
from 20 to 50 GeV/c when combining PCM and EMCal photon candidates using the PCM-
EMC reconstruction, until it reaches the limit where the opening angle for the neutral pion is
too small and the electrons from the PCM photon will point to the reconstructed EMCal clus-
ter. Additionally, the conversion photon can be reconstructed down to momenta of 100 MeV/c,
allowing π0 and η mesons to be reconstructed starting from 0.8 GeV/c and 1.4 GeV/c, re-
spectively. For the η meson no decay photon merging is observed in the statistically accessible
transverse momentum range.
Figure 79 shows the peak width normalized to the nominal mass of the mesons as a function
of transverse momentum. By using a PCM photon candidate for one of the decay photons, the
neutral pion mass resolution significantly improves in the low pT region, from about 9% for the
EMC reconstruction to 6% for the PCM-EMC reconstruction. The mass resolution appears to
be even better for the η meson, decreasing to about 5% and 4%, respectively. While the rela-
tive width of the neutral pion peak with the EMC reconstruction depends on the reconstructed
momentum, the η meson width, for the same reconstruction technique, exhibits only a mild pT
dependence. The worsening of the π0 invariant mass resolution at lower momenta is driven by
the energy resolution of the calorimeter, while the worsening at high π0 meson momenta is due
to shower overlaps. For the PCM-EMC technique, the decreasing resolution with increasing pT
is mainly driven by the momentum resolution in the tracking.
The relative width of the mass peak for η mesons can be used to calculate the expected width
of heavier mesons decaying into two photons for the different reconstruction techniques at the
nominal meson mass. For instance for the η ′ meson with a mass of 957.78 MeV/c2, the peaks
would be about 40–100 MeV/c2 wide, which can only be reconstructed given a very good
understanding of the correlated background below the peak. Considering the low branching
ratio (2.20±0.08%) and the worse signal to background for the η ′ with respect to the η meson,
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Figure 80: (Color online) Combined correction factor for the neutral pion (left) and η meson
(right) for all EMCal related reconstruction techniques and the pure PCM reconstruction for
comparison. The correction factor contains the corrections for acceptance, efficiency and purity.

the reconstruction of the η ′ meson in its di-photon channel will not be possible with the present
event sample.
For larger collision systems and in particular most central Pb–Pb collisions, the performance
of the EMCal slightly deteriorates when using the same clusterization thresholds. In particular
at low transverse momentum (pT < 5 GeV/c), the reconstructed neutral pion mass exhibits a
significant shift which increases with increasing multiplicity as seen in Fig. 81. This can be
attributed to a substantial contribution of the underlying event to each cluster, which is not cor-
related to the energy deposition of the photon. While the simulations show a similar behavior,
the details of the particle composition and transverse momentum dependence could, so far, not
be reproduced for 0–10% Pb–Pb collisions. To overcome this problem, the minimum cluster
energy was raised to 1.5(1.0) GeV in the analysis in central (semi-central) Pb–Pb collisions.
In addition, the MIP energy was subtracted for each track that was matched to the cluster. In
Ref. [60], embedding simulated π0 decays into real data was used to obtain the efficiency cor-
rection.
The combined correction factor consisting of the meson reconstruction efficiency, acceptance,
normalization constants, and meson purity is presented in Fig. 80 for π0 and η mesons in pp
collisions at

√
s = 13 TeV. For the invariant mass based techniques the meson purity is consid-

ered unity, as a clear peak can be used to extract the signal. The correction factors are shown
for all available reconstruction techniques using the EMCal for the respective mesons: EMC,
PCM-EMC and mEMC. The total correction factor for the standalone PCM reconstruction is
added for comparison. For the EMC reconstruction technique the correction factor of the π0

increases by several orders of magnitude from about 0.001 at 1.2 GeV/c to its maximum of
about 1 above 6 GeV/c. This characteristic rise is mainly driven by the increasing photon
reconstruction efficiency seen in Fig. 70 together with the slightly increasing acceptance for
mesons with larger opening angles. The decrease of the pion reconstruction efficiency above
10 GeV/c is due to cluster merging. Similar features, slightly shifted in transverse momentum,
are visible for the correction factor of the η mesons for the EMC reconstruction technique. The
low momentum cut-off is caused by the lower signal to background ratio of the η meson com-
pared to the neutral pion. The maximum η meson correction factor of about 1 for the EMC
reconstruction is reached above 12 GeV/c and no clear reduction at higher transverse momenta
is observed within the covered momentum range. Combining one photon from each reconstruc-
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Figure 81: (Color online) Invariant mass distribution for neutral pion candidates at intermediate
(left) and high (right) transverse momenta reconstructed with both photons in the EMCal for
pp and Pb–Pb collisions in different centrality classes at √sNN = 5.02 TeV. The distributions
are normalized to the integral in the displayed invariant mass region to be able to compare
the shapes of the invariant mass distributions and their difference in the signal-to-background
ratio. The gray vertical line indicates the nominal pion mass, while vertical black and red lines
indicate the reconstructed neutral pion mass in pp and central Pb–Pb collisions, respectively.

Figure 82: (Color online) Schematic view of cluster shower overlaps from π0 meson decays
with Eπ0 = 4, 10 and 20 GeV from left to right. The cell color indicates the deposited energy;
the darker, the more energy.

tion technique yields the expected reduction due to the conversion probability of about 9% [47].
Furthermore, the correction factor appears to be closer in its pT dependence to that of the PCM
technique and the effects from the reduction in the cluster efficiency for higher momenta due
to merging are significantly reduced for the neutral pion. This leads to stronger similarities be-
tween the correction factors of the neutral pion and η meson up to 40 GeV/c, where both reach
their current statistical limits.

6.2.2 Neutral meson reconstruction based on single clusters
For π0 mesons with pT > 15 GeV/c, the individual decay photons cannot be resolved by the
clusterizer as their showers overlap on the EMCal surface, as discussed in Sec. 3.4.2. In this
case, using distinguishing features of the profile and the spread of the energy distribution in
the cells can help to distinguish between single photon clusters (symmetric deposition like in
Fig. 82 left) and merged particle clusters (Fig. 82 middle and right). This mEMC technique via
the σ2

long distribution becomes viable for the V1 clusterizer above E ≳ 6 GeV and for the V2
clusterizer above E ≳ 15 GeV. The higher threshold in the latter case is chosen to avoid statis-
tical overlap with the invariant mass-based techniques, where the V2 clusterizer can still split
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Figure 83: (Color online) Left: Decomposition of the σ2
long distribution at 90< pT < 100 GeV/c

in its contributions from neutral pions reconstructed with both photons in one cluster (full black
dots) or only one photon (open black dots) based on PYTHIA 8 di-jet simulations. Additionally,
the contributions from η mesons (open blue dots), direct photons (orange histogram), primary
electrons (green histogram) and other hadrons (blue histogram) are displayed. Right: Compar-
ison of the σ2

long distribution between data (black) and simulation (red).

clusters between 6 and 15 GeV. Additionally, the V2 clusterizer absorbs less particles from the
surrounding jet which otherwise distorts the σ2

long distribution. While photon clusters are rather
round and peak at about 0.25 in the σ2

long distribution, neutral pions appear to be elongated and
predominately have values of σ2

long larger than 0.27 for transverse momenta between ∼ 15 and
60 GeV/c, see Fig. 14. For pT > 60 GeV/c, the σ2

long distributions of photon and π0 clusters are
more similar and the analysis must rely to a larger extent on the corrections from the simulation.

Figure 83 shows the σ2
long distribution for clusters with a pT between 90 and 100 GeV/c. The

two dominant contributions arise from neutral pions, which are merged clusters containing both
decay photons (full markers) and single decay photons without overlap from the other decay
photon (open markers). Fig. 84 (left) illustrates that the η meson contribution is the largest
contamination to the neutral pion candidate sample and increases significantly with increasing
pion momenta from around 5% at low pT to up to 11% at 200 GeV/c. The photon and elec-
tron contributions, on the other hand, can be significantly suppressed by the shower-shape cuts,
in particular at low transverse momenta. However, the default PYTHIA 8 Monte Carlo simu-
lations used for the mEMC analysis lack certain contributions (prompt photons and electrons
from weak decays) that need to be considered for the purity estimation. Moreover, the relative
fraction of η mesons is generally too small in these simulations compared to the measured ratio
of η to π0 meson yields. The effect of these additional contributions is shown in Fig. 84 (right),
resulting in a several percent lower final purity. Additional primary track veto cuts as described
in Sec. 3.4.1 allow for an efficient reduction of the electron and charged hadron contributions.
As the track propagation beyond 20 GeV/c has rather large uncertainties and the neutral pions
tend to appear within jets, the clusters for pT > 20 GeV/c are only vetoed if their E/p is larger
than 1.7.
The mEMC technique was first used for a spectra analysis in Ref. [46] for neutral pions be-
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tween 16 and 60 GeV/c and was since improved to be able to reconstruct neutral pions up to
200 GeV/c [34]. The main improvements in the analysis arose from a better understanding of
the shower shape through the emulation of the cross talk as well as the nonlinearity of the energy
response through measurements in the laboratory 5.8. This allowed us to use the simulations
even beyond the point where merged pions are clearly separated from photons, electrons, and
single photons from η mesons.
The correction for mEMC, shown in Fig. 80, consists of normalization constants, an acceptance
component that is nearly constant in pT, as well as the reconstruction efficiency. The latter
not only corrects for reconstruction losses but also for the EMCal cluster energy resolution,
which is strongly affected by particle overlaps within the same cluster, especially at high pT,
as shown in Fig. 85. The correction can therefore exceed unity due to the significant difference
between reconstructed and true pT of the neutral pion candidates. The energy resolution of the
merged clusters is the main source of systematic uncertainty in the mEMC measurement. It
was estimated using a generator-level particle decay simulation where neutral pions are gener-
ated according to an input parametrization of the measured π0 spectrum and were subsequently
smeared according to the energy response matrices for three different event classes; events with
no particle overlaps within a radial distance of R < 0.05 around the generated neutral pions
in the EMCal acceptance, events with 1 to 2 allowed overlaps, and events with more than 2
overlaps in the same radial cone. Each of these classes presents a different pT-dependent recon-
structed energy of the merged pion clusters as shown in Fig. 85 (top) with a visible energy loss
in the zero overlap class and an up to 20% higher reconstructed energy in the class with more
than 2 particle overlaps. The contribution of these event classes strongly changes as a function
of pT , thereby changing the final energy resolution correction. The systematic uncertainty is
determined by varying the composition of the three overlap classes, which effectively varies
the spread of in-jet particle production within the R < 0.05 cone. The contribution of a class is
modified by up to ±10% of the total as indicated by the bands in Fig. 85 (bottom) and the gen-
erated π0 spectrum based on the input parametrization is smeared according to the resolution
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Figure 85: (Color online) a) Mean cluster energy shift versus transverse momentum for three
different neutral pion merged cluster types from PYTHIA 8 simulations with two jets in the
final state at

√
s = 13 TeV. Clusters with no overlapping particles within R < 0.05 around the

momentum vector of the π0 on Monte Carlo generator level are shown in red, while clusters
with 1–2 overlapping particles are shown in green and clusters with more than two overlapping
particles in blue. An increasing overlap of particles shifts the cluster energies to larger values.
b) Fractions of clusters from the three overlap types in the total cluster sample are shown in the
same colors. The bands indicate the systematic variations on the fractions, which are applied in
the toy simulation in order to obtain the final systematic uncertainty shown in the shaded gray
band versus transverse momentum.

matrices using the appropriate fractions of the yields. The procedure resulted in an uncertainty
on the mEMC π0 spectrum of up to 10% at pT<40 GeV/c and about 5% at pT = 200 GeV/c.

Besides extracting the neutral pion spectra, the mEMC can also significantly simplify parti-
cle correlation measurements as well as azimuthal anisotropy (vn) measurements, as introduced
in [61]. The main interest of these analyses lies in meson measurements in the range between
6 and 20 GeV/c. For this, the V1 clusterizer has a particular advantage for clusters below
20 GeV, where it allows to additionally make sure that the clusters in the π0 meson band are
actually originating from π0 meson decays by splitting the cluster into two sub-clusters and
calculating their invariant mass. The corresponding comparison of the invariant mass obtained
from splitting V1 clusters with two local maxima and the pairing of two V2 clusters within the
same sample are presented in Fig. 86 (left). For the split clusters the combinatorial background
below the pion peak, even in pp collisions, is significantly smaller than for the V2 clusterizer,
as the probability of random overlaps is comparatively low. This is even more apparent in high-
multiplicity environments like in central Pb–Pb collisions, where this technique allows for a
pre-selection of candidates without a significant loss in reconstruction efficiency. Additionally,
the precision of the mass peak position was improved by dividing the energy of cells, which are
located between the two subclusters using the leading cell energies to calculate the fractions.
The invariant mass of splitted V1 clusters in Pb–Pb collisions in different centrality intervals is
shown on the right side of Fig. 86 together with the corresponding distribution in pp collisions at
the same center of mass energy. Keeping the clusterization thresholds the same in the different
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Figure 86: (Color online) Left: Mass of split clusters for pp collisions at
√

s = 13 TeV for
the V1 clusterizer with two local maxima compared to the invariant mass distribution obtained
from pairs of V2 clusters for the neutral pion. Right: Mass of split clusters for pp and Pb–Pb
collisions in different centrality classes at √sNN = 5.02 TeV. For the Pb–Pb comparison plot,
the distributions are normalized to the maximum in the peak region to be able to compare the
shapes of the invariant mass distributions. The gray vertical line indicates the nominal pion
mass.

collision systems increases the correlated background below the pion mass peak, leaving the
average peak position and width unchanged. The increased background arises from a signifi-
cantly larger underlying event contribution to each cluster and the larger cluster size in central
Pb–Pb collisions. A significant improvement of the signal-to-background ratio is observed in
semi-central and peripheral collisions. The background increase can be mitigated by raising the
aggregation thresholds from about 100 MeV to 150 MeV or even 300 MeV, at the cost of a mild
efficiency loss.
For clusters with two local maxima, a 2–3 σ window around the fitted π0 meson invariant mass
can be used to directly tag merged clusters as neutral pions, while an invariant mass window in
between the π0 and η mesons mass can simultaneously provide a background estimate. Addi-
tional constraints on σ2

long as described in Ref. [61] improve the purity even further for clusters
with 2 local maxima and enable the pion identification for clusters with only one local maxi-
mum. Clusters with more than two local maxima are normally not considered in this type of
analysis. These constraints allow to tag π0 meson clusters with purities of approximately 80%
in central Pb–Pb collisions and larger than 90% in pp collisions between 6 < Eπ0 < 50 GeV.
In conclusion, with shower shape and intra-cluster splitting techniques, one can simplify event-
by-event correlation analyses by directly tagging clusters stemming from π0 mesons up to very
high energies with the EMCal.

6.2.3 Heavier meson reconstruction
The neutral pions and η mesons are the lightest mesons which are measured with the help of
the EMCal. As many of these pions or η mesons stem from decays of heavier mesons, they can
be used to reconstruct their mother particles as well. A dominant source of decay pions is the
ω(782) meson.
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Figure 87: (Color online) Three-pion invariant mass distribution around the ω meson mass
using neutral pion candidates reconstructed with the PCM-EMC (left) and EMC (right) recon-
struction technique in two pT intervals.

The ω meson predominately decays through the π0π+π− channel (Branching Ratio (BR) 89.2±
0.7% [62]) . Its charged decay products are reconstructed using the tracking detectors, while
the π0 can be reconstructed using the EMC, PCM-EMC or mEMC technique up to very high
momenta [63]. The statistics at high transverse momenta can be increased further by using the
L0 or L1 EMCal triggered samples as the momentum distributions of all three decay products
are similar and thus an event trigger based on the π0 part is possible without introducing any bi-
ases. The neutral pion in the three-pion decay channel is measured by selecting a pair of clusters
with an invariant mass within 3σ of the expected Particle Data Group (PDG) mass [62]. The
selected neutral pion candidate is combined with two oppositely charged pions reconstructed in
the TPC and ITS by selecting tracks of good quality which are in agreement with the expected
energy loss for pions within 3σ . Additionally, these tracks are constrained to originate from the
primary vertex to suppress pileup and combinatorial background from other decays.
Fig. 87 shows example invariant mass distributions for which the neutral pions were recon-
structed using either the PCM-EMC or EMC technique. The combinatorial background below
the peak can be described and subtracted using a second order polynomial or exponential func-
tion. This enables the determination of the signal yield of the ω meson for transverse momenta
between 2.7 and 28 GeV/c when using pions reconstructed with the PCM-EMC technique and
3.5 and 40 GeV/c when using the EMC technique in pp collisions at

√
s = 13 TeV. Addition-

ally, the ω meson could be reconstructed through the π0γ channel (BR 8.28± 0.28% [62])
using the EMCal. In this decay, reconstructing the γ with the EMCal is disfavored as the de-
cay is rather asymmetric and the photon carries only little energy. Thus, the photon needs to
be reconstructed with the PCM technique, which introduces a reduction of the signal yield by
another factor of ten due to the conversion probability of about 9% in ALICE. While the η

meson can be reconstructed in the three-pion decay channel as well, the precision of this mea-
surements is significantly reduced as compared to the two-photon channel due to the higher
combinatorial background arising from the charged pions and the smaller branching ratio. For
the η ′ meson, on the other hand, the reconstruction in the two-photon channel is not favor-

95



Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

0.9 0.92 0.94 0.96 0.98 1 1.02
)2c(GeV/η-π+πM

0

100

200

300

400

500

600

700

800

C
ou

nt
s

rec w/ PCM-EMCη

c< 22 GeV/
T

p< ’: 20η

Raw real events
Fitted BG using
2nd order polynomial
BG subtracted
Signal fit

sALICE, pp = 13TeV
EMC-L1 (high) trig.

0.9 0.92 0.94 0.96 0.98 1 1.02
)2c(GeV/η-π+πM

0

100

200

300

400

500

C
ou

nt
s

= 13TeVsALICE, pp

rec w/ EMCη
Raw real events

c< 40
T

p< ’: 35η GeV/
EMC-L1 (high) trig.

Fitted BG using
2nd order polynomial
BG subtracted
Signal fit

Figure 88: (Color online) Invariant mass distribution of π+π−η around the η ′ meson mass
using η meson candidates reconstructed with the PCM-EMC (left) and EMC (right) recon-
struction technique in two pT intervals.

able, but it can be reconstructed through its ηπ−π+ decay (BR 42.9 ± 0.7% [62]). The η

meson is reconstructed in its two-photon decay channel within a 3σ window around its recon-
structed mass as seen in Figure 78. Then, the mass is fixed to its PDG value of 547.862±0.017
MeV/c2 [62] for the combination with the oppositely charged pions. The corresponding exam-
ples of three-meson invariant mass distributions around the η ′ meson mass reconstructed with
the PCM-EMC and EMC techniques in two different pT intervals are shown in Figure 88 for pp
collisions at

√
s = 13 TeV. The combinatorial background is described using a polynomial or an

exponential function and the signal yields can be extracted up to momenta of 40 GeV/c.
While so far only η ,ω and η ′ mesons reconstruction was explored, the results are promis-

ing to also use these techniques for even heavier mesons or baryons decaying to similar decay
channels in particular at high momentum, where the EMCal L0 and L1 triggers can be used to
significantly enhance the sampled luminosity.

6.3 Electrons
Heavy quarks (charm and beauty) are among the most important tools to study high-energy
hadronic collisions. Due to their large masses, they are produced in hard-parton scattering pro-
cesses and their production cross sections can be calculated in the framework of perturbative
Quantum Chromodynamics (pQCD) [64]. In heavy-ion collisions, where a strongly coupled
medium is formed, heavy quarks are used to study mass- and flavor-dependent interactions of
partons in the hot and dense nuclear medium [65, 66]. With the ALICE central barrel detec-
tors, heavy quarks are studied by measuring open heavy-flavor hadrons (D and B mesons) via
their hadronic and semi-leptonic decay channels, and hidden heavy-flavor (J/ψ and ϒ) via their
decay to e+e− pairs. The ALICE TPC has good electron/hadron discrimination in the region
pT < 8 GeV/c as can be seen in Fig. 89. At higher momenta, however, the electrons and charged
pions cannot be separated efficiently as their dE/dx signals become similar. Using the EMCal
the electron identification capabilities were extended to up to pT ≈ 40 GeV/c using the E/p as
discriminator, where E is the energy of the EMCal cluster matched to the track and p is the
track momentum reconstructed with the ITS and TPC. The discriminative power for electrons
and positrons has proven to be identical and thus in the following discussion, when electrons

96



Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

210

310

410

510

610

710 C
o

u
n

ts

1−10×2 1 2 3 4 5 6 7 8 10 20 30 40
 (GeV/c)p

20

40

60

80

100

120

140

160

180

200

 (
ar

b
. u

n
it

s)
x

/d
Ed

 = 13 TeVsALICE, pp 
B = 0.5 T

e

µ

π

K p d

Figure 89: (Color online) dE/dx distribution of tracks measured in the TPC as function of the
particle momentum.

are mentioned, the same consideration applies to positrons as well. These extended PID capa-
bilities achieved via the inclusion of the EMCal also improved the performance of the J/ψ(→
e+e−) reconstruction at high pT by reducing the combinatorial background from misidentified
pions.
A large improvement in the pT reach for the respective measurements was also achieved by us-
ing various EMCal single-shower triggers (Sec. 3.5) in pp, p–Pb and Pb–Pb collisions [67–74].
By exploiting the full luminosity of these triggers, in particular for the pp sample at

√
s = 13 TeV,

the pT range could be nearly tripled compared to the corresponding minimum bias measure-
ment. The usage of the EMCal L1 triggers also allowed for the full reconstruction of hadronic
decays of the D*+ meson for pT > 60 GeV/c, by triggering on one of its decay products.
In the following section, the performance of heavy-flavor measurements using the EMCal is
demonstrated based on the full data set collected in pp collisions at

√
s = 13 TeV in the years

2016-2018 and the data collected in Pb–Pb collisions at √sNN = 5.02 TeV in 2015 [72, 73].

6.3.1 Electron identification
To reconstruct electrons originating close to the primary vertex, fully reconstructed charged
tracks based on ITS-TPC tracking are selected. These tracks have to pass standard quality se-
lections that furthermore ensure they do not originate from a conversion or other secondary
interactions [69]. Moreover, a loose electron identification is employed by selecting tracks with
the specific ionisation energy loss inside the TPC of −1 ≤ nσTPC

e± ≤ 3, where nσTPC
e± is the

difference between the measured and expected detector response signals (dE/dx) for electrons
normalised to the response resolution. Tracks are geometrically matched to the clusters recon-
structed in the EMCal along η and ϕ (see Sec. 3.4.1). Tracks that are matched to clusters
within ∆η < 0.01 and ∆ϕ < 0.01 rad are selected. Figure 90 shows the nσTPC

e± distribution
for the selected track sample with an associated cluster in the EMCal for different transverse
momentum intervals and triggers in pp collisions at

√
s = 13 TeV. The black points represent

the distribution for tracks without further identification criteria based on the EMCal cluster, and
the signal and background regions considered for the further EMCal measurements are indi-
cated by the shaded red and blue bands, repectively. For low momenta, electrons appear to
be well separated in the nσTPC

e± distribution and centered around 0, as indicated by the gray
dashed line. A multi-Gaussian fit allows the statistical extraction of the corresponding electron
yield. Above pT = 8 GeV/c, the pion and electron responses are close to each other and the
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electron signal extraction becomes increasingly difficult until it fully breaks down at about 15
GeV/c. In this critical region and above these transverse momenta, the electron identification
based on the EMCal E/p distribution significantly improves the signal extraction. Tracks with
E/p around 1 are identified as electrons using the EMCal response. Hadrons have a lower
E/p ratio as they deposit only a fraction of their initial energy in the EMCal. In addition to
the E/p ratio, the EMCal cluster shape (see Sec. 3.4.2) is used to further improve the purity
of the electron sample. The dispersion along the long axis of the cluster is required to be in
the range 0.05 < σ2

long < 0.9 for low pT (< 15 GeV/c) and 0.05 < σ2
long < 0.6 for higher pT.

Figure 91 shows the E/p distribution of electron candidates after applying the nσTPC
e± and σ2

long
selections for pp collisions at

√
s = 13 TeV. The distribution for 3 < pT < 4 GeV/c is obtained

using the minimum bias triggered sample, while the EMCal triggered data sample with low and
high trigger threshold is used for 10 < pT < 11 GeV/c and 30 < pT < 35 GeV/c, respectively.
The electron peak at E/p around 1 is clearly visible up to 35 GeV/c. Extending the electron
identification capabilities beyond 8–10 GeV/c is only possible by using the EMCal triggered
data sample and by applying the EMCal electron identification criteria to better discriminate
electron and hadron candidates.
We estimate the hadron contamination of the electron sample in the data by measuring the E/p
for hadrons with −10 ≤ nσTPC

e± ≤−4 (blue shaded regions in Fig. 89). The hadron E/p distri-
bution is scaled to match the electron candidate’s E/p distribution in the blue shaded regions
shown in Fig. 91. Subsequently, we obtain the electron yield by integrating the E/p distribution
for 0.9 ≤ E/p ≤ 1.2 and subtracting the hadron contamination statistically. The improvement
in the discrimination power between electrons and hadrons using the EMCal PID cuts based on
the shower shape and E/p selection is demonstrated in Fig. 90 by the green markers. In the
lowest transverse momentum bin, where the separation based on the nσTPC

e± is performing well,
the additional constraints provided by the EMCal can further improve the signal-to-background
in the vicinity of the Gaussian for the electrons centered around 0. Furthermore, it can be seen
that at lower transverse momenta also the hadron contribution at negative nσTPC

e± is significantly
suppressed. At intermediate pT (10 < pT < 11 GeV/c), where the electron peak in nσTPC

e± is
not clearly visible due to the large hadron background and the TPC reaches its separation limit,
the electron identification based on the EMCal starts to outperform the identification purely
based on the TPC signal. For even higher transverse momenta, electrons can no longer be
identified using the TPC dE/dx and only a single broad distribution centered at nσTPC

e± ≈ −2
is visible. After applying the additional EMCal selection criteria, the mean shifts to about 0.5
implying that a large fraction of the contamination could be rejected. Thus, the joint PID using
the TPC and EMCal capabilities enables the measurement of electrons over a wide transverse
momentum range. The usage of the L1 single shower triggers further aids the extension of the
transverse momentum reach.
The MC description of the EMCal performance for electron identification is demonstrated by
comparing the E/p distribution of electrons after subtracting the estimated hadron contribu-
tions in data and simulations. Figure 92 (left) shows the corresponding comparison for elec-
tron candidates in data and simulation taken from the minimum bias sample in pp collisions at√

s = 13 TeV. In addition, Gaussian fits with exponential tails on both sides are superimposed for
data and MC. A slight difference between the fits and the distributions can be observed, mainly
at low E/p below the peak. This is partially caused by the fact that the distributions are obtained
using the track momentum evaluated at the first track point or the Point of Closest Approach
(PCA) to the primary vertex. Further energy losses, e.g. due to Bremsstrahlung when passing
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Figure 90: nσTPC
e± distribution without (black) and with (green) EMCal electron identification

cuts of E/p and σ2
long. Electrons form a Gaussian distribution centered around zero, indicated by
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E/p plots are indicated by the red and blue shaded area, respectively. The distributions are
shown for various event triggers in pp collisions at

√
s = 13 TeV in different pT intervals.
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Figure 91: (Color online) E/p distribution for electron candidates selected by applying −1 ≤
nσTPC

e± ≤ 3 (black open circles), and for hadrons with −10 ≤ nσTPC
e± ≤−4 (blue dots) scaled to

match the electron distribution in the range indicated by the blue shaded box. The red diamonds
reflect the remaining signal distribution after background subtraction and the corresponding
signal fit using a Gaussian with an exponential tail is overlaid in dark red. The distributions are
shown for various event triggers in pp collisions at

√
s = 13 TeV in different pT intervals.

through the TRD, are not accounted for. Instead of using the fits to evaluate mean and σ of
the E/p distributions, the use of truncated mean and the standard deviation of the distributions
was found to be more accurate and stable, especially at high pT. A comparison of the truncated
mean and width of electron E/p peaks is displayed in Fig. 92 (right). The uncertainties shown
in the figure reflect the statistical uncertainties as well as the systematic ones arising from vari-
ations of the truncation window. The mean of the E/p distribution in data is reproduced in the
simulations within less than 1%. The pT-dependence of the mean can be parametrized using an
error function. It is found to converge to E/p ≈ 1 at high transverse momenta, as expected for
electrons. Even though the width in data and MC agrees within uncertainties, the peaks appear
to be systematically narrower in the simulations, due to the more expressed tail at lower E/p
observed in the data. This tail can be attributed to the aforementioned energy loss in the detector
material in front of the EMCal detector which is not fully reproduced in the simulations.
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Figure 92: (Color online) Left: Comparison of the E/p distribution between real (black)
and simulated (red) data for electron candidates with 3.0 < pT < 4 GeV/c in pp collisions
at

√
s = 13 TeV. Gaussian fits with exponential tails to both sides are superimposed for both

distributions in the corresponding color. The truncated means for data and MC are indicated
by vertical colored lines. The truncation and signal integration window is indicated by vertical
dashed gray lines. Right: Data and simulation comparison of width (top) and mean (bottom)
of the E/p distributions of electrons as a function of transverse momentum in pp collisions at√

s = 13 TeV. Fit functions are shown as dashed lines, where their functional form is given in
the respective legends.

The increase in the E/p resolution at high momenta is driven by the momentum resolution
of the tracks. It can be concluded that the electron E/p is reasonably well described by the
MC, and the residual differences below 1% were found to be negligible on the level of electron
reconstruction efficiencies.
The data-driven purity estimate of the electron sample obtained after applying the nσTPC

e± , σ2
long

and E/p selection criteria in pp collisions at
√

s = 13 TeV is shown as a function of pT in
Fig. 93. It is obtained via the ratio of the signal distribution shown in red in Fig. 91 over
all candidates in the nσTPC signal region (open black), calculated within the indicated E/p
range. The purity in Pb–Pb collisions at √sNN = 5.02 TeV was obtained with a loosened E/p
selection of 0.9 ≤ E/p ≤ 1.3, in order to account for shower overlaps which were found to shift
the E/p signal to higher values, especially for most-central collisions. With the information
from the EMCal detector, an electron sample with purity > 90% is obtained up to pT ∼ 15
GeV/c in pp collisions. The validity of the data-driven method was tested using MC treated
as data, where one finds agreement of the extracted purity with the true purity of the simulated
sample within uncertainties. The boxes indicate the systematic uncertainty arising from the
use of different scaling ranges for the hadronic background. In Pb–Pb collisions, with a higher
multiplicity and hence higher hadron contamination, the purity of the electron sample is > 90%
up to pT ∼ 10 GeV/c and > 80% up to pT ∼ 20 GeV/c, as shown in Fig. 93 (right). In addition
to improving the purity at high transverse momenta with respect to an analysis purely based on
the tracking, the EMCal triggered data in parallel allows to extend the pT range in all collision
systems. The corresponding extension of the pT range for pp collisions at

√
s = 13 TeV and

Pb–Pb √sNN = 5.02 TeV is shown in Fig. 93 by comparing the transverse momentum range for
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Figure 94: (Color online) Invariant mass distribution of D*+ candidates in pp collisions at√
s = 13 TeV for 65 < pT < 80 GeV/c (left) and 100 < pT < 140 GeV/c (right) using the

EMCal L1 triggered data. The raw data distribution is shown in black, while the combined
signal and background fit is overlayed as a blue line. The separated components of the signal
and background contribution to the fit are displayed as red and gray lines, respectively.

the minimum bias and EMCal L1 triggered data.
By making use of the triggered samples, the pT range can be nearly tripled for the pp data and
doubled for the most central 0-10% Pb–Pb data set. Furthermore, the combined TPC and EMCal
PID capabilities and their high purity can be used to tag electron candidates on a track-by-track
basis in order to measure correlations of these electrons with other hadrons in the event [74].
The data samples with the EMCal trigger can also be used to enrich the sample of events
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Figure 95: (Color online) Invariant mass distribution of J/ψ candidates in pp collisions at√
s = 13 TeV for 8 < pT < 15 GeV/c (left) and 30 < pT < 40 GeV/c (right). The gray open

markers depict the distribution for e+e− pairs where at least one track could be matched to
an EMCal cluster. It is scaled by 1/2 and 1/4, respectively, for the different pT intervals, to
enhance the visibility. The black closed markers represent the distribution after applying the
EMCal PID selections on at least one of the J/ψ decay products. The combined signal and
background fit is shown by the blue line, while the polynomial background and pure signal fit
are shown as gray and red lines respectively [75].

containing heavy flavor (charm and beauty) hadrons, opening the possibility of reconstruct-
ing D-mesons in their hadronic decay channels up to higher transverse momenta as com-
pared to the minimum-bias triggered samples. An example for the D*+ reconstruction in its
D*+ →D0(π+K−)π+ decay channel is shown in Fig. 94, where the transverse momentum cov-
erage could be extended from 80 GeV/c up to 140 GeV/c. The D*+ signal is extracted through
the difference of the three-particle (π+π+K−) invariant mass and the reconstructed D0 mass
for D0 → Kπ decay candidates having an invariant mass within 3σ of the nominal D0 mass.
For about 40% of the events with a D*+ at high pT, the trigger is fired by at least one of its
decay products hitting the EMCal and creating a hadronic shower exceeding the threshold en-
ergy. The remaining enhancement can be attributed to the electromagnetic component of the
jet accompanying the D-meson or the recoiling jet coming from the other charm quark and its
energy deposit in the calorimeter.

6.3.2 J/ψ meson reconstruction
The production of charmonium (bound state of c and c̄ quarks) at Relativistic Heavy Ion Col-
lider (RHIC) and LHC energies is not yet fully understood and can give important informa-
tion on perturbative and non-perturbative Quantum Chromo Dynamics (QCD). Furthermore,
quarkonium production in heavy-ion collisions provides important information on the nature
and properties of the produced medium. The EMCal can be used to extend the measurements
of the J/ψ mesons, reconstructed in their e+e− decay channel, up to higher pT values as com-
pared to those that can be reliably identified and reconstructed relying on the barrel tracking and
the minimum bias triggered samples [75, 76]. This is achieved by exploiting the identification
of electrons in the EMCal and the largely enhanced luminosity that is sampled with the high-pT
single shower triggers. Electrons are first identified using the TPC, and then at least one of
the J/ψ decay products is required to be in the EMCal, with a cluster energy above the trigger
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threshold and in the range 0.8 < E/p < 1.2. Figure 95 shows an example of the invariant mass
of di-electrons for 8 < pT < 15 GeV/c and 30 < pT < 40 GeV/c. The gray open markers repre-
sent the invariant mass distribution for pairs where at least one of the tracks could be matched
to an EMCal cluster, while the distribution depicted with closed black markers also has the E/p
selection applied on at least one of the J/ψ decay products. Additionally, the corresponding
cluster is required to be above the trigger energy threshold. The improvement in the signal to
background ratio is clearly visible at the cost of a minimal efficiency reduction. Once the ad-
ditional EMCal PID criteria are applied, the J/ψ peak emerges around Me+e− ≈ 3.09 GeV/c2

for both pT intervals and the combinatorial background can be described by a second or third
order polynomial fit performed excluding the peak region. The production yield of J/ψ is then
calculated in the mass range 2.92 < Me+e− < 3.16 GeV/c2.

6.4 Jets
The EMCal can also be used to reconstruct larger objects, namely “jets”, which consist of a set
of correlated particles emerging from the fragmentation and hadronization of partons produced
in partonic scatterings with large momentum transfer.
Many jet analyses in ALICE used only the charged-track information to reconstruct jet proper-
ties [77–88]. The central barrel of the ALICE detector has unique tracking capabilities, which
enable a measurement of charged particles down to transverse momenta as low as 150 MeV/c.
While charged-particle jets provide improved angular precision with respect to fully recon-
structed jets when studying their substructure and are experimentally simpler, they inherently
violate InfraRed and Collinear (IRC) safety since jet fragmentation does not generally conserve
the charged component. Analytical calculations of charged-particle jet observables therefore
require the introduction of additional non-perturbative functions [89].
By additionally measuring the neutral-jet constituents with the EMCal, IRC-safe jet observ-
ables can be constructed and standard perturbative calculations can be directly compared to
experimental measurements. Including the neutral component in jet reconstruction also en-
ables the use of the trigger to significantly enhance the number of reconstructed jets at high pT
providing access to momentum ranges that cannot be covered by using only the tracking infor-
mation (see Sec. 3.5). Jets reconstructed from the combination of information from the tracking
system and the EMCal are referred to as “full jets”. ALICE has measured inclusive full jet
invariant transverse momentum spectra in pp and Pb–Pb collisions at √sNN = 2.76 TeV [90, 91]
and √sNN = 5.02 TeV [92], as well as correlations involving full jets [93, 94]. These measure-
ments demonstrate significant jet quenching [95] effects in heavy-ion collisions, such as strong
suppression of jet yields in Pb–Pb collisions compared to appropriately-normalized jet trans-
verse momentum spectra measured in pp collisions. Moreover, comparisons of inclusive full
jet transverse momentum spectra in pp collisions to analytical pQCD calculations demonstrated
the importance of Next-Next-to-Leading Order (NNLO) and Next-to-Leading Log (NLL) con-
tributions to the jet cross section calculation.

6.4.1 Full jet reconstruction
The EMCal measures inclusive photons and electrons with high efficiency, which in combi-
nation with charged-particle tracks includes the vast majority of directly-measurable jet con-
stituents. Neutral long-lived hadrons (n, K0

L) are not reliably measured in the EMCal (which
has a hadronic scattering length of λ ≈ 1), however these comprise only a small fraction of
the jet energy, typically of the order of 3-6% [90], and its effects are corrected for with MC
simulations at the analysis level.
In order to combine charged-particle tracks and EMCal clusters (built with the V2 clusterizer
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described in Sec. 3.3), a simple procedure, called the hadronic correction, is employed to ac-
count for the double counting introduced by charged tracks depositing energy in the EMCal.
After the standard energy calibrations are applied to the clusters (energy nonlinearity and ex-
otic cluster removal, see Tab. 15), all charged tracks are extrapolated and matched to clusters,
as described in Sec. 3.4.1. The possible hadronic energy constribution to clusters with one or
more associated tracks is subtracted using

Esub = Eclus − f ∑
i

ptrack
i (36)

where f is the fraction of the subtracted energy, ptrack
i is the momentum of the i-th track matched

to the cluster and Eclus is the cluster energy after energy correction. Clusters for which the
energy after subtraction, Esub, is negative are discarded. The entire track momentum is usu-
ally subtracted from the cluster energy ( f = 1), which is correct for electrons, but leads to an
oversubtraction for hadrons; this effect is however is compensated for in the detector response
obtained using simulations, where the same hadronc correction procedure is applied.
The clusters are converted into four-momentum vectors assuming they are massless particles
originating from the center of the collision. Jets are usually reconstructed using the anti-kT
clustering algorithm [36], using only clusters for which the energy is larger than 300 MeV/c (see
Sec. 3.3) and charged-particle tracks with pT > 150 MeV/c. The requirement on the energy of
the cluster E was selected to be at the minimal limit allowed for by the energy resolution of the
detector in order to maximize the efficiency of the jet energy reconstruction. This is particularly
important for jets with large resolution parameters which otherwise would exhibit a significant
shift in the jet energy scale for stringent cluster selections implying larger corrections. Jets
are reconstructed with different choices for the jet resolution parameter R (the analog of the
jet radius parameter for sequential recombination algorithms such as the anti-kT algorithm). To
ensure that the entire jet energy is deposited in the EMCal, the jets are required to have their axis
at a distance larger than R from the border of the EMCal to fully fit into the fiducial acceptance
of the EMCal. Therefore jets reconstructed in the EMCal are limited to |ηjet|< 0.7−R, making
R = 0.6 the maximum possible resolution parameter. On the contrary, with the DCal, only jets
with about R = 0.1 can be reconstructed due to its comparatively smaller acceptance.

6.4.2 Performance of full jet reconstruction
To quantify the performance of the jet reconstruction in the detector, two quantities are used:
the Jet energy scale (JES) and the Jet energy resolution (JER). The JES describes the mean
energy difference between the generated jet at particle level and the reconstructed jet at detector
level, defined as

JES = µ(∆pT)≡ µ

[
pdet

T − ppart
T

ppart
T

]
, (37)

where pdet
T and ppart

T are the jet pT at reconstructed (detector) and truth (particle) level obtained
in simulations. It describes the fraction of energy that is on average missed when reconstructing
jets. For an ideal detector all energy of the jet is captured, thus the shift on the jet energy scale
would be zero.
The JER describes the variance of the ∆pT distribution, defined as

JER ≡ σ

[
pdet

T − ppart
T

ppart
T

]
, (38)
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Figure 96: (Color online) Instrumental effects on the jet energy measurement at
√

s = 13 TeV in
pp collisions as a function of the jet resolution parameter (R = 0.2, R = 0.4 and R = 0.6). Upper
panel: jet-by-jet distribution for various intervals in jet pT. Lower panels: JES as mean (left)
and JER as standard deviation (right) of these distributions with ( f = 1) and without ( f = 0) the
hadronic correction (chad), shown as points and lines, respectively. The gray bands indicate the
pT regions not taken into account for the final measurements.

and hence characterizes the degree to which stochastic effects add up to the difference in ∆pT
between detector and particle-level jets.
Figure 96 illustrates the performance of the full jet reconstruction for R = 0.2, 0.4 and 0.6 using
detector simulations in pp collisions at

√
s = 13 TeV. The upper panels show the distributions

of ∆pT for three jet pT intervals, which exhibit large jet-by-jet fluctuations of reconstructed
jet pT, as well as a significant tail of the distributions to negative values. These instrumental
effects are mostly caused by the tracking inefficiency, with additional contributions from EMCal
resolution effects, and unreconstructed neutral energy. The lower panels show the JES (left) and
the JER (right) of the ∆pT distributions, as a function of particle-level jet pT. The JES exhibits
a deviation from zero towards negative values, which becomes larger with increasing jet pT,
and which is larger for smaller jet radii than larger jet radii. The JER depends weakly on the jet
pT, and decreases modestly with increasing jet radius. Additionally, Figure 96 (bottom) shows
the effect of the correction for the hadronic contribution (chad) to the cluster energy on the JES
(left) and JER (right) for jets. A pT independent shift of the JES in the positive direction can
be observed in case the correction is not applied, indicating that the energy lost due to detector
inefficiency is partially compensated by the double counting of energy deposited by charged
particles in the EMCal. The JER improves by about 5% when applying the correction since it
reduces fluctuations induced by hadronic energy deposits.
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Figure 97: Jet energy scale (left) and resolution (right) for jets with R = 0.4 using all, charged
and neutral constituents.

In Fig. 97 the JES for charged and neutral particles is shown separately. A smaller shift can be
observed for charged constituents, which is approximately −0.15 for jets with R= 0.4 and pT =
40 GeV/c. Its magnitude increases with momentum up to a shift of −0.26 at pT = 200 GeV/c,
consistent with measurements of the jet-energy scale for track-based jets. Considering only
neutral constituents the JES is approximately constant at −0.4 for pT > 60 GeV/c and R = 0.4.
The increase of the JES shift with increasing pT for charged constituents results from a reduction
of the tracking efficiency in environments with a large local track density of high pT tracks due
to limitations in the two-track resolution in the central barrel detectors and the low magnetic
field of B = 0.5 T. The pT-dependence of the JES shift for charged constituents translates into
the scale shift for full jets. The JES shift considering only neutral particles is independent of
pT for sufficiently high pT as the measurement of the neutral energy does not depend on the
two-particle resolution. The JER for individual charged or neutral jets is larger than for full
jets, with a JER for charged constituents of ≈ 0.23 at pT = 40 GeV/c for jets with R = 0.4,
increasing with pT to 0.25 at pT = 200 GeV/c, while it is approximately constant at 0.3 for
neutral constituents for jets with pT > 60 GeV/c.

6.4.3 Jet finding efficiency
The jet finding efficiency is defined as the fraction of particle-level jets in the EMCal fidu-
cial acceptance at a given pT for which a detector-level jet at any pT was reconstructed and
matched to the particle-level jet via a matching criterion that typically depends on the distance
between the true and reconstructed jet axes. Figure 98 (left) shows the jet finding efficiency
for various jet resolution parameters in pp collisions at

√
s = 13 TeV. In order to match particle

and detector-level jets, the acceptance was restricted at the detector level to the EMCal fiducial
acceptance, while at particle level the acceptance was extended by R in both η and ϕ . In the
determination of the jet finding efficiency only those jet pairs are considered for which both par-
ticle and detector-level jets are within the acceptance. Furthermore, matched jets are required
to have their jet axis separated by a distance smaller than R. Consequently, the detector-level
jet sample contains jets for which the closest particle-level jet might contain areas outside the
EMCal fiducial acceptance. In order to address the contamination of the jet sample by jets orig-
inating from particle jets not fully contained in the EMCal fiducial acceptance, we define the
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Figure 98: (Color online) Jet finding efficiency εjet (left) and purity Pjet (right) for jets with
different jet resolution parameter measured in pp collisions at

√
s = 13 TeV. The gray bands

indicate the pT regions not taken into account for the final measurements.
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Figure 99: (Color online) Mean neutral energy fraction (⟨ fn⟩) as function of the jet pT for
Minimum Bias (MB) and L1 triggers for jets with R = 0.4 (left) and for various jet resolution
parameters (right).

jet finding purity as the fraction of detector-level jets which are matched to the corresponding
particle-level jet at any pT inside the EMCal fiducial acceptance. The contamination is then
estimated and subtracted from the measured jet sample. The jet finding efficiency corrects for
the fraction of particle-level jets in the acceptance which cannot be matched to a detector-level
jet. At sufficient high pT, the jet finding efficiency is approximately constant for a given jet
resolution parameter. For jets with larger resolution parameter, the probability to match with a
jet partially outside the EMCal fiducial acceptance increases. This is reflected in a decrease in
both the jet finding efficiency and purity with increasing R. Towards lower pT, a drop in both
the jet finding efficiency and purity is observed. The drop in the efficiency originates from jets
with a corresponding detector-level jet in a pT range inaccessible with the apparatus. Further-
more, towards lower pT, contributions from the underlying event affect the jet reconstruction
to a larger extent, leading to an increase in matched jets with one partner partially outside the
acceptance. The latter is also reflected in a decrease of the jet finding purity towards lower pT.
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Figure 100: (Color online) Probability distribution of the neutral energy fractions ( fn) for
jets with R = 0.4 for different triggers for 20 < pT < 30 GeV/c (left) and 60 < pT <
80 GeV/c (right).

6.4.4 Properties of reconstructed jets
To characterize the fraction of the jet energy deposited in the EMCal, the mean Neutral En-
ergy Fraction (NEF) or the ratio of the neutral energy in a jet to the total energy of the jet,
are shown in Fig. 99 (left) as function of jet pT for jets with R = 0.4 for minimum bias
events and L1-jet triggered events. The mean NEF is also presented for various jet resolu-
tion parameters in Fig. 99 (right). The results reported in Fig. 99 (right) were obtained us-
ing minimum bias-triggered events for 20 < pT < 70 GeV/c, the low-threshold jet trigger for
70 < pT < 100 GeV/c, and the high-threshold jet trigger for 100 < pT < 320 GeV/c. The
NEF increases from ≈ 0.3 to ≈ 0.4 with increasing pT in the range 60 < pT < 320 GeV/c. No
dependence on the jet resolution parameter is observed. The NEF agrees among the different
triggers in the pT- intervals where the triggers are maximally efficient, where the minimum pT
of the intervals are approximately 60 GeV/c for the low threshold trigger and approximately
80 GeV/c for the low threshold trigger . Low pT jets with a low NEF do not deposit enough en-
ergy in the EMCal to pass the trigger threshold, so the trigger enhances jets with a higher NEF.
To illustrate this, Figure 100 shows the NEF distributions for two different pT intervals for dif-
ferent triggers. It can be seen that the trigger becomes unbiased for pT above approximately
60 GeV/c, while a strong bias towards jets with higher neutral energy fraction is observed at
low pT. The NEF distributions are qualitatively described by PYTHIA simulations. At high pT
we observe a mild difference in the mean NEF between data and simulations, originating from
a larger contribution in the tail towards larger NEF. The remaining difference between data and
simulation can originate from noise contributions in data, not taken into account in simulation
and leading to an underestimation of the energy resolution, as well as differences in the particle
composition between data and simulation.

6.4.5 Subtraction of background contributions in Pb–Pb collisions
In heavy-ion collisions, the large UE activity and its local fluctuations can make up a significant
contribution to the reconstructed jet pT. The reconstructed jet spectrum is obtained by subtract-
ing the average UE contribution from the raw jet spectrum, using prec

T,jet = praw
T,jet −ρA, where ρ

is estimated by the median of the jet momentum density distribution (excluding the two leading
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Figure 101: (Color online) Left: Background scale factor as a function of centrality for various
events (with the mean shown in black). Right: Comparison of the scaled ρch × SEMCal for
different centrality intervals.

jets in the estimate) and A is the area of the jet [82]. To estimate the background of full jets in
ALICE we rely on two inputs (see details of reconstruction in Ref. [91]): i) The typical momen-
tum density of charged jets in each event ρch estimated by the median and ii) the ratio of charged
energy in the TPC to neutral energy in the EMCal, normalized by their respective acceptances.
This scale factor denoted as SEMCal is first calculated event-by-event and then the mean of these
scale factors as a function of centrality is parameterized with a second order polynomial. The
reason for this hybrid approach is that the significantly larger acceptance of the TPC leads to a
larger sample of unbiased background jets that can be used to determine the average ρch. The
total event-by-event and centrality-dependent UE contribution that is subtracted from full jets
is:

ρ(C) = ρch ×⟨SEMCal(C)⟩ . (39)

The value of SEMCal is significantly dependent on the cell thresholds and hadronic correction
procedure used in the specific analysis. Figure 101 (left) shows the ratio of charged to neu-
tral energy as a function of centrality for Pb–Pb collisions at √sNN = 5.02 TeV. The spread in
values originates from a variation of this ratio event-by-event at a given centrality. The mean
value of SEMCal is also shown in Fig. 101 (left) and its centrality dependence was parametrized
by a second-order polynomial, as reported above. In case detector conditions and/or analysis
selections change, SEMCal has to be determined again, since it is specific for a given analysis.
Figure 101 (right) shows the distributions of the UE momentum density ρ obtained using the
hybrid approach for several centrality intervals.
The UE contribution that is subtracted from the jets does not contain region-to-region fluc-
tuations in ρch and event-by-event fluctuations of SEMCal, either of which can originate from
statistical or dynamical fluctuations. Fluctuations arise from both the difference between the
average ρch in the event and the local ρ background fluctuations in (η , ϕ), and the difference
of the average SEMCal at a given centrality and the actual neutral to charged energy ratio in a
specific event. The size of these background fluctuations was studied by comparing the average
to the local ρ . To do so, random cones of a given size, A, were placed in the event and the
difference between the summed pT of tracks and clusters in the cone (local background) and
ρA (average background) was used to obtain δpT . Figure 102 (left) presents the distribution of
the background fluctuations for two different jet resolution parameters, R = 0.2 and R = 0.4.
The size of the fluctuations increases with larger R, making jet measurements with larger-radius
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Figure 102: (Color online) Left: Probability distribution of the δ pT distribution for random
cones with radii of R = 0.2 and R = 0.4 excluding the 2 leading jets in the EMCal for the 10%
most central Pb–Pb collisions at √sNN = 5.02 TeV. On top of the distributions, the corresponding
Gaussian fits for δ pT < 0 are displayed as dashed and dotted lines. Right: Comparison of the
Gaussian width of the δ pT distribution as a function of centrality for R = 0.2 and R = 0.4 in
Pb–Pb collisions at √sNN = 5.02 TeV.

jets challenging. The background fluctuations also increase strongly with increasing centrality,
as shown in Fig. 102 (right), where the width of the δpT-distribution is displayed as a function
of the centrality percentile for two considered values of R. These widths reach values of 5 and
14 GeV/c in central collisions for R = 0.2 and 0.4, respectively.
Figure 103 illustrates the performance of the full jet reconstruction for R = 0.4 using detector
simulations in Pb–Pb collisions at

√
s = 5.02 TeVfor different centrality classes and pp col-

lisions at the same energy. The upper panels show the distributions of ∆pT for three jet pT
intervals, which exhibit large jet-by-jet fluctuations of reconstructed jet pT, as well as a signifi-
cant tail of the distributions to negative values. These fluctuations decrease for more peripheral
events. For the Pb–Pb case, the large uncorrelated background in heavy-ion collisions adds an
additional effect besides the detector effects described for the pp case. The lower panels show
the JES (left) and the JER (right) of the ∆pT distributions, as a function of particle-level jet pT.
The JER additionally increases for more central events due to the additional background con-
tributions for jets with R = 0.4. One approach to decrease the residual fluctuations remaining
after background subtraction is to use machine learning (ML) as described in Ref. [96]. Using
regression techniques to create a mapping for jet properties and properties of the constituents
of the jet to the corrected jet pT, achieves a significant performance improvement as seen it can
be seen from the open red markers in Fig. 103. Such performance improvements allow for an
extension of the kinematic region of the measurement to larger jet radii and lower transverse
momentum than previously possible.

6.4.6 Jet substructure
Measurements of jet substructure in pp and heavy-ion collisions are an essential tool to further
study pQCD and jet quenching in hot and dense QCD matter (see e.g. [88, 97–102]). In order
to measure the fine substructure of jets, the angular resolution of the detector must be good
enough to distinguish nearly collinear jet constituents. Typically, this is best achieved with
tracking detectors [99], however charged-particle jets cannot be easily compared to theoretical
calculations. The EMCal is a relatively fine-grained calorimeter, which enables the possibility
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Figure 103: (Color online) Instrumental effects on the jet energy measurement in the 0-10%
(red) and 30-50% (green) central Pb–Pb collisions at √sNN = 5.02 TeV for the jet resolution
parameter R = 0.4 for jets corrected with the area-based method as well as the ML-based back-
ground description for the 10% most central events (red open circle). When using the area based
correction method the jet reconstruction is done with a leading track bias of pT = 7 GeV/c,
while this is not the case for the machine learning based background description. For compari-
son also the pp results at

√
s = 5.02 TeV are shown with a leading track bias of pT = 7 GeV/c

are shown in black. Upper panel: jet-by-jet distribution for various intervals in jet pT. Lower
panels: the JES is the mean (left) and JER is the standard deviation (right) of these distributions.
The gray bands indicate the pT regions not taken into account for the final measurements.

to measure jet substructure observables using full jets while maintaining a fairly small angular
cutoff.
Figure 104 shows an example of the residuals between the value measured from the recon-
structed jet and the generated value from the particle-level jet for one typical substructure ob-
servable, the Soft Drop groomed jet radius Rg [103, 104], which represents the radial distance
between the two hardest subjets, resulting from reclustering of the constituents of the original
jet with the C/A algorithm [105, 106]. The distributions of the residuals (∆Rg) are displayed for
R = 0.4 (left) and R = 0.6 (right) for 60 < pT < 80 GeV/c and they show a peak at ∆Rg ≈ 0.
Tails can be observed in direction of positive ∆Rg at small Rg indicating that the angular separa-
tion is overestimated in the detector for small radial distances between the two hardest subjets,
and towards negative ∆Rg at large Rg indicating an underestimation of the angular separation
in this Rg interval. At intermediate Rg the distribution is almost symmetric. The Rg dependence
of the mean and the width of the distribution, which characterizes the resolution, are shown in
the bottom panels of Fig. 104 for three different intervals of jet pT for R = 0.4. Lines indicate
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Figure 104: (Color online) Top: Probability distribution of the Rg residuals for jets with 60 <
pT < 80 GeV/c for a jet resolution parameter of R = 0.4 (left) and R = 0.6 (right). Bottom:
Mean (left) and width (right) of the ∆Rg distribution versus Rg for jets with R = 0.4 for different
bins in pT. Lines denote the case where subjets were reclustered with charged constituents only.

the case where subjets are reclustered with charged constituents only. At small Rg the mean is
shifted towards larger Rg (⟨∆Rg⟩ > 0). The shift increases with decreasing pT. In this region,
the sensitivity to constituents picked up from the underlying event, which can be clustered at
different angles, is enhanced. This leads to an overestimation of Rg at detector level, which
is strongest in the tails of the distribution. As Rg increases, the mean of the ∆Rg distribution
shifts to negative values at all pT, indicating an underestimation of Rg at detector level due to
geometrical constraints. The resolution is affected by the tails in the distribution and it is op-
timal in the Rg region where the distribution is most symmetric. At low pT, the performance
is best for subjets reclustered with charged constituents only profiting from the position and
momentum resolution of tracks, resulting in a smaller shift of the mean as compared to full jets.
Towards higher pT, where charged-particle reconstruction in ALICE becomes more challeng-
ing due to the moderate magnetic field strength, the resolution improves when including neutral
constituents, because they help constrain the orientation of the main axes of the subjets.
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7 Summary and prospects
An overview of the performance of the EMCal during operation in the years 2010–2018 in
ALICE at the LHC was presented. Details regarding the design and readout of the detector are
given in Sec. 2. The procedures for data taking, reconstruction and validation are documented in
Sec. 3. The setup and analysis of the electron and muon test beam data are discussed in Sec. 4.
The calibration procedures are described in Sec. 5. The capabilities of the EMCal to reconstruct
and measure photons, light mesons, electrons and jets, are discussed in Sec. 6. A summary of
key properties is provided in Tab. 16. The design goals of the EMCal were achieved, and the
EMCal is crucial for numerous analyses in ALICE.
This report was made during the LHC long shutdown 2. No hardware modifications are planned
for the future operations of EMCal during Run 3/4. However, for the future operations two
measures have been taken: the upgrade of the Front-End Electronics firmware and production
of spare hardware.
Firmware upgrade: The EMCal continues to be operated as a trigger detector also during
Run 3/4. The firmware of the Scalable Readout Unit (SRU) and Summary Trigger Units (STU)
are already upgraded according to the Run 3 trigger and Data Aquisition (DAQ) protocols [107].
In addition, the readout rate is increased and currently ∼35 kHz readout rate is expected for min-
imum bias Pb–Pb collisions at 50 kHz, which is close to the design value. During the future
operations both EMCal and DCal will continue providing L0, L1-γ and L1-jet triggers.
Spare production: For a smooth operation through Run 3/4, new FEE boards have been pro-
duced, which are identical to the ones used during Run 1 and 2. This accounts for 15% of the
units used in the experimental cavern: 100 Front End Cards (FECs) and 6 TRUs. In addition, 2
STUs have been produced as spares for EMCal and DCal.
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Table 16: Summary of key characteristics of the EMCal. If not otherwise indicated, energy (E)
is given in GeV and transverse momentum (pT) in GeV/c.

Key quantity Value Section

High gain range 15 MeV ≲ E ≲ 15.6 GeV, 2.3
1 ADC ≈ 16 MeV

Low gain range 250 MeV ≲ E ≲ 250 GeV, 2.3
1 ADC ≈ 250 MeV

MIP energy (MeV) 235.6±0.9 4.3

Energy resolution (%) σE(E)/E = 1.4⊕9.5/
√

E ⊕2.9/E 4.3.2

Channel-by-channel miscalib. < 1% 5.2

Nonlinearity f (E) = 4.3+0.06 ln(E)
1+3.5 exp(E/4172) 4.3.2

MC-cluster-fine-tuning 5.6
π0(Mdata −MMC)/MMC < 0.3%
η (Mdata −MMC)/MMC < 0.6%

E/p 6.3.1
resolution σE/p(pT) = 0.011/pT +0.001pT+

0.058 exp(−3.7×10−6 pT)
calibration µE/p(pT) = 0.069 Erf(0.119pT)+0.933
µE/p, data/µE/p, MC < 1.5%

Position resolution (cm) σx,y(E) = 0.27⊕1.04/
√

E 4.3.3

Time resolution (ns) σt = 2.4 5.4
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A GEANT configuration

Table A.1: GEANT3 physics process flags. These flags can be set on a material by material
basis, from the GEANT3 documentation PHYS001-3 [108].

Switch ALICE
Default
values

Description

13 ANNI 1 Positron annihilation. The e+ is stopped.
0 No position annihilation.
1 Positron annihilation with generation of γ .
2 Positron annihilation without generation of γ .

14 BREM 1 bremsstrahlung. The interaction particle (e−, e+, µ−, µ+) is stopped.
0 No bremsstrahlung.
1 bremsstrahlung with generation of γ .
2 bremsstrahlung without generation of γ .

15 COMP 1 Compton scattering.
0 No Compton scattering.
1 Compton scattering with generation of e−.
2 Compton scattering without generation of e−.

16 DCAY 1 Decay in flight. The decaying particles stops.
0 No decay in flight
1 Decay in flight with generation of secondaries
2 Decay in flight without generation of secondaries

17 DRAY 0 δ -ray production.
0 No δ -ray production.
1 δ -ray production with generation of e−.
2 δ -ray production without generation of e−.

18 HADR 1 Hadronic interactions. The particle is stopped in case of inelastic interac-
tions, while it is not stopped in case of elastic interactions.
0 No hadronic interactions.
1 Hadronic interactions with generation of secondaries.
2 Hadronic interactions without generation of secondaries.
> 2 can be used in the user code GUPHAD and GUHADR to choose a hadronic
package. These values have no effect on the hadronic packages them-
selves. Not supported in AliRoot.

Table A.1 continued on next page.
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Table A.1 continued

Switch ALICE
Default
value

Description

19 LOSS 2 Continuous energy loss.
0 No continuous energy loss, DRAY is forced to 0.
1 Continuous energy loss with generation of δ -rays which have an energy
above DCUTE and restricted Landau-fluctuations for δ -rays which have
an energy below DCUTE (no δ -ray produced).
2 Continuous energy loss without generation of δ -rays and full Landau-
Vavilov-Gauss fluctuations. In this case DRAY is forced to 0 to avoid
double counting of fluctuations.
3 Same as 1, kept for backwards compatibility.
4 Energy loss without fluctuations. The value obtained from the tables is
used directly.

20 MULS 1 Multiple scattering.
0 No multiple scattering.
1 Multiple scattering according to Molière.theory.
2 Same as 1. Kept for backwards compatibility.
3 Pure Gaussian scattering according to the Rossi formula.

21 PAIR 1 Pair production. The interacting γ is stopped.
0 No pair production.
1 Pair production with generation of e+/e−.
2 Pair production without generation of e+/e−.

22 PHOT 1 Photoelectric effect. The interacting photon is stopped.
0 No photo-electric effect.
1 Photo-electric effect with generation of e−.
2 Photo-electric effect without generation of e−.

23 RAYL 1 Rayliegh effect. The interacting γ is not stopped.
0 No Raylieght effect.
1 Rayliegh effect.

24 STRA 0 Turns on the collision sampling method to simulate energy loss in thin
materials, particularly gasses.
0 Collision sampling is off.
1 Collision sampling is on.

PFIS 0 Nuclear fission induced by a photon The photon stops.
0 No photo-fission.
1 Photo-fission with generation of secondaries.
2 Photo-fission without generation of secondaries.

MUNU 1 Muon-nucleus interactions. The muon is not stopped.
0 No muon-nucleus interactions.
1 Muon-nucleus interactions with generation of secondaries.
2 Muon-nucleus interactions without generation of secondaries.

Table A.1 continued on next page.
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Table A.1 continued

Switch ALICE
Default
value

Description

CKOV 1 Light absorption. This process is the absorption of light photons in dielec-
tric materials. It is turned on by default when the generation of Čerenkov
light is requested (in GEANT manual it is LABS).
0 No absorption of photons.
1 Absorption of photons with possible detection.

SYNC 0 Synchrotron radiation in magnetic fields.
0 Synchrotron radiation is not simulated.
1 Synchrotron photon are generated, at the end of the tracking step.
2 Photons are not generated, the energy is deposited locally.
3 Synchrotron photons are generated, distributed along the curved path of
their particle.
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Table A.2: GEANT3 physics process limits. These “cuts” can be set on a material by material
basis, from the GEANT3 documentation ZZZZ010-2 [108].

Parameter ALICE Default value Description

3 CUTGAM 1.×10−3 GeV Threshold for gamma transport.
4 CUTELE 1.×10−3 GeV Threshold for electron and positron transport.
5 CUTNEU 1.×10−3 GeV Threshold for neutral hadron transport.
6 CUTHAD 1.×10−3 GeV Threshold for charged hadron and ion transport.
7 CUTMUO 1.×10−3 GeV Threshold for muon transport.
8 BCUTE 1.×10−3 GeV Threshold for photons produced by

electron bremsstrahlung.
9 BCUTM 1.×10−3 GeV Threshold for photons produced by

muon bremsstrahlung.
10 DCUTE 1.×10−3 GeV Threshold for electrons produced by

electron δ -rays.
11 DCUTM 1.×10−3 GeV Threshold for electrons produced by

muon or hadron δ -rays.
12 PPCUTM 1.×10−3 GeV Threshold for e± direct pair

production by muons.
TOFMAX 1.×1010 s Threshold on time of flight counted

from primary interactions time.
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J. Bielčík 35, J. Bielčíková 87, J. Biernat 108, A.P. Bigot 128, A. Bilandzic 97, G. Biro 137,
S. Biswas 4, N. Bize 105, J.T. Blair 109, D. Blau 141, M.B. Blidaru 99, N. Bluhme38,
C. Blume 64, G. Boca 21,55, F. Bock 88, T. Bodova 20, A. Bogdanov141, S. Boi 22, J. Bok 58,
L. Boldizsár 137, A. Bolozdynya 141, M. Bombara 37, P.M. Bond 32, G. Bonomi 132,55,
H. Borel 129, A. Borissov 141, A.G. Borquez Carcamo 96, H. Bossi 138, E. Botta 24,
O.R. Bourrion 74, Y.E.M. Bouziani 64, L. Bratrud 64, P. Braun-Munzinger 99, M. Bregant 111,
M. Broz 35, G.E. Bruno 98,31, M.D. Buckland 118, D. Budnikov 141, H. Buesching 64,
S. Bufalino 29, O. Bugnon105, P. Buhler 104, Z. Buthelezi 68,122, J.B. Butt13, S.A. Bysiak108,
M. Cai 6, H. Caines 138, A. Caliva 99, E. Calvo Villar 103, J.M.M. Camacho 110,
P. Camerini 23, F.D.M. Canedo 111, M. Carabas 125, A.A. Carballo 32, F. Carnesecchi 32,
R. Caron 127, J. Castillo Castellanos 129, F. Catalano 24,29, C. Ceballos Sanchez 142,
I. Chakaberia 75, P. Chakraborty 47, S. Chandra 133, S. Chapeland 32, M. Chartier 118,
S. Chattopadhyay 133, S. Chattopadhyay 101, T.G. Chavez 44, T. Cheng 99,6, M. Cherney14,
C. Cheshkov 127, B. Cheynis 127, V. Chibante Barroso 32, D.D. Chinellato 112,
E.S. Chizzali II,97, J. Cho 58, S. Cho 58, P. Chochula 32, P. Christakoglou 85,
C.H. Christensen 84, P. Christiansen 76, T. Chujo 124, M. Ciacco 29, C. Cicalo 52,
L. Cifarelli 25, F. Cindolo 51, M.R. Ciupek99, G. ClaiIII,51, F. Colamaria 50, J.S. Colburn102,
D. Colella 98,31, M. Colocci 32, M. Concas IV,56, G. Conesa Balbastre 74, Z. Conesa del
Valle 73, G. Contin 23, J.G. Contreras 35, M.L. Coquet 129, T.M. CormierI,88, P. Cortese 131,56,
M.R. Cosentino 113, F. Costa 32, S. Costanza 21,55, J. Crkovská 96, P. Crochet 126,
R. Cruz-Torres 75, E. Cuautle65, P. Cui 6, L. Cunqueiro88, A. Dainese 54, M.C. Danisch 96,
A. Danu 63, P. Das 81, P. Das 4, S. Das 4, A.R. Dash 136, S. Dash 47, R.M.H. David44, A. De
Caro 28, G. de Cataldo 50, J. de Cuveland38, A. De Falco 22, D. De Gruttola 28, N. De
Marco 56, C. De Martin 23, S. De Pasquale 28, S. Deb 48, R.J. Debski 2, K.R. Deja134, R. Del
Grande 97, L. Dello Stritto 28, W. Deng 6, P. Dhankher 18, D. Di Bari 31, A. Di Mauro 32,
M. Dialinas105, R.A. Diaz 142,7, T. Dietel 114, Y. Ding 127,6, R. Divià 32, D.U. Dixit 18,
Ø. Djuvsland20, U. Dmitrieva 141, A. Dobrin 63, B. Dönigus 64, A.K. Dubey 133,
J.M. Dubinski 134, A. Dubla 99, S. Dudi 91, P. Dupieux 126, M. Durkac107, N. Dzalaiova12,
T.M. Eder 136, R.J. Ehlers 88, V.N. Eikeland20, F. Eisenhut 64, D. Elia 50, E. Epple 138,
B. Erazmus 105, F. Ercolessi 25, F. Erhardt 90, M.R. Ersdal20, B. Espagnon 73, M. Estienne 105,
G. Eulisse 32, D. Evans 102, S. Evdokimov 141, L. Fabbietti 97, M. Faggin 27, J. Faivre 74,

131

https://orcid.org/0000-0002-9213-5329
https://orcid.org/0000-0002-0504-7428
https://orcid.org/0000-0002-9611-3696
https://orcid.org/0000-0002-0760-5075
https://orcid.org/0000-0003-0348-9836
https://orcid.org/0000-0001-5241-7412
https://orcid.org/0000-0003-0497-5705
https://orcid.org/0000-0001-8847-489X
https://orcid.org/0000-0002-4417-1392
https://orcid.org/0000-0001-6209-7627
https://orcid.org/0000-0002-7388-3022
https://orcid.org/0000-0002-8071-4497
https://orcid.org/0000-0002-9719-7035
https://orcid.org/0000-0001-9680-4940
https://orcid.org/0000-0002-5659-2119
https://orcid.org/0000-0002-4713-7069
https://orcid.org/0000-0002-0877-7979
https://orcid.org/0000-0003-3618-4617
https://orcid.org/0009-0000-7365-1064
https://orcid.org/0000-0002-2205-5761
https://orcid.org/0000-0003-0177-0536
https://orcid.org/0000-0001-8910-9173
https://orcid.org/0009-0005-4862-5370
https://orcid.org/0000-0002-8079-7026
https://orcid.org/0000-0002-6180-4243
https://orcid.org/0000-0001-8535-0680
https://orcid.org/0000-0002-2372-6117
https://orcid.org/0009-0006-0236-2680
https://orcid.org/0000-0001-6244-4713
https://orcid.org/0000-0002-7366-8891
https://orcid.org/0000-0001-7516-3726
https://orcid.org/0000-0002-2205-4419
https://orcid.org/0000-0002-5478-6120
https://orcid.org/0000-0001-7662-3878
https://orcid.org/0000-0003-0614-7671
https://orcid.org/0009-0002-1990-7289
https://orcid.org/0000-0001-6367-9215
https://orcid.org/0000-0003-3142-6787
https://orcid.org/0000-0001-6698-9577
https://orcid.org/0000-0003-2316-9565
https://orcid.org/0000-0002-3888-8303
https://orcid.org/0009-0008-5460-6805
https://orcid.org/0000-0003-4277-4963
https://orcid.org/0000-0002-2501-6856
https://orcid.org/0000-0002-0569-4828
https://orcid.org/0000-0002-4343-4883
https://orcid.org/0009-0009-9085-079X
https://orcid.org/0000-0001-7987-4592
https://orcid.org/0000-0003-1172-0225
https://orcid.org/0000-0002-4116-2861
https://orcid.org/0000-0002-0359-1403
https://orcid.org/0000-0002-6186-289X
https://orcid.org/0000-0002-3082-4209
https://orcid.org/0000-0001-5743-7578
https://orcid.org/0000-0002-7178-3001
https://orcid.org/0000-0001-5971-6415
https://orcid.org/0000-0003-2088-1290
https://orcid.org/0000-0002-7328-9154
https://orcid.org/0000-0001-9223-6480
https://orcid.org/0000-0001-7357-9904
https://orcid.org/0000-0003-0611-9283
https://orcid.org/0000-0002-6454-0052
https://orcid.org/0009-0002-3371-4483
https://orcid.org/0000-0001-7633-1189
https://orcid.org/0009-0006-7928-4203
https://orcid.org/0000-0002-7790-1152
https://orcid.org/0000-0002-6905-8345
https://orcid.org/0000-0003-0687-8124
https://orcid.org/0000-0001-8638-6300
https://orcid.org/0009-0000-0199-3372
https://orcid.org/0009-0009-2974-6985
https://orcid.org/0000-0001-9148-9101
https://orcid.org/0000-0003-2784-3094
https://orcid.org/0000-0001-7431-4051
https://orcid.org/0000-0002-7908-3288
https://orcid.org/0000-0002-2599-7957
https://orcid.org/0009-0005-5922-8936
https://orcid.org/0000-0002-0442-6549
https://orcid.org/0000-0003-3498-4661
https://orcid.org/0000-0002-3156-0188
https://orcid.org/0000-0002-4862-3384
https://orcid.org/0000-0003-2843-9667
https://orcid.org/0000-0002-9040-5292
https://orcid.org/0000-0003-4673-8038
https://orcid.org/0000-0002-4911-7766
https://orcid.org/0000-0003-0309-5917
https://orcid.org/0000-0003-3705-7898
https://orcid.org/0009-0004-5511-2496
https://orcid.org/0000-0001-5253-2517
https://orcid.org/0000-0002-1373-1844
https://orcid.org/0000-0001-7883-3190
https://orcid.org/0000-0002-3687-8179
https://orcid.org/0000-0002-3643-1502
https://orcid.org/0000-0002-3755-0992
https://orcid.org/0000-0003-1664-8189
https://orcid.org/0000-0001-6861-2810
https://orcid.org/0000-0003-4940-2441
https://orcid.org/0000-0003-1659-0394
https://orcid.org/0000-0001-5613-7629
https://orcid.org/0009-0001-0415-8257
https://orcid.org/0000-0003-0002-4654
https://orcid.org/0000-0003-2849-0120
https://orcid.org/0000-0003-3578-5373
https://orcid.org/0009-0008-5850-0274
https://orcid.org/0000-0002-4681-3002
https://orcid.org/0000-0002-4266-8338
https://orcid.org/0000-0002-8085-8597
https://orcid.org/0000-0002-6800-3465
https://orcid.org/0000-0002-2829-5950
https://orcid.org/0000-0003-4185-2093
https://orcid.org/0009-0001-4479-0417
https://orcid.org/0000-0002-5942-812X
https://orcid.org/0000-0001-6283-2927
https://orcid.org/0009-0009-8669-3875
https://orcid.org/0000-0002-8224-4302
https://orcid.org/0000-0001-7333-224X
https://orcid.org/0009-0004-0514-1723
https://orcid.org/0000-0003-1618-9648
https://orcid.org/0000-0001-8879-6290
https://orcid.org/0000-0003-2881-9635
https://orcid.org/0009-0009-3727-3102
https://orcid.org/0000-0001-7602-6432
https://orcid.org/0000-0002-5054-1521
https://orcid.org/0000-0003-4563-1386
https://orcid.org/0000-0003-3468-3164
https://orcid.org/0000-0002-3069-5822
https://orcid.org/0000-0003-2527-0720
https://orcid.org/0000-0001-9610-5218
https://orcid.org/0000-0002-3075-1556
https://orcid.org/0000-0001-6247-9633
https://orcid.org/0009-0008-2547-0419
https://orcid.org/0009-0009-7215-3122
https://orcid.org/0009-0009-4284-8943
https://orcid.org/0000-0002-0413-9478
https://orcid.org/0000-0003-2049-1380
https://orcid.org/0000-0002-8880-1608
https://orcid.org/0009-0001-3424-1553
https://orcid.org/0000-0002-1595-411X
https://orcid.org/0000-0002-2543-0336
https://orcid.org/0000-0002-5269-9779
https://orcid.org/0000-0001-5945-3424
https://orcid.org/0000-0002-9261-9497
https://orcid.org/0000-0003-0604-2044
https://orcid.org/0000-0002-4008-9922
https://orcid.org/0000-0002-8024-9441
https://orcid.org/0000-0001-9981-7536
https://orcid.org/0000-0001-7610-8673
https://orcid.org/0000-0002-5187-2779
https://orcid.org/0000-0002-0722-7692
https://orcid.org/0000-0002-0985-4155
https://orcid.org/0000-0002-9614-4046
https://orcid.org/0000-0002-3311-1175
https://orcid.org/0000-0003-4238-2302
https://orcid.org/0000-0003-4511-4784
https://orcid.org/0000-0003-0578-5567
https://orcid.org/0000-0003-1097-8806
https://orcid.org/0000-0002-8789-0004
https://orcid.org/0000-0002-6224-1577
https://orcid.org/0009-0004-0724-7003
https://orcid.org/0009-0002-8368-9407
https://orcid.org/0000-0002-4891-5168
https://orcid.org/0000-0001-6837-3362
https://orcid.org/0000-0002-9982-9577
https://orcid.org/0009-0009-7059-0601
https://orcid.org/0009-0001-4181-8891
https://orcid.org/0000-0003-0000-2674
https://orcid.org/0009-0009-5292-9579
https://orcid.org/0000-0002-4325-0646
https://orcid.org/0000-0002-1850-0121
https://orcid.org/0000-0001-7066-3473
https://orcid.org/0000-0001-5433-969X
https://orcid.org/0000-0002-8804-1100
https://orcid.org/0000-0001-5129-1723
https://orcid.org/0000-0002-6806-3206
https://orcid.org/0000-0002-4255-7347
https://orcid.org/0000-0003-2677-7961
https://orcid.org/0000-0001-9102-9500
https://orcid.org/0000-0001-7804-0721
https://orcid.org/0000-0003-4167-9665
https://orcid.org/0000-0001-5283-3520
https://orcid.org/0000-0002-7602-2930
https://orcid.org/0000-0001-9504-2702
https://orcid.org/0000-0002-9677-5294
https://orcid.org/0000-0002-8343-8758
https://orcid.org/0000-0003-2778-6421
https://orcid.org/0000-0002-7880-8611
https://orcid.org/0000-0001-6955-3314
https://orcid.org/0000-0002-5860-585X
https://orcid.org/0000-0002-7946-7580
https://orcid.org/0000-0001-7528-6523
https://orcid.org/0000-0001-6359-0608
https://orcid.org/0000-0001-5140-9816
https://orcid.org/0000-0002-2166-1874
https://orcid.org/0000-0002-5165-6638
https://orcid.org/0000-0002-8899-3654
https://orcid.org/0009-0002-3904-8872
https://orcid.org/0000-0003-2771-9069
https://orcid.org/0000-0002-2678-6780
https://orcid.org/0000-0001-6632-7741
https://orcid.org/0000-0001-5008-6859
https://orcid.org/0000-0002-7865-4202
https://orcid.org/0000-0002-3220-4505
https://orcid.org/0000-0002-0830-4872
https://orcid.org/0000-0002-7055-6181
https://orcid.org/0000-0002-5884-4404
https://orcid.org/0000-0002-0711-4022
https://orcid.org/0000-0001-9236-0748
https://orcid.org/0000-0002-0175-3712
https://orcid.org/0000-0003-3283-6032
https://orcid.org/0000-0002-7599-2716
https://orcid.org/0000-0001-6700-7950
https://orcid.org/0000-0003-2860-9881
https://orcid.org/0000-0002-6562-5082
https://orcid.org/0000-0002-5559-8906
https://orcid.org/0000-0003-0348-092X
https://orcid.org/0000-0002-4886-6052
https://orcid.org/0000-0002-2065-6256
https://orcid.org/0009-0005-3775-1945
https://orcid.org/0000-0002-6357-7857
https://orcid.org/0009-0000-1217-7768
https://orcid.org/0000-0001-6853-8905
https://orcid.org/0000-0003-4432-4026
https://orcid.org/0000-0003-0739-0120
https://orcid.org/0009-0001-6339-1104
https://orcid.org/0000-0002-2568-0132
https://orcid.org/0000-0002-9582-8948
https://orcid.org/0009-0007-4091-5327
https://orcid.org/0000-0002-0207-2871
https://orcid.org/0009-0008-9752-4391
https://orcid.org/0000-0002-3897-0876
https://orcid.org/0009-0006-9458-8723
https://orcid.org/0000-0001-6351-2378
https://orcid.org/0000-0002-6312-3740
https://orcid.org/0009-0003-4464-3366
https://orcid.org/0000-0001-7873-0968
https://orcid.org/0000-0001-9410-246X
https://orcid.org/0000-0003-2449-3172
https://orcid.org/0000-0003-0687-5580
https://orcid.org/0000-0003-1795-6212
https://orcid.org/0000-0002-8427-322X
https://orcid.org/0000-0002-4239-6424
https://orcid.org/0000-0002-2325-8368
https://orcid.org/0000-0003-2202-5906
https://orcid.org/0009-0007-8219-3334


Performance of the ALICE Electromagnetic Calorimeter ALICE Collaboration

F. Fan 6, W. Fan 75, A. Fantoni 49, M. Fasel 88, P. Fecchio29, A. Feliciello 56, G. Feofilov 141,
A. Fernández Téllez 44, M.B. Ferrer 32, A. Ferrero 129, C. Ferrero 56, A. Ferretti 24,
V.J.G. Feuillard 96, V. Filova 35, D. Finogeev 141, F.M. Fionda 52, F. Flor 115, A.N. Flores 109,
S. Foertsch 68, I. Fokin 96, S. Fokin 141, E. Fragiacomo 57, E. Frajna 137, U. Fuchs 32,
J. Fujita14, N. Funicello 28, C. Furget 74, A. Furs 141, T. Fusayasu 100, J.J. Gaardhøje 84,
M. Gagliardi 24, A.M. Gago 103, C.D. Galvan 110, D.R. Gangadharan 115, P. Ganoti 79,
C. Garabatos 99, J.R.A. Garcia 44, E. Garcia-Solis 9, K. Garg 105, C. Gargiulo 32, A. Garibli82,
K. Garner136, P. Gasik 99, A. Gautam 117, M.B. Gay Ducati 66, M. Germain 105, C. Ghosh133,
S.K. Ghosh4, M. Giacalone 25, P. Gianotti 49, P. Giubellino 99,56, P. Giubilato 27,
A.M.C. Glaenzer 129, P. Glässel 96, E. Glimos 121, D.J.Q. Goh77, V. Gonzalez 135,
L.H. González-Trueba 67, M. Gorgon 2, S. Gotovac33, V. Grabski 67, L.K. Graczykowski 134,
E. Grecka 87, A. Grelli 59, C. Grigoras 32, V. Grigoriev 141, S. Grigoryan 142,1, F. Grosa 32,
J.F. Grosse-Oetringhaus 32, R. Grosso 99, D. Grund 35, G.G. Guardiano 112, R. Guernane 74,
M. Guilbaud 105, K. Gulbrandsen 84, T. Gundem 64, T. Gunji 123, W. Guo 6, A. Gupta 92,
R. Gupta 92, S.P. Guzman 44, L. Gyulai 137, M.K. Habib99, C. Hadjidakis 73, H. Hamagaki 77,
A. Hamdi 75, M. Hamid6, Y. Han 139, R. Hannigan 109, M.R. Haque 134, J.W. Harris 138,
A. Harton 9, H. Hassan 88, D. Hatzifotiadou 51, P. Hauer 42, L.B. Havener 138, S.T. Heckel 97,
E. Hellbär 99, H. Helstrup 34, M. Hemmer 64, T. Herman 35, G. Herrera Corral 8,
F. Herrmann136, S. Herrmann 127, K.F. Hetland 34, B. Heybeck 64, H. Hillemanns 32,
C. Hills 118, B. Hippolyte 128, B. Hofman 59, B. Hohlweger 85, J. Honermann 136,
G.H. Hong 139, M. Horst 97, A. Horzyk 2, R. Hosokawa14, Y. Hou 6, P. Hristov 32,
C. Hughes 121, P. Huhn64, L.M. Huhta 116, C.V. Hulse 73, T.J. Humanic 89, H. Hushnud101,
A. Hutson 115, D. Hutter 38, J.P. Iddon 118, R. Ilkaev141, H. Ilyas 13, M. Inaba 124,
G.M. Innocenti 32, M. Ippolitov 141, A. Isakov 87, T. Isidori 117, M.S. Islam 101, M. Ivanov 99,
M. Ivanov12, V. Ivanov 141, V. Izucheev141, M. Jablonski 2, B. Jacak 75, N. Jacazio 32,
P.M. Jacobs 75, S. Jadlovska107, J. Jadlovsky107, S. Jaelani 83, L. Jaffe38, C. Jahnke 112,
M.J. Jakubowska 134, M.A. Janik 134, T. Janson70, M. Jercic90, A.A.P. Jimenez 65, F. Jonas 88,
P.G. Jones102, J.M. Jowett 32,99, J. Jung 64, M. Jung 64, A. Junique 32, A. Jusko 102,
M.J. Kabus 32,134, J. Kaewjai106, P. Kalinak 60, A.S. Kalteyer 99, A. Kalweit 32, V. Kaplin 141,
A. Karasu Uysal 72, D. Karatovic 90, O. Karavichev 141, T. Karavicheva 141,
P. Karczmarczyk 134, E. Karpechev 141, V. Kashyap81, U. Kebschull 70, R. Keidel 140,
D.L.D. Keijdener59, M. Keil 32, B. Ketzer 42, A.M. Khan 6, S. Khan 15, A. Khanzadeev 141,
Y. Kharlov 141, A. Khatun 15, A. Khuntia 108, B. Kileng 34, B. Kim 16, C. Kim 16,
D.J. Kim 116, E.J. Kim 69, J. Kim 139, J.S. Kim 40, J. Kim 96, J. Kim 69, M. Kim 18,96,
S. Kim 17, T. Kim 139, K. Kimura 94, S. Kirsch 64, I. Kisel 38, S. Kiselev 141, A. Kisiel 134,
J.P. Kitowski 2, J.L. Klay 5, J. Klein 32, S. Klein 75, C. Klein-Bösing 136, M. Kleiner 64,
T. Klemenz 97, A. Kluge 32, A.G. Knospe 115, C. Kobdaj 106, T. Kollegger99,
A. Kondratyev 142, E. Kondratyuk 141, J. Konig 64, S.A. Konigstorfer 97, P.J. Konopka 32,
G. Kornakov 134, S.D. Koryciak 2, A. Kotliarov 87, V. Kovalenko 141, M. Kowalski 108,
V. Kozhuharov 36, J. Kral 116, I. Králik 60, A. Kravčáková 37, L. Kreis99, M. Krivda 102,60,
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