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The CP -even fractions (F+) of the decays D
0 → π+π−π0 and D0 → K+K−π0 are measured with

a quantum-correlated ψ(3770) → DD̄ data sample collected by the BESIII experiment correspond-

ing to an integrated luminosity of 7.93 fb−1. The results are Fπ+π−π0

+ = 0.9406±0.0036±0.0021 and

FK+K−π0

+ = 0.631± 0.014± 0.011, where the first uncertainties are statistical and the second sys-
tematic. These measurements are consistent with the previous determinations, and the uncertainties

for Fπ+π−π0

+ and FK+K−π0

+ are reduced by factors of 3.9 and 2.6, respectively. The reported results
provide important inputs for the precise measurement of the angle γ of the Cabibbo-Kobayashi-
Maskawa matrix and indirect CP violation in charm mixing.

I. INTRODUCTION

The Cabibbo-Kobayashi-Maskawa (CKM) matrix,
which is one of the most important components of
the standard model (SM), characterizes the coupling
strength between up and down quarks through weak in-
teractions and its complex phase is the only source of
CP violation in the SM [1]. The unitarity triangle is a
graphical representation of the CKM matrix in the com-
plex plane, and include the three angles denoted as α, β
and γ [2]. Comparison of determinations of γ from direct
measurements and that from the global CKM fit provides
an important test of the CKM unitarity and is sensitive
to new physics beyond the SM.

Experimentally, γ can be extracted through the golden
decay mode of B± → DK± [3], where theD is a superpo-
sition of D0 and D̄0. The D meson can be reconstructed
in decays of mixed CP content [4], quantified by the CP -
even fraction (F+). In practice, the quantum correlated
ψ(3770) → DD̄ data sample provides a unique platform
to measure CP -even fraction and other parameters as-
sociated with the strong dynamics of neutral D decays.
Previous measurements of CP -even fractions have been
made with data collected by the CLEO-c experiment,
including D0 → π+π−π0 and D0 → K+K−π0 [4, 5],
and the BESIII experiment, includingD0 → π+π−π+π−,
D0 → K+K−π+π− and D0 → K0

Sπ
+π−π0 [6–8].

The CP -even fractions of D0 → π+π−π0 (Fπ+π−π0

+ )

and D0 → K+K−π0 (FK+K−π0

+ ) are two important in-
put decay parameters in measuring the γ angle through
the decay B± → DK± [9] and the indirect CP violation
in charm mixing [10]. With the large B meson samples
expected from the LHCb and Belle-II experiments in the
coming years [11, 12], the uncertainties of these CP -even
fractions will become a dominant source of uncertainty
and the bottleneck in the future precise measurement
of γ with these decay channels. Therefore, improving
the precision of these CP -even fractions is highly desir-
able, exploiting the large ψ(3770) data sample collected
with the BESIII experiment [13]. This paper presents

the measurements of the CP -even fractions Fπ+π−π0

+ and

FK+K−π0

+ using a quantum-correlated ψ(3770) → DD̄
data sample collected in the BESIII experiment, corre-
sponding to an integrated luminosity of 7.93 fb−1 [14, 15].

II. MEASUREMENT METHOD

The wave function for the e+e− → ψ(3770) → D0D̄0

process is asymmetric due to the odd charge conjuga-
tion of the ψ(3770). The quantum coherence of the pair
of charm mesons provides a unique opportunity to mea-
sure the CP -even fractions of neutral D decays using a
double-tag (DT) method [16]. In this method, the D
meson is reconstructed with the signal-decay modes of
interest, denoted as g hereafter, while the D̄ meson is
reconstructed by any of several tag modes with different
CP states, denoted as f . The signal modes of interest
can themselves be used as tags. The tag modes are also
reconstructed in single-tag (ST) samples, where no re-
quirement is placed on the decay of the other D meson
in the event. It is not possible, however, to reconstruct
ST samples for modes involving a K0

L meson. The tag
modes used in this analysis are categorized into different
CP types with full or binned phase space as summarized
in Table I and the inclusion of charge conjugate modes is
implicit throughout this paper.

TABLE I. The tag modes used, categorised by CP content.

Type Tag mode
CP -even K+K−, π+π−, K0

Sπ
0π0, K0

Lωπ+π−π0 , K0
Lπ

0

CP -odd
K0

Sπ
0, K0

Sηγγ , K
0
Sηπ+π−π0 , K0

Sη
′
γρ0 ,

K0
Sη

′
π+π−η, K

0
Sωπ+π−π0 , K0

Lπ
0π0

CP -mixed
K+K−π0, π+π−π0, π+π−π+π−

full phase space
CP -mixed

K0
S,Lπ

+π−
binned phase space

With the above approach, for the CP eigen (including
CP -even and CP -odd) ST mode f , the expected ST yield
is given by

S(f) = 2NDD̄B(f)ϵfST[1− ηfCP y], (1)

where NDD̄ is the total number of DD̄ pairs in the used

data sample, B(f) and ϵfST are the corresponding branch-
ing fraction and reconstruction efficiency of the ST mode

f , ηfCP is its CP eigenvalue (±1), and y is the charm-

mixing parameter y = (0.645+0.024
−0.023)% [17]. Meanwhile

the excepted DT yield can be written as [4]

M(g, f) = 2NDD̄B(g)B(f)ϵg,fDT[1− ηfCP (2F
g
+ − 1)], (2)
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where B(g) is the branching fraction of the signal mode,

ϵg,fDT is the DT reconstruction efficiency and F g
+ is its CP -

even fraction. Terms of O(y2) or higher are neglected.

The CP -even fraction F g
+ is defined as

F g
+ =

N+

N+ +N− , (3)

where N+ (N−) is the decay rate of CP -even (odd) D
mesons for the signal mode, which can be obtained from
the CP -odd (even) ST D̄ sample. That is

N± =
M(g, f)[1± y]

S(f)ϵg,fDT/ϵ
f
ST

. (4)

In this analysis, for the tag modes not involving a K0
L,

both ST and DT candidates are reconstructed fully (re-
ferred to fully reconstructed events thereafter). There-
fore N± can be calculated using the measured ST and
DT yields, along with the corresponding efficiencies es-
timated from Monte Carlo (MC) samples. However, for
the tag modes involving a K0

L, only the DT events are
reconstructed using the missing-mass-squared technique
(referred to partially reconstructed events thereafter).
Therefore, according to Eq. 1, the denominator term in
Eq. 4 can be rewritten as

S(f)ϵg,fDT/ϵ
f
ST = 2NDD̄B(f)ϵg,fDT[1− ηfCP y], (5)

which can be obtained with the total number of D0D̄0

pairs quoted from Refs. [14, 15, 18], the branching frac-
tion of the ST mode quoted from the Particle Data Group
(PDG) [2], and the DT efficiency estimated with the sig-
nal MC samples.

For the CP -mixed tag modes with full phase space
(referred to as global CP -mixed hereafter), the expected
ST and DT yields are given by

S(f) = 2NDD̄B(f)ϵfST[1− (2F f
+ − 1)y], (6)

M(g, f) = 2NDD̄B(g)B(f)ϵg,fDT[1− (2F g
+ − 1)(2F f

+ − 1)].
(7)

Then F g
+ can be accessed through

F g
+ =

N+F f
+

Nf −N+ + 2F f
+N

+
, (8)

with

Nf =
M(g, f)[1− (2F f

+ − 1)y]

S(f)ϵg,fDT/ϵ
f
ST

, (9)

where N+ is taken from the measurements involving pure
CP tags, Nf is determined with the measured DT and
ST yields, the corresponding ST and DT detection effi-
ciencies, and the CP -even fraction of the ST mode. In

practice, the Fπ+π−π+π−

+ is taken from Ref. [6], and the

Fπ+π−π0

+ and FK+K−π0

+ are taken from this work.

For the global CP -mixed tag modes which are the same
as the signal mode, the expected ST and DT yields are
given by

S(g) = 2NDD̄B(g)ϵgST[1− (2F g
+ − 1)y], (10)

M(g, g) = NDD̄B2(g)ϵg,gDT[1− (2F g
+ − 1)2]. (11)

Then F g
+ can be accessed through

F g
+ = 1− Ng

2N+
(12)

with

Ng =
2M(g, g)[1− (2F g

+ − 1)y]

S(g)ϵg,gDT/ϵ
g
ST

, (13)

where F g
+ is determined with the measured DT and ST

yields, the corresponding ST and DT detection efficien-
cies and N+ are taken from the measurements made with
pure CP tags.

For the CP -mixed tag modes D → K0
S,Lπ

+π−, the

CP -even fractions are close to 0.5 [19]. According
to Eq. 7, these tag modes integrated over full phase
space give very low sensitivity for the F g

+ the measure-
ment. However, an alternative measurement with differ-
ent phase-space bins (referred to as binning CP -mixed)
of the tag modes can be performed. Then the DT
yields in a specific phase-space bin i for the tag modes
D → K0

S,Lπ
+π− are given by

Mi(g,K
0
Sπ

+π−) = H[Ki+K−i−2
√
KiK−ici(2F

g
+−1)],

(14)

M ′
i(g,K

0
Lπ

+π−) = H ′[K ′
i+K

′
−i+2

√
K ′

iK
′
−ic

′
i(2F

g
+−1)].

(15)
where H(H ′) is a normalization factor, Ki(K

′
i) is the

fraction of D0 → K0
Sπ

+π−(K0
Lπ

+π−) decays in the ith

bin and ci(c
′
i) is the corresponding amplitude-weighted

cosine of the average strong-phase difference. Unlike for
the other DTs, here F g

+ is extracted by constraining the
relative partial decay width (proportional to Mi(M

′
i)) in

different phase-space bins, without any need to use the
ST yields as input.

III. BESIII DETECTOR AND MONTE CARLO
SIMULATION

The BESIII detector [20] records the data from the
symmetric e+e− collisions provided by the BEPCII
storage ring [21] in the center-of-mass energy rang-
ing from 1.84 to 4.95 GeV, with a peak luminosity of
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1.1× 1033 cm−2s−1 achieved at 3.773 GeV. BESIII has
collected large data samples in this energy region [13,
22, 23]. The cylindrical core of the BESIII detector cov-
ers 93% of the full solid angle and consists of a helium-
based multilayer drift chamber (MDC), a plastic scintil-
lator time-of-flight system (TOF), and a CsI(Tl) electro-
magnetic calorimeter (EMC). All these detector are en-
closed in a superconducting solenoidal magnet providing
a 1.0 T magnetic field. The solenoid is supported by an
octagonal flux-return yoke with resistive plate counter
(RPC) muon-identification (MUC) modules interleaved
with steel. The main function of the MUC is to separate
muons from charged pions and other hadrons based on
their hit patterns in the flux return yoke. The MDC pro-
vides the charged-particle momentum with a resolution
of 0.5% at 1 GeV/c, and the energy loss (dE/dx) reso-
lution of 6% for electrons from Bhabha scattering. The
EMC measures photon with an energy resolution of 2.5%
(5%) at 1 GeV in the barrel (end-cap) region. The time
resolution in the TOF barrel region is 68 ps, while that
in the end-cap region was 110 ps. The end-cap TOF sys-
tem was upgraded in 2015 using multigap resistive plate
chamber technology, providing a time resolution of 60 ps,
which benefits 63% of the data used in this analysis [24–
26].

The MC simulated data samples produced with a
GEANT4-based [27] package, which includes the geomet-
ric description of the BESIII detector and the detec-
tor response, are used to determine detection efficien-
cies and to estimate backgrounds. In the simulation, the
beam-energy spread is implemented and initial-state ra-
diation (ISR) in the e+e− annihilations is modeled with
the generator KKMC [28, 29]. The inclusive MC sam-
ple consisting of the production of DD̄ and D+D− pairs
(including quantum coherence for the neutral D chan-
nels), the non-DD̄ and D+D− decays of the ψ(3770), the
ISR production of the J/ψ and ψ(3686) states, and the
continuum processes are produced by incorporating the
KKMC [28]. All particle decays are modeled with EVT-

GEN [30, 31] using branching fractions either taken from
the PDG [2], when available, or otherwise estimated with
LUNDCHARM [32, 33]. Final-state radiation from charged
final-state particles is incorporated using the PHOTOS

package [34].

Signal MC samples for different ST modes are gen-
erated individually. In the MC generation, the decays
D → π+π−π0 and D → K+K−π0 follow an isobar-based
amplitude model obtained by fitting the BESIII data
sample, where the flavor of the signal charmed meson
is inferred by reconstructing the accompanied charmed
meson in the event through its decay into a flavor-
specific final state. The simulated DT samples involv-
ing D → K0

S,Lπ
+π− tag modes are implemented with

an amplitude model developed by the BaBar Collabora-
tion [35]. In generating all the DT samples, quantum
correlation effects have been considered to better esti-
mate the reconstruction efficiencies, especially for differ-

ent phase-space bins of the D → K0
S,Lπ

+π− tag modes.

IV. EVENT SELECTION

All the tag modes employed in this analysis are sum-
marized in Table I, where the intermediate states are
reconstructed with the following decays: K0

S → π+π−,
π0 → γγ, η → γγ and π+π−π0, ω → π+π−π0, and
η′ → π+π−η and γρ0 (ρ0 → π+π−). DT events with
tag modes involving a K0

L candidate are partially recon-
structed using the missing-mass-squared technique, while
the other DT events are fully reconstructed.

Charged tracks are required to satisfy |cosθ| < 0.93,
where θ is the polar angle in the MDC defined with re-
spect to the z-axis, which is the symmetry axis of the
MDC. For charged tracks not originated from K0

S de-
cay, the distance of closest approach to the interaction
point (IP) must be less than 10 cm along the z-axis (|Vz|)
and less than 1 cm in the transverse plane (Vxy). Par-
ticle identification (PID) for charged tracks is performed
by combining information from the dE/dx in the MDC
and the flight time in the TOF to form likelihoods L(h)
for each hadron h (K and π) hypothesis, individually.
Charged kaons and pions are identified by comparing
the obtained likelihoods and requiring L(K) > L(π) and
L(π) > L(K), respectively

Photon candidates are identified using showers in the
EMC. The deposited energy of each shower must be
greater than 25 MeV in the barrel region (|cosθ| < 0.80)
or 50 MeV in the end-cap region (0.86 < |cosθ| < 0.92).
To exclude showers originated from charged tracks, the
opening angle between the EMC shower and the closest
charged track at the EMC must be greater than 10◦ as
measured from the IP. To suppress electronic noise and
showers unrelated to the event, the difference between
the EMC time and the event start time must be within
[0, 700] ns.

The K0
S candidates are reconstructed with two oppo-

sitely charged tracks satisfying |Vz| < 20 cm and without
PID imposed. The primary vertex and secondary ver-
tex fits are performed on the two charged tracks under
the π+π− hypothesis to determine the invariant mass
and the decay length of K0

S candidates. The K0
S candi-

dates are required to have a π+π− invariant mass lying
within [0.487, 0.511] GeV/c2, and a decay length larger
than twice the resolution on this distance. The kine-
matic variables of K0

S updated by the primary vertex fit
are utilized in the subsequent analysis.

The π0 and η candidates are reconstructed using pho-
ton pairs with γγ invariant mass within [0.115, 0.150] and
[0.505, 0.575] GeV/c2, respectively. No candidates are ac-
cepted where both photons fall within the end-cap EMC
region. In order to improve the momentum resolution, a
kinematic fit is carried out on the γγ candidates in which
the invariant mass of the photon pair is constrained to
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the known π0 or η mass [2]. The kinematic variables
from this fit are used in the subsequent analysis. The η
candidates are also reconstructed with the decay mode
η → π+π−π0, where the invariant mass of the final state
is required to lie within [0.530, 0.565] GeV/c2. Similarly,
ω candidates are reconstructed with the dominant decay
mode of ω → π+π−π0, with the π+π−π0 invariant mass
lying within [0.750, 0.820] GeV/c2. The ρ0 candidates
are reconstructed with the decay mode of ρ0 → π+π−,
with the invariant mass of the π+π− pair required to lie
within [0.626, 0.924] GeV/c2. The η′ candidates are re-
constructed with the decay mode of η′ → π+π−η(γγ)
and η′ → γρ0(π+π−), with the invariant masses of the
π+π−η (η → γγ) and γπ+π− combinations within the
ranges [0.940, 0.976] and [0.940, 0.970] GeV/c2, respec-
tively.

ST samples from the 12 tag modes not involving a
K0

L are selected by using the π±, K±, π0, K0
S , η, ω

and η′ candidates to reconstruct each tag-mode decay,
taking account of all possible combinations and ensuring
that no charged tracks and photons are used for more
than one intermediate state. To further improve signif-
icance, additional requirements are implemented to re-
duce the backgrounds in some tag modes. For the modes
D → π+π−π0 and D → 2(π+π−), candidates are re-
jected if any π+π− combination has an invariant mass ly-
ing in [0.481, 0.514] GeV/c2 to suppress the backgrounds
associated with K0

S decays. For the modes D → K+K−

and D → π+π−, it is necessary to reject contamination
from cosmic ray, di-muon and Bhabha events. To remove
the cosmic-ray background, the two charged tracks are re-
quired to have a flight time difference measured with the
TOF less than 5 ns. To reject the dimuon and Bhabha
backgrounds, PID algorithms are deployed based on the
dE/dx in the MDC, the flight time in the TOF, the de-
posited energy in the EMC, and the penetration depth
in the MUC for the two charged tracks [36]. The candi-
dates are rejected if both charged tracks are identified as
an e+e− or µ+µ− pair. To further suppress background,
the tag modes D → K+K− and D → π+π− are further
required to have at least one additional shower in the
EMC with energy greater than 50 MeV or at least one
additional charged track in the MDC.

If multiple combinations exist for a specific mode, the
one with the minimum |∆E| = |ED −

√
s/2| is retained

for the subsequent analysis, where ED is the energy of ST
D̄ candidate obtained by summing energies of its daugh-
ter particles in the center-of-mass frame, and

√
s is the

center-of-mass energy. To suppress combinatorial back-
ground, the ∆E for each mode is required to be within
±3 times of its resolution around its peak.

V. DETERMINATION OF THE ST YIELDS

The ST yields are extracted by fitting the dis-
tribution of the beam-constrained mass, defined as

MBC =
√
(
√
s/2)2 − |p⃗D̄|2, where p⃗D̄ is the momentum

vector of the ST D̄0 candidate, obtained by vector-
summing the momenta of its daughter particles in the
center-of-mass frame. Unbinned maximum-likelihood fits
are performed on the MBC distributions, as shown in
Fig. 1 where the signal is described by the simulated
shape convolved with a Gaussian function which accounts
for the resolution difference between data and MC sim-
ulation, and the background component is modeled with
an ARGUS function [37], in which the slope parameters
are free parameters, and the end point is fixed to the
beam energy.

Studies performed using the inclusive MC sample
indicate that there are small peaking backgrounds in
the MBC distributions from decay modes of the same
or similar topologies. The dominant backgrounds in
the modes D → K0

Sπ
0 (K0

Sπ
0π0) originate from the de-

cays D → π+π−π0 (π+π−π0π0). The contamination
in the D → K0

Sη
′
γρ0 (K0

Sη
′
π+π−η) sample arises from

D → K0
Sπ

+π−π0 and D → K0
Sπ

+π− (K0
Sπ

+π−η) de-
cays. The contamination in the D → π+π−π0 and
D → 2(π+π−) samples comes mainly from D → K0

Sπ
0

and D → K0
Sπ

+π−, and that for D → K0
Sω and

K0
Sηπ+π−π0 arises from D → K0

Sπ
+π−π0 decays. The

yields of the background events of D → K0
Sω and

K0
Sηπ+π−π0 are determined by fitting the MBC distribu-

tions in data for events with the π+π−π0 invariant mass
lying in the ω or η sideband regions, while others are
estimated with the MC simulation.

The ∆E requirements, the peaking background frac-
tions (Fbkg), the ST yields after background subtraction
(NST) and ST efficiencies (ϵST) for individual ST modes
are summarized in Table II.

TABLE II. Summary of the ∆E requirements, peaking back-
ground fractions Fbkg, ST yields NST and ST efficiencies ϵST
for the ST samples. The uncertainties are statistical only.

Mode ∆E (MeV) Fbkg (%) NST ϵST (%)
K+K− [−21, 20] ... 151106 ± 423 62.8
π+π− [−36, 35] ... 56697 ± 310 68.4
K0

Sπ
0π0 [−72, 53] 1.5 60466 ± 378 15.3

K0
Sπ

0 [−71, 51] 0.4 191277 ± 489 39.8
K0

Sηγγ [−38, 36] ... 25947 ± 189 33.1
K0

Sηπ+π−π0 [−35, 28] 3.9 7112 ± 100 16.4
K0

Sη
′
γρ0 [−31, 25] 3.3 21554 ± 182 18.6

K0
Sη

′
ππη [−35, 31] 1.7 9380 ± 106 14.9

K0
Sωπ+π−π0 [−42, 33] 11.7 61565 ± 315 15.3

K+K−π0 [−40, 20] ... 48332 ± 399 25.8
π+π−π0 [−62, 51] 3.7 285480 ± 1090 38.7
2(π+π−) [−26, 23] 4.7 171104 ± 695 42.1

VI. DETERMINATION OF THE DT YIELDS

The DT candidates for the 12 fully reconstructed tag
modes are selected by reconstructing the signal decays
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FIG. 1. Fits to the MBC distributions of different ST modes. The black dots with error bars are data. The red solid curves
indicate the fit results and the blue dashed curves describe the background shapes. The pink and purple dashed curves are the
signal and peaking background shapes, respectively.

D → π+π−π0 or D → K+K−π0 from the remaining
charged tracks and reconstructed π0 candidates against
the reconstructed ST D̄ candidates. Only events with
two extra charged tracks and a net charge of zero are
considered. Both charged tracks must be identified as
pions or kaons. In the signal mode D → π+π−π0, a K0

S
veto is applied by imposing the same requirement as that
in the ST selection to suppress the background of D →
K0

Sπ
0 decays. If multiple combinations for each signal

decay exist, the one with the minimum |∆E| is retained
for the subsequent analysis. The ∆E values must fulfill
the same requirements as in the ST selection to suppress
the combinatorial background.

Two-dimensional (2D) unbinned maximum likelihood

fits are performed on the distributions of M tag
BC versus

M sig
BC [38, 39] to determine the DT yields for each tag

mode. The signal is described by a 2D simulated shape
convolved with the Gaussian resolution functions in each
dimension to account for the difference in resolution be-
tween data and MC simulation, where the means and
widths of the Gaussian resolution functions are obtained
from one dimensional fits to the M tag

BC and M sig
BC distri-

butions for each tag mode. The backgrounds are sep-
arated into two categories. The first comprises events
with correctly reconstructed signal mode and incorrectly
reconstructed tag mode (or vice versa). This is modeled
by the product of the projection of the simulated shape
convolved with a Gaussian resolution function for the
correctly reconstructed decay and an ARGUS function

for the incorrectly reconstructed decay. The second con-
tains events where neither the signal mode nor tag mode
is correctly reconstructed. This is modeled by the prod-
uct of a student function in the diagonal band [38] and

an ARGUS function for each decay dimension (M tag
BC and

M sig
BC). The end point of the ARGUS function is fixed to

the beam energy and the others are free parameters in
the fit. Figures 2 and 3 illustrate the projections of the
2D fits on the M sig

BC distributions.

Studies of inclusive MC are used to determine the level
and source of the peaking backgrounds in the sample.
The most significant contribution comes fromD → K0

Sπ
0

decays in the D → π+π−π0 sample. Correction factors
are applied to account for quantum correlations, accord-

ing to Eq. 7. The values of Fπ+π−π0

+ and FK+K−π0

+ are
taken from the current analysis, after iterating the es-
timates until convergence occurs. The DT yields after
background subtraction and the DT detection efficien-
cies obtained from the corresponding signal MC samples
are summarized in Table III.

The DT samples involving the tag modes D →
K0

LX are partially reconstructed, and the correspond-
ing yields are determined by fitting the missing-mass-
squared (M2

miss) distribution. The signal candidates for
D → π+π−π0 or D → K+K−π0 are firstly reconstructed
with the combination of charged track pairs (π+π− or
K+K−) and π0. As in the ST selection, if multiple
combinations exist, that one with minimum |∆E| is se-
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TABLE III. Summary of the DT yields NDT and DT efficien-
cies ϵDT (%) for individual tag modes. The uncertainties on
NDT are statistical only.

Mode Nπ+π−π0

DT ϵπ
+π−π0

DT NK+K−π0

DT ϵK
+K−π0

DT

K+K− 91 ± 13 27.3 114 ± 13 19.5
π+π− 31 ± 8 29.1 55 ± 11 21.4
K0

Sπ
0π0 34 ± 8 6.2 39 ± 7 4.4

K0
Lω 86 ± 15 7.6 71 ± 12 5.3

K0
Lπ

0 171 ± 18 18.3 165 ± 21 12.5
K0

Sπ
0 1921 ± 47 16.0 226 ± 16 11.0

K0
Sηγγ 313 ± 19 13.9 20 ± 5 9.1

K0
Sη3π 68 ± 9 6.8 13 ± 4 4.4

K0
Sη

′
γρ0 247 ± 17 7.4 25 ± 5 4.9

K0
Sη

′
ππη 87 ± 9 5.9 11 ± 4 3.8

K0
Sω 652 ± 29 6.3 59 ± 9 4.2

K0
Lπ

0π0 898 ± 105 5.2 76 ± 15 3.0
K+K−π0 205 ± 24 11.8 18 ± 6 6.9
π+π−π0 152 ± 40 15.1 210 ± 25 11.7
2(π+π−) 479 ± 30 17.1 130 ± 19 12.7

lected. The ∆E of each candidate is required to lie
within ±3 times its resolution (which is same as that
in the ST selection, as shown in Table II) and MBC ∈
[1.86, 1.87] GeV/c2. Then, the accompanying particle
on the tag side, designated X, where X = π0, π0π0 or
ωπ+π−π0 , is selected from the unused neutral and charged
pions in the event, where any duplication of the charged
tracks and photon is not allowed. Any event with any
additional charged track, π0 or η → γγ candidate is re-
jected. The DT yields are determined from the unbinned
maximum-likelihood fits on M2

miss defined as

M2
miss = (

√
s/2−EX)2 − |p⃗X + p̂sig

√
s/4−m2

D|2, (16)

where EX and p⃗X are the sum of the reconstructed en-
ergies and momentum vectors of X, respectively, p̂sig is
the unit momentum vector of D → π+π−π0 or D →
K+K−π0 signal candidate, and m2

D is the known D0

mass [2]. In the fit, the signal is modeled with the MC
simulated shape convolved with a Gaussian resolution
function with free parameters. The combinational back-
ground is modeled by a second-order Chebychev polyno-
mial function with free parameters. The backgrounds
of D → K0

Lπ
0π0, π0π0 and ηπ0 in the D → K0

Lπ
0

tag mode, the backgrounds of D → ηωπ+π−π0 in the
D → K0

Lωπ+π−π0 tag mode as well as the backgrounds
of D → π0π0π0 and ηπ0π0 in the D → K0

Lπ
0π0 tag

mode are modeled by the MC simulated shape with
floated yields. The peaking backgrounds are mainly from
D → K0

Sπ
0, K0

Sπ
0π0 and K0

Sωπ+π−π0 for the decays of
D → K0

Lπ
0, K0

Lπ
0π0 and K0

Lωπ+π−π0 in the tag side, re-
spectively. The signal mode D → π+π−π0 also has peak-
ing background from D → K0

Sπ
0 in the signal side. All

these peaking backgrounds are estimated from the inclu-
sive MC sample and corrected for quantum-correlation
effects, where the procedure is iterated until the val-

ues of Fπ+π−π0

+ and FK+K−π0

+ converge. In the tag

mode D → K0
Lωπ+π−π0 , the non-resonant background,

D → K0
Lπ

+π−π0, is estimated from the sideband events
in the ω mass distribution. The fits on the M2

miss distri-
butions are shown in Fig. 4 and the corresponding DT
yields after background subtraction and the DT efficien-
cies estimated with signal MC samples are summarized
in Table III.

The DT yields for the tag modes D → K0
S,Lπ

+π− are
extracted in bins of phase space, employing the “equal
∆δ binning” scheme (8 bins in total), which is used
in the CLEO-c and BESIII experiments for the mea-
surement of relative strong-phase difference of this de-
cay [40, 41]. To minimize the migration effect between
different bins, additional kinematic fits are performed
in which the invariant mass of the K0

Sπ
+π− decay is

constrained to the known D0 mass [2] and the mass
of the missing particle in the K0

Lπ
+π− decay is con-

strained to the known K0
L mass [2]. The updated kine-

matic variables of daughter particles are used to calcu-
late the phase-space bins. The DT yields in individual
phase-space bins are determined with a similar approach
as described above, i.e. by performing 2D fits for the
tag mode D → K0

Sπ
+π−, and fitting the M2

miss dis-
tribution for the tag mode D → K0

Lπ
+π−. In fitting

the M2
miss distribution, the combinatorial background is

modeled with a third-order Chebychev polynomial func-
tion with free parameters, while the backgrounds from
D → K0

Lπ
0π+π−, ηπ+π− in the D → K0

Lπ
+π− mode

are modeled with the MC simulated shape with floated
yield. The peaking backgrounds D → π+π−π+π− in
the tag mode D → K0

Sπ
+π− and D → K0

Sπ
0 in the

D → π+π−π− signal mode are estimated by analyzing
the inclusive MC sample and correcting for the quantum-
correlation effects. The projections of the 2D fits on the
M sig

BC distributions for the tag mode D → K0
Sπ

+π− and
the M2

miss distributions for the tag mode D → K0
Lπ

+π−

in individual phase-space bins are shown in Figs. 5 and
6, respectively. The measured signal yields in individual
bins are summarized in Table IV.

VII. CP-EVEN FRACTION MEASUREMENT

A. The CP-eigen ST modes

Using the CP -eigen tag modes, the F g
+ introduced in

Eq. 3 is calculated with N+ and N−, which can be ex-
tracted according to Eqs. 4 or 5 by using any CP -odd
and CP -even tag modes, respectively. To improve the
uncertainties, the average N+ and N− for all CP -odd
and CP -even tag modes shown in Table I are obtained
by performing a least-square (χ2) fit, where the χ2 is
defined as

χ2
± =

∑
f

(N±
f − ⟨N±⟩)2

σ2(N±
f )

, (17)
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FIG. 5. The projections of the 2D fits on the M sig
BC distributions for the tag mode D → K0

Sπ
+π− in individual phase-space

bins. The top two rows are for the D → π+π−π0 signal decay, and the bottom two rows for the D → K+K−π0 signal decay.
The black dots with error bars are data. The red solid curves represent the fit results and the blue dashed curves describe the
non-peaking background shapes. The pink, green and purple dashed curves are the shapes of the signals, the backgrounds with
correctly reconstructed signal mode but incorrectly reconstructed tag modes and the peaking backgrounds, respectively.



12

0.2 0.3

200
400
600
800

1000
1200

0.2 0.3

200

400

600

800

1000

1200

0.2 0.3

200

400

600

800

1000

1200

0.2 0.3

200

400

600

800

1000

1200

0.2 0.3

200

400

600

0.2 0.3

200

400

600

0.2 0.3

200

400

600

0.2 0.3

200

400

600

0.2 0.3

50

100

150

0.2 0.3

50

100

150

0.2 0.3

50

100

150

0.2 0.3

50

100

150

0.2 0.3

20

40

60

80

100

0.2 0.3

20

40

60

80

100

0.2 0.3

20

40

60

80

100

0.2 0.3

20

40

60

80

100

)4c/2 (GeVmiss
2M

4 c/2
E

ve
nt

s 
/ 0

.0
1 

G
eV

-π+π0
LKBin 1 of -π+π0

LKBin 2 of -π+π0
LKBin 3 of -π+π0

LKBin 4 of 

-π+π0
LKBin 5 of -π+π0

LKBin 6 of -π+π0
LKBin 7 of -π+π0

LKBin 8 of 

-π+π0
LKBin 1 of -π+π0

LKBin 2 of -π+π0
LKBin 3 of -π+π0

LKBin 4 of 

-π+π0
LKBin 5 of -π+π0

LKBin 6 of -π+π0
LKBin 7 of -π+π0

LKBin 8 of 

0π-π+πDT: 0π-π+πDT: 0π-π+πDT: 0π-π+πDT: 

0π-π+πDT: 0π-π+πDT: 0π-π+πDT: 0π-π+πDT: 

0π-K+KDT: 0π-K+KDT: 0π-K+KDT: 0π-K+KDT: 

0π-K+KDT: 0π-K+KDT: 0π-K+KDT: 0π-K+KDT: 

FIG. 6. Fits to the M2
miss distributions for the ST mode D → K0
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backgrounds, respectively.

TABLE IV. Summary of the DT yields (NDT) for K0
Sπ

+π−

and K0
Lπ

+π− in each bin. The uncertainties are statistical
only.

K0
Sπ

+π− Nπ+π−π0

DT NK+K−π0

DT

Bin 1 291 ± 18 84 ± 10
Bin 2 184 ± 14 36 ± 6
Bin 3 197 ± 15 47 ± 7
Bin 4 144 ± 13 30 ± 6
Bin 5 553 ± 25 65 ± 8
Bin 6 243 ± 17 36 ± 7
Bin 7 291 ± 19 44 ± 7
Bin 8 251 ± 17 65 ± 8

K0
Lπ

+π− Nπ+π−π0

DT NK+K−π0

DT

Bin 1 2407 ± 58 237 ± 19
Bin 2 803 ± 34 103 ± 12
Bin 3 533 ± 29 97 ± 14
Bin 4 146 ± 17 38 ± 8
Bin 5 121 ± 17 56 ± 12
Bin 6 244 ± 21 56 ± 9
Bin 7 847 ± 37 115 ± 12
Bin 8 1235 ± 40 184 ± 16

where ⟨N±⟩ is the expected value of all CP -tag modes,
and N±

f and σ(N±
f ) are the corresponding value and un-

certainty of the individual contributions. In the fit, N±
f

are assumed to be independent and the uncertainty corre-
lation among D → K0

LX tags introduced due to the com-
mon input of NDD̄ = (28, 655± 323)× 103 [14, 15, 18]
is ignored. The individual N±

f and the average results
are shown in Fig. 7. According to Eq. 3 and the ob-
tained ⟨N±⟩ for the CP -eigen ST modes, we measure

Fπ+π−π0

+ = 0.9432 ± 0.0040 and FK+K−π0

+ = 0.623 ±
0.020, where the uncertainties are statistical only.

B. The global CP-mixed ST modes

The CP -even fraction F g
+ is measured with the global

CP -mixed tag modes according to Eq. 12 for the self-
tag mode (i.e. where the tag and signal modes are the
same) and Eq. 8 for the others (K+K−π0, π+π−π+π−

for π+π−π0 signal mode and π+π−π0, π+π−π+π− for
K+K−π0 signal mode), where N+ is taken from the av-
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FIG. 7. The individual and average N+ and N− for (a, b) D → π+π−π0 and (c,d) D → K+K−π0, respectively. The red
dots with error bars are for different ST modes with statistical uncertainty. The blue dots with error bars are the average from
the least-square fit. The yellow bands correspond to the ±1σ regions around the average values.

erage ⟨N+⟩ with the CP -eigen tag modes, Nf/g is ex-
tracted according to Eqs. 9, and 13 with CP -even frac-

tion F
f/g
+ , respectively. The measured ST and DT yields

and the corresponding detection efficiencies are summa-
rized in Tables II and III. The N+ and Nf/g, as well
as the obtained F g

+ in individual global CP -mixed tag
modes are summarized in Table V. In the calculations,

the CP -even fraction Fπ+π−π+π−

+ = 0.735±0.015±0.005

is taken from Ref. [6]. The values of Fπ+π−π0

+ and

FK+K−π0

+ are taken from the current analysis, where the
calculation is iterated until convergence is achieved.

C. Binning CP-mixed tag modes

The measurement of F g
+ with the tag modes

D → K0
S,Lπ

+π− is performed by analyzing the DT yields

in different phase-space bins. The fractions Ki(K
′
i) and

amplitude-weighted cosine of the average strong-phase
difference ci(c

′
i) in different phase-space bins that enter

into Eqs. 14 and 15 are taken from Ref. [41]. Migra-
tion between different phase-space bins due to the finite

TABLE V. Summary of the N+, Nf/g and F+ in individual
global CP -mixed ST modes, where the uncertainties are sta-
tistical only.

ST mode K+K−π0 π+π−π0 π+π−π+π−

D → π+π−π0

N+ 0.0256± 0.0005

Nf/g 0.0093± 0.0011 0.0027± 0.0007 0.0069± 0.0004
F g
+ 1.0060± 0.0675 0.9472± 0.0139 0.9948± 0.0230

D → K+K−π0

N+ 0.0040± 0.0002

Nf/g 0.0028± 0.0010 0.0024± 0.0003 0.0025± 0.0004
F g
+ 0.649± 0.125 0.631± 0.030 0.667± 0.058

kinematic resolution is parameterized with an efficiency
matrix ϵ from MC simulation, which is defined as

ϵij =
N rec

ij

Ngen
j

, (18)

where N rec
ij is the number of signal MC events produced

in the jth phase-space bin but reconstructed in the ith

phase-space bin, Ngen
j is the number of signal MC events
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produced in the jth bin. The full efficiency matrices for
the D → K0

S,Lπ
+π− ST modes can be found in Ap-

pendix XII.

Accounting for migration effects, the expected DT
yields in Eqs. 14 and 15 become

Mi = h

8∑
j=1

ϵij [Kj +K−j −2
√
KjK−jcj(2F

g
+−1)], (19)

for the tag mode D → K0
Sπ

+π− and

M ′
i = h′

8∑
j=1

ϵ′ij [K
′
j+K

′
−j+2

√
K ′

jK
′
−jc

′
j(2F

g
+−1)] (20)

for the tag mode D → K0
Lπ

+π− where h (h′) is a nor-
malization factor. To extract F s

+ for the signal decay, a
likelihood fit is performed by minimizing

−2ln L = −2

8∑
i=1

ln G(Mobs
i , σMobs

i
;M exp

i )

−2

8∑
i=1

ln G(M ′obs
i , σ′

M ′obs
i

;M ′exp
i ),

(21)

where G is a Gaussian function, M
(′)obs
i is the observed

DT yield with peaking background subtracted,M
(′)exp
i is

the expected DT yield and σ
M

(′)obs
i

is the uncertainty of

the DT yield in the ith phase-space bin. Individual and si-
multaneous fits on theD → K0

Sπ
+π− andD → K0

Lπ
+π−

tag modes are carried out, which yield the results that
are summarized in Table VI. The measured and expected
DT signal yields (based on the simultaneously fit results)
in individual bins are shown in Fig. 8. In addition, the
expected DT signal yields in individual phase-space bins
under the hypotheses F+ = 0 and 1 are also shown in
this figure.

TABLE VI. Summary of F g
+ for the tag modes

D → K0
S,Lπ

+π− from individual and simultaneous fits.

Signal/Tag mode D → π+π−π0 D → K+K−π0

D → K0
Sπ

+π− 0.885± 0.019 0.663± 0.048
D → K0

Lπ
+π− 0.920± 0.015 0.643± 0.044

Combined 0.907± 0.012 0.652± 0.033

VIII. SYSTEMATIC UNCERTAINTIES ON THE
CP-EVEN FRACTION

All systematic uncertainties of the F+ measurement
are discussed below, and summarized in Table VII.

From inspection of Eqs. 3 and 4, it can be seen that
the systematic uncertainties in the CP -even fraction
measurement with the CP -eigen fully reconstructed tag

modes consists of those associated with the ST and DT
yields, the ratio between the DT and ST detection effi-
ciencies, and the factor of 1 ± y. Since the value of y is
O(10−2) and known with a precision of 5% [17], it in-
troduces negligible uncertainty into the analysis. The
ratio between the DT and ST detection efficiencies is
the efficiency of detecting the signal (D → π+π−π0 and
D → K+K−π0), which is almost the same for all tag
modes. Therefore the corresponding detection uncertain-
ties cancel in the F g

+ calculation. The uncertainties as-
sociated with the ST and DT yields include those as-
sociated with the fit procedure and peaking-background
estimation. The uncertainties associated with the fit pro-
cedure are estimated by floating the end point of the AR-
GUS function, which is fixed in the baseline fits, and tak-
ing the resultant differences in the yields with respect to
the baseline values as the uncertainties. The uncertain-
ties associated with the peaking backgrounds are studied
by varying their branching fractions according to the un-
certainties recorded in the PDG [2].

For the CP -eigen partially reconstructed tag modes,
N± is also determined using Eq. 3. Therefore, the sources
of systematic uncertainty are the same as those in the
fully reconstructed tag modes, and the corresponding
uncertainties can be estimated accordingly, apart from
those associated with the ST yields. The ST yields are
calculated with Eq. 1, and their uncertainties are asso-
ciated with the total number of DD̄ pairs NDD̄ of the
data sample, the branching fractions of D → K0

LX and
the tag detection efficiencies. The uncertainty of NDD̄ is
taken from Refs. [14, 15, 18] and those associated with
the branching fractions of D → K0

LX are taken from the
PDG [2]. The corresponding uncertainties are studied as
follows. The uncertainties associated with the π± track-
ing and PID are both assigned as 0.5%, based on studies
of control samples of D → K−π+, K−π+π−π+ versus
D̄ → K+π−, K+π−π−π+ and D+ → K−π+π+ versus
D− → K+π−π−. The uncertainty associated with the
π0 reconstruction is assigned to be 2% from studies of
the control sample of D → K−π+π0 decays. The uncer-
tainties arising from the “no extra π0 and η” and “no
extra charged tracks” requirements are assigned to be
3% and 1% from the analysis of the control samples of
D → K−π+π0 and D → π+π−π+π− decays.

The measurements of Fπ+π−π0

+ and FK+K−π0

+ made
with the pure CP tag modes are obtained by combin-
ing the inputs from CP -odd and CP -even eigenstates.
To evaluate the overall uncertainty for a specfic uncer-
tainty source, an alternative measurement is performed
that includes the uncertainties in each individual ST tag
mode. Then the corresponding uncertainty is calculated
by σsyst =

√
σ2
all − σ2

stat, where σall is the total uncer-
tainty after considering the statistical and systematic un-
certainties, and their correlations, and σstat is the statis-
tical uncertainty alone.

The global CP -mixed tag modes have uncertainties
arising from the knowledge of the ST and DT yields and
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FIG. 8. The fit results from the tag modes D → K0
S,Lπ

+π− for D → π+π−π0 (a, b) and D → K+K−π0 (c, d), respectively.
The black points with error bars show the measured values in each bin. The red lines show the predicted values from the fit.
The blue and green lines represent the predicted values under the hypotheses of F+ = 0 and F+ = 1, respectively.

the ratio between DT and ST detection efficiencies. Ad-
ditional sources of uncertainty come from the input pa-

rameters of the CP -even fraction F f
+ and ⟨N+⟩. The sys-

tematic uncertainties arising from the DT and ST yields
are estimated with the same approaches as used in the
measurements with pure CP tag modes. The detection
uncertainties of the ratio between the DT and ST detec-
tion efficiencies cancel according to the Nf/g and ⟨N+⟩
calculations. The uncertainty on Fπ+π−π+π−

+ is taken

from Ref. [6], while those of Fπ+π−π0

+ and FK+K−π0

+ are
taken from the current analysis. For the determination
using the identical tag and signal modes, the uncertainty
associated with F g

+ is not considered. The uncertainty
in the F g

+ measurement associated with the ST and DT
yields is obtained through uncertainty propagation ac-

cording to Eqs. 8 and 9. Those associated with F f
+ and

⟨N+⟩ are determined by generating a large number of

simulated pseudoexperiments, where F f
+ and ⟨N+⟩ are

sampled from a Gaussian distribution, and the corre-
sponding standard deviations of F g

+ are taken as the un-
certainties. Here the uncertainties of ⟨N+⟩ include both

the statistical and systematic uncertainties of the ST and
DT yields.

In the F g
+ measurement performed in bins of phase-

space of the mixed-CP tag modes D → K0
S,Lπ

+π−, the
uncertainties include those associated with the DT yields,
the input parameters of ci(c

′
i) and Ki(K

′
i) and bin mi-

gration effects. The uncertainties of the DT yields as-
sociated with the same fit procedure are assumed to be
identical among different phase-space bins, and therefore
cancel in the F g

+ extraction. The uncertainties arising
from the peaking-background in the DT yields and from
the knowledge of the migration matrices are estimated
with a ‘toy MC’ method, where fits are performed to a
large number of simulated samples in which the size of
the peaking background and the elements of the migra-
tion matrices are sampled from Gaussian functions with
means and widths set to the values in data. The stan-
dard deviations of the distributions of fitted F g

+ values
are taken as the corresponding uncertainties. The uncer-
tainties associated with the input parameters of ci, c

′
i, Ki

and K ′
i are estimated with a revised likelihood function
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given by

−2ln L = −2

8∑
i=1

lnG(Mobs
i , σMobs

i
;M exp

i )

−2

8∑
i=1

lnG(M ′obs
i , σ′

M ′obs
i

;M ′exp
i )

−2lnG(Ki,K
′
i, σKi,K′

i
)

−2lnG(ci, c
′
i, σci,c′i),

(22)

where G(Ki,K
′
i, σKi,K′

i
) (G(ci, c

′
i, σci,c′i)) is the Gaussian

function with the means of Ki and K ′
i (ci and c′i) tak-

ing into account the correlated uncertainty matrix σKi,K′
i

(σci,c′i). An alternative fit with Eq. 22 is performed

with the parameters reported in Ref. [41], the resultant

σ =
√
σ2
revised − σ2

stat is taken as the uncertainty, where
σrevised and σstat are the resultant uncertainties of the
fits with the revised and baseline likelihood functions,
respectively.

In addition to the above uncertainties, the uncertainty
due to MC modeling must be considered. In the measure-
ments with CP -eigen and global CP -mixed tag modes,
the MC modeling affects the ratio between the DT and
ST efficiencies ϵDT/ϵST, therefore the effects on the tag-
side efficiency cancel, and only the MC modeling of sig-
nal side (D → π+π−π0 and D → K+K−π0) needs to be
taken into account. To estimate the corresponding un-
certainties, a large number (500) of toy MC samples are
generated by sampling the modeling parameters of signal
side with a Gaussian function incorporating their means
and uncertainties obtained from the amplitude analysis.
The measurements are repeated based on the signal MC
samples with different modeling parameters, individually,
and the standard deviations of F g

+ are taken as the uncer-
tainties. In the measurement with the binned mixed-CP
tags (D → K0

S,Lπ
+π−), the MC modeling affects effi-

ciencies in different phase-space bins, therefore only the
effects on the tag side are considered (the uncertainties on
the signal side actually having been already considered
as those associated with ci, c

′
i, Ki and K

′
i). To estimate

the corresponding uncertainty, a conservative estimation
with the assumption of uniform tag efficiencies in dif-
ferent phase-space bins is carried out, in which Eqs. 23
and 24 are revised as

Mi = h

8∑
j=1

ϵij
ϵSTj

[Kj+K−j−2
√
KjK−jcj(2F

g
+−1)], (23)

M ′
i = h′

8∑
j=1

ϵ′ij
ϵ′STj

[K ′
j +K ′

−j + 2
√
K ′

jK
′
−jc

′
j(2F

g
+ − 1)].

(24)
where ϵSTj (ϵ′STj ) is the tag detection efficiency for the

events produced in the jth phase-space bin. The resultant
difference in F g

+ is taken as the systematic uncertainty
associated with the signal MC modeling.

IX. COMBINATION OF RESULTS

The results of F g
+ for the different categories of tags

are summarized in Table VIII. Least χ2 fit, taking into
account the correlated and uncorrelated uncertainties
among the different tags, is performed to obtain the av-
erage value and the χ2 is given by

χ2 = ∆FT
+V

−1∆F+, (25)

where ∆F+ is the difference between measured F+ and
expected value for each category of tags. V is the covari-
ance matrix defined as below,

Vij =

{
(σsyst.

i )2 + (σstat.
i )2, i = j

σcorr.
i ρijσ

corr.
j , i ̸= j

, (26)

where the index i(j) represents the i(j)-th category of

tags, σsyst.
i and σstat.

i are the total systematic and sta-
tistical uncertainty for i-th category of tags. σcorr.

i(j) is

the correlation uncertainties of i(j)-th category of tags
and ρij is the correlation coefficients among i-th and j-
th categories of tags. The correlation coefficients of the
obtained F+ under the different tag modes, as summa-
rized in Table IX, mainly arise from the common inputs
of ⟨N+⟩, which are estimated with toy MC studies with
Gaussian functions of each parameter. The results are
also shown in Table VIII and the χ2 per degree of free-

dom is 2.39 for the Fπ+π−π0

+ combination and 0.21 for

the FK+K−π0

+ combination. The worse fit quality in the
D0 → π+π−π0 case is driven by a 2.5 σ difference in re-
sult between the result obtained with the pure CP tags
and that obtained with the D → K0

S,Lπ
+π− tags.

X. SUMMARY

In summary, the CP -even fractions of D0 → π+π−π0

and D0 → K+K−π0 are measured by using an
e+e− collision data sample corresponding to an inte-
grated luminosity of 7.93 fb−1 collected at the center-
of-mass energy 3.773 GeV with the BESIII detector.

The results are Fπ+π−π0

+ = 0.9406± 0.0036± 0.0021 and

FK+K−π0

+ = 0.631± 0.014± 0.011, respectively. These
are consistent with the previous results performed with
CLEO-c data [4, 5] within 1.9 σ and 1.7 σ, and the
precision is improved by factors of 3.9 and 2.6 for
D → π+π−π0 and D → K+K−π0, respectively. For
D → π+π−π0, the uncertainty of F+ is mainly due to
N−.

Comparing the results among different tag modes, the
pure CP tags are the most powerful. The self-tag modes
and the binned D → K0

S,Lπ
+π− modes also have a

high weight in the combination. In future studies, the
CP -mixed tag modes of D → 2(π+π−), D → π+π−π0

and D → K+K−π0 can be analysed in bins of phase
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TABLE VII. Summary of the systematic uncertainties for D0 → π+π−π0 and D0 → K+K−π0.

Source CP eigen K+K−π0 π+π−π0 2(π+π−) K0
S,Lπ

+π−

D → π+π−π0

Migration — — — — 0.0010
ST/DT 0.0022 0.0133 0.0081 0.0141 0.0016
Inputs — 0.0354 0.0006 0.0226 0.0070

MC model 0.0004 0.0030 0.0001 0.0016 0.0003
Total 0.0022 0.0379 0.0081 0.0267 0.0073

D → K+K−π0

Migration — — — — 0.001
ST/DT 0.006 0.009 0.012 0.016 0.002
Inputs — 0.023 0.016 0.028 0.006

MC model 0.005 0.004 0.001 0.004 0.022
Total 0.008 0.025 0.020 0.033 0.023

TABLE VIII. Results of F g
+ from different tag modes and

the value of the combination, where the first uncertainties are
statistical and the second systematic.

Tag mode Fπ+π−π0

+ FK+K−π0

+

Pure CP 0.9432± 0.0040± 0.0022 0.623± 0.020± 0.008
K+K−π0 1.0060± 0.0675± 0.0379 0.649± 0.125± 0.025
π+π−π0 0.9472± 0.0139± 0.0081 0.631± 0.030± 0.020
2(π+π−) 0.9948± 0.0230± 0.0267 0.667± 0.058± 0.033
K0

S,Lπ
+π− 0.9065± 0.0116± 0.0073 0.652± 0.033± 0.023

Combined 0.9406± 0.0036± 0.0021 0.631± 0.014± 0.011

TABLE IX. Correlation coefficients of the obtained F g
+ un-

certainties under the different tag modes which mainly arise
from the common inputs of ⟨N+⟩ for the signal decays of
D0 → π+π−π0 and D0 → K+K−π0.

Tag mode(i) Tag mode(j) ρπ
+π−π0

ij ρK
+K−π0

ij

CP tag K+K−π0 0.031 0.106
CP tag π+π−π0 0.015 0.292
CP tag 2(π+π−) 0.050 0.234
K+K−π0 π+π−π0 0.014 0.077
K+K−π0 2(π+π−) 0.038 0.057
π+π−π0 2(π+π−) 0.015 0.163

space to extract F s
+ in the same manner as for the

D → K0
S,Lπ

+π− tags. This approach is expected to lead
to further improvements in precision, as will the anal-
ysis of the larger DD̄ sample of 20 fb−1 now available
at BESIII. Our measurements of the CP -even fractions
of D → π+π−π0 and D → K+K−π0 measured provide
valuable input for the measurements of the CKM an-
gle γ and the search for indirect CP violation in charm-
mixing [10] at the LHCb and Belle-II experiments.
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XII. APPENDIX: EFFICIENCY MATRICES

The efficiency matrices of D → π+π−π0 ver-
sus D̄ → K0

S,Lπ
+π− and D → K+K−π0 versus
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D̄ → K0
S,Lπ

+π− are shown in TABLE X.
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TABLE X. Efficiency matrices ϵij (%) for π+π−π0 versus K0
S,Lπ

+π− and K+K−π0 versus K0
S,Lπ

+π−. The row i shows the
reconstructed bin and the column j gives the produced bin.

Bin 1 2 3 4 5 6 7 8
ϵij for K0

Sπ
+π− versus π+π−π0

1 12.383 1.167 0.067 0.029 0.040 0.032 0.060 1.171
2 0.685 13.551 0.405 0.008 0.000 0.011 0.017 0.066
3 0.057 0.604 15.332 0.362 0.002 0.004 0.010 0.028
4 0.014 0.013 0.255 14.879 0.098 0.005 0.014 0.011
5 0.069 0.008 0.004 0.309 14.232 0.628 0.011 0.009
6 0.027 0.004 0.000 0.007 0.299 12.730 0.525 0.017
7 0.066 0.035 0.009 0.004 0.013 0.835 12.357 0.997
8 0.963 0.118 0.019 0.004 0.017 0.045 0.928 12.121

ϵij for K0
Lπ

+π− versus π+π−π0

1 20.198 1.537 0.018 0.000 0.000 0.114 0.044 2.107
2 0.650 19.354 0.681 0.003 0.000 0.004 0.000 0.013
3 0.006 0.480 19.839 0.892 0.041 0.016 0.000 0.000
4 0.000 0.000 0.204 19.637 0.355 0.000 0.003 0.000
5 0.000 0.005 0.017 0.408 19.373 0.451 0.000 0.000
6 0.012 0.002 0.000 0.000 0.945 17.801 0.824 0.016
7 0.026 0.000 0.000 0.028 0.000 2.207 18.237 1.660
8 1.199 0.001 0.000 0.000 0.000 0.003 2.164 17.486

ϵij for K0
Sπ

+π− versus K+K−π0

1 9.552 0.746 0.057 0.015 0.034 0.028 0.062 0.834
2 0.433 9.981 0.306 0.004 0.000 0.005 0.016 0.033
3 0.027 0.404 10.809 0.285 0.002 0.003 0.008 0.026
4 0.015 0.009 0.177 10.638 0.077 0.008 0.005 0.005
5 0.029 0.000 0.006 0.231 9.869 0.370 0.007 0.006
6 0.012 0.000 0.005 0.002 0.207 8.863 0.362 0.018
7 0.033 0.023 0.007 0.006 0.006 0.631 8.716 0.630
8 0.563 0.062 0.010 0.000 0.013 0.046 0.700 8.728

ϵij for K0
Lπ

+π− versus K+K−π0

1 13.474 1.163 0.002 0.000 0.016 0.041 0.052 1.414
2 0.454 13.065 0.497 0.024 0.000 0.002 0.000 0.009
3 0.016 0.378 13.768 0.483 0.003 0.000 0.000 0.000
4 0.000 0.005 0.257 14.327 0.107 0.000 0.000 0.001
5 0.005 0.000 0.008 0.147 15.329 0.453 0.006 0.001
6 0.002 0.002 0.001 0.000 0.387 12.972 0.569 0.013
7 0.013 0.000 0.001 0.004 0.000 1.279 12.355 1.169
8 0.854 0.000 0.007 0.000 0.000 0.006 1.360 12.018
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