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Abstract: We present a study of the resonant structure of the decay D0 → K0
Lπ

+π−,
using quantum-correlated D0D̄0 data produced at

√
s = 3.773 GeV. The data sample

was collected by the BESIII experiment and corresponds to an integrated luminosity of
2.93 fb−1. This study is the first amplitude analysis of a decay mode involving a K0

L,
which also results in the first measurement of the complex U-spin breaking parameters
(ρ̂) related to various CP -eigenstate resonant modes through which the three-body decay
proceeds. The moduli of the ρ̂ parameters have central values in a wide range from 0.4

to 12.1, which indicates substantial U-spin symmetry breaking. We present the fractional
resonant contributions and average strong-phase parameters over regions of phase space for
both K0

Sπ
+π− and K0

Lπ
+π− modes. We also report the ratio of the branching fractions

between K0
Lπ

+π− and K0
Sπ

+π− decay modes and the CP -even fraction of the K0
Lπ

+π−

state calculated using the U-spin breaking parameters.
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1 Introduction

The phenomenon of CP violation in the standard model (SM) is parametrized by a sin-
gle irreducible phase in the complex Cabibbo-Kobayashi-Maskawa (CKM) quark-mixing
matrix [1, 2], which describes the weak interaction of quarks. Exploiting the unitary
nature of the CKM matrix, this CP -violating phase can be represented on the complex
plane as the argument of a particular combination of the CKM elements Vqq′ . The phase
− arg [(V ∗ubVus)/(V

∗
cbVcs)] is denoted by γ and can be measured by studying interference be-

tween decays with identical final states where one proceeds via a b→ u transition [3–5]. The
decay B± → Dh±, where h± denotes a K± or π± and D a superposition of the flavor states
of neutral D meson, proceeds almost purely at tree-level; electroweak box and loop cor-
rections are below O(10−7) [6], thereby excluding the possibility of loop-level contributions
from beyond-the-SM physics [7]. The absence of theoretical uncertainties makes this chan-
nel ideal to determine γ. The γ determination method put forward in Refs. [8, 9] requires
the D meson to decay into self-conjugate multi-body final states such as K0

Sπ
+π−. Such

multi-body D-meson decays provide regions of phase space where interference between CP -
eigenstates of the D meson [3], and Cabibbo-favoured (CF) and doubly Cabibbo-suppressed
(DCS) [4] decays take place, which allows γ and the strong-dynamics of the B decay to be
extracted from a single decay mode.

Although the current world average of γ is still statistically limited, the statistical
uncertainty has reduced by approximately a factor eight over the last decade, and the
ultimate data samples of LHCb and Belle II should result in a statistical uncertainty in
γ close to 1◦. The primary source of systematic uncertainty is inputs from the D-decay
parameters [10, 11]. These inputs are the strong-phase differences ∆δD, between D0 and
D̄0 decays which are measured in quantum-correlated D decay [12, 13]. The strong-phase
difference arising from the interference of D0 and D̄0 decaying into a common final state
K0

Sπ
+π− is a critical input not only to the γ measurement using B± → DK± decay channels

but also to other important flavor studies: the time-dependent measurement of the CKM
angle β through B0 → D̄(∗)0h0 decays [14, 15] and the measurement of CP violation and
mixing in neutral D meson system [16].

Quantum-correlated DD̄ events at ψ(3770) recorded at BESIII give access to the
strong-phase difference when D decays are reconstructed by means of flavor tagging [17].
The pairs of D mesons are quantum-correlated because they are produced in a JPC = 1−−

state with an anti-symmetric wavefunction,

|ψ(3770)〉 = |DD̄〉 =
1√
2

(
|D0〉|D̄0〉 − |D̄0〉|D0〉

)
, (1.1)

which constrains the decay product of one D meson given the other, discussed more specif-
ically in section 2. A model-independent BESIII analysis measured the average sine and
cosine of ∆δD for K0

Sπ
+π− (ci, si) and K0

Lπ
+π− (c′i, s

′
i) [18, 19]. Inclusion of the K0

Lπ
+π−

mode provides a three-times-larger data sample at BESIII due to higher K0
L reconstruction

efficiency and combinatorics of DD̄ → (K0
Sπ

+π−)2 versus DD̄ → (K0
Sπ

+π−,K0
Lπ

+π−) de-
cays. However, including these K0

Lπ
+π−decays introduces a systematic uncertainty related
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to assumptions about the values of complex U-spin breaking parameters (ρ̂) that separate
the decay amplitudes of D0 → K0

Lπ
+π− and D0 → K0

Sπ
+π− modes. In previous analy-

ses [18–20], the nominal value of the parameters was unity; and a systematic uncertainty on
this assumption was derived by assuming |ρ̂| had an uncertainty of 50% and arg (ρ̂) could
have any value in the interval (−180◦, 180◦). These U-spin breaking parameters, which are
discussed in greater detail in section 2, have never been experimentally determined and the
only way to measure them is through an amplitude analysis of the D0 → K0

Lπ
+π− decay.

This paper presents the first experimental measurements of ρ̂ in this decay.
The remainder of this paper is organized as follows. A brief discussion about the

model-independent measurement of strong-phase parameters and a review of amplitude
parametrizations for a three-body decay are given in section 2. An overview of the BESIII
detector and the simulations performed for this analysis is given in section 3, while section 4
lists various event selection criteria adopted to select the data samples. The amplitude
analysis implementation and validation are presented in section 5. Results are given in
section 6, while section 7 presents a study of systematic uncertainties. Section 8 provides
additional model predictions in the form of CP content of K0

Sπ
+π− and K0

Lπ
+π− modes

and the ratio of their branching fractions in D decays. Section 9 reports the conclusions.

2 Strong-phase and amplitude-analysis formalism

In this section we first define the strong-phase parameters and how those for D → K0
Sπ

+π−

and D → K0
Lπ

+π− are related together. Then we discuss the amplitude-analysis technique
employed to determine the ρ̂ parameters.

The D-decay parameters that appear in these studies are cosines and sines of the
strong-phase difference averaged over regions of phase space. The two-dimensional phase
space of K0

Sπ
+π− and K0

Lπ
+π− decay modes is described in terms of pairwise invariant

masses of the final-state particles. Of the three possible permutations, only two will be
independent, forming a Dalitz plot (DP) for which the phase space is uniform within its
boundaries. In this paper we use invariant squared masses of K0

S(L)π
+ and K0

S(L)π
−, which

are written as sK0
S(L)

π+ and sK0
S(L)

π− , respectively. The DP is divided into bins to gain
sensitivity to the large variations in the strong-phase difference ∆δD across the DP. One
common binning scheme is the equal-∆δD binning that minimizes the variation in the values
of ∆δD in each bin; this scheme is shown in figure 1. The DP is divided into sixteen bins,
which are symmetric about the line sK0

S(L)
π+ = sK0

S(L)
π− . The weighted averages of cosines

and sines of the strong-phase difference in the ith bin of the DP are given by

ci =
1√∫

i |AD(x)|2dx
∫
i |AD̄(x)|2dx

∫
i
|AD(x)||AD̄(x)|cos(∆δD)dx, (2.1)

and an analogous expression with sine of the strong-phase difference, where AD(x) and
AD̄(x) are the decay amplitudes of D0 and D̄0, respectively, at point x =

(
sK0

Sπ
+ , sK0

Sπ
−

)
in the same bin on the DP of the final state K0

Sπ
+π−. A similar definition of strong-phase

parameters c′i and s
′
i can be written for the K0

Lπ
+π− decay mode. The primed parameters

henceforth correspond to the K0
Lπ

+π− mode.
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Figure 1: Equal-∆δD bins on the Dalitz plot of D0 → K0
Sπ

+π− decay.

In a model-independent measurement of c(′)
i and s

(′)
i with quantum-correlated DD̄

events, the observables are yields of events for which the decays of both the D meson
states are reconstructed, known as double-tagged (DT) yields. More precisely, the first set
of observables are the expected yields of K0

Sπ
+π− or K0

Lπ
+π− in the ith DP bin that are

reconstructed against an exact or approximate CP eigenstate such as K+K− or π+π−π0.
These observables, conventionally denoted by M (′)

i for the K0
S(L)π

+π− mode, are only sen-

sitive to c(′)
i but not s(′)

i . The second set of observables are yields of the signal K0
S(L)π

+π−

mode in the ith DP bin reconstructed against another K0
Sπ

+π− mode in the jth bin of its
DP. These are denoted by M (′)

ij and are sensitive to both c
(′)
i and s

(′)
i . Furthermore, the

measured parameter differences between K0
Sπ

+π− and K0
Lπ

+π− modes, ∆cmeas
i = (ci − c′i)

and ∆smeas
i = (si − s′i) are constrained to their model-predicted values ∆cpred

i and ∆spred
i ,

respectively. The constraint is implemented via a χ2 penalty term:

χ2 =
∑
i

[(
∆cmeas

i −∆cpred
i

)
/δ(∆cpred

i )
]2

+
∑
i

[(
∆smeas

i −∆spred
i

)
/δ(∆spred

i )
]2
, (2.2)

where δ(∆cpred
i ) and δ(∆spred

i ) are the associated uncertainties on the model-predicted
differences. Including the K0

Lπ
+π− final state improves sensitivity, particularly to s(′)

i .
The uncertainties on the model-predicted values of the differences, δ(∆cpred

i ) and
δ(∆spred

i ) are dominated by assumptions associated with the U-spin breaking parame-
ters [18, 19]. This uncertainty motivates an amplitude analysis of D0 → K0

Lπ
+π−, which

will test these assumptions and determine a well defined data-driven uncertainty.
With the motivation for an amplitude analysis of D0 → K0

Lπ
+π− described, we now

provide the formalism for such an analysis. Any three-body decay D → abc can proceed
via multiple quasi-independent two-body intermediate channels:

D → rc, r → ab, (2.3)
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where r is an intermediate resonance. The total effective amplitude of this decay topology
is given by a coherent sum of all the contributing resonant channels. This approximation is
called the isobar model, where the contributing intermediate amplitudes are referred to as
the isobars. Isobars can be modeled with various complex dynamical functions, the choice
of which depends on the spin and width of the resonance. In addition to the resonant
modes, the total decay amplitude may also include a three-body non-resonant channel:

A(x) = Aresonant +ANR =
∑
r

are
iφrAr(x) + a0e

iφ0 , (2.4)

where A(x) is the final decay amplitude at position x in the DP. Here the complex coupling
parameters areiφr correspond to resonant contributions denoted by r and provide relative
magnitudes and phases to each of these resonant amplitudes. As the DP phase space is
uniform, only the dynamical part Ar(x) of the total decay rate results in variations of event
density over the DP. Nominally, the dynamics of the modes associated with well isolated
and narrow resonant structures with spin one or two are described by relativistic Breit-
Wigner functions. In contrast, dynamics of broad overlapping resonant structures, which
usually is the case with scalars, are parametrized using the K-matrix formulation borrowed
from scattering theory. For the subsequent discussions on various parametrizations in the
rest of this section, a generic decay chain will be referred to, as in eq. 2.3, with an angular-
momentum transfer JD → jr + L, where JD and jr denote the intrinsic spins of D and r,
and L is the relative orbital angular momentum between r and c.

Relativistic Breit-Wigner functions are phenomenological descriptions of non-overlapping
intermediate transitions that are away from threshold. Their dynamical structure takes the
form

Tr(s) =
1

m2
0 − s− im0Γ(s)

, (2.5)

where m0 is the resonance mass and
√
s is the resonance two-particle invariant mass. The

momentum-dependent resonance width Γ(s) relates to the pole width (Γ0) as

Γ(s) = Γ0
m0√
s

(
q

q0

)(2L+1)

BLr (q, q0). (2.6)

Pole masses and widths in this analysis are fixed to the PDG values [21]. The function
BLr (q, q0) is the centrifugal-barrier factor [22] in the decay r → ab, where q is the momentum
transfer in the r decay in its rest frame and q0 is q evaluated at m0. The full Breit-Wigner
amplitude description includes, in addition to the dynamical part Tr(s), barrier factors
corresponding to P - and D-wave decays of the initial state D meson and resonance r
decays, BLD and BLr respectively, and an explicit spin-dependent factor (ZL):

ABWr = Tr(s)× BLr (q, q0)× BLD(p, p0)×ZL(JD, jr,p,q). (2.7)

Here p denotes momentum of the spectator particle c in the resonance rest frame and p0

is the corresponding on-shell value. Scaling of the Breit-Wigner lineshape by the barrier
factors optimizes the enhancement or dampening of the total amplitude depending upon
the relative orbital angular momentum (or the spin of the resonance) of the decay and the
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L Form factor BLr (q, q0)

0 1

1
√

1+q20d
2

1+q2d2

2
√

9+3q20d
2+(q20d

2)2

9+3q2d2+(q2d2)2

Table 1: Normalized Blatt-Weisskopf barrier factors [23] for resonance decay exhibiting
spin and momentum-dependent effects.

linear momenta of the particles involved. For resonances with spin greater than or equal
to one and small decay interaction radius (or impact parameter) of the order 1 fm, large
momentum transfer in the a, b system is disfavoured because of limited orbital angular
momentum between r and c. Blatt-Weisskopf form factors [23], normalized to unity at
q = q0, are used to parametrize the barrier factors whose functional forms are given in
table 1, where d denotes the interaction radius of the parent particle. Similar expressions
for D-decay barrier factors can be written in terms of momentum of the spectator particle
evaluated in the D rest frame.

The spin-dependence of the decay amplitudes are derived using covariant spin-tensor
or Rarita-Schwinger formalism [24–27]. The pure spin-tensors for spin 1 and 2 from spin-
projection operators Θ and the break-up four-momentum kµ = aµ − bµ in the resonance
rest frame (so that three-momentum k = 2q) are given by

Sµ = Θµνk
ν , (2.8)

Tµν = Θµνρσk
ρkσ. (2.9)

Using the above defined spin-tensors together with the orthogonality and spacelike condi-
tions on Lorentz invariant functions of rank one and two for P and D wave, respectively,
when summed over all the polarization states, it is possible to arrive at the following defi-
nitions of the angular decay amplitude:

A(0→ 1 + 1) : ZL=1 = ΘµνSµLν , (2.10)

A(0→ 2 + 2) : ZL=2 = ΘµρΘνσTµνMρσ, (2.11)

where L and M are normalized tensors describing the states of relative orbital angular
momenta L = 1 and L = 2. Simplified expressions for the angular amplitudes in terms of
four-momenta of the states involved and their invariant masses are given in appendix A.

Overlapping S−wave pole production with multiple channels in two-body scattering
processes are best described by the K-matrix formulation [28–30]. A sum of Breit-Wigner
functions to describe such broad resonant structures violate the unitarity of the transition
matrix T . The idea is to write the total effective T matrix in terms of the K matrix

T̂ = (1− iK̂ω)−1K̂. (2.12)
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The K-matrix contains contributions from all the poles, intermediate channels and all pos-
sible couplings. Here the parameter ω is a diagonal matrix with the phase-space densities of
various channels involved as its elements. As an example, in low energy ππ → ππ scatter-
ing, the total amplitude carries a contribution from coupling between the resonance f0(980)

and a KK channel, which is partly responsible for the sharp dip observed in the scattering
amplitude near 1 GeV. A simple Breit-Wigner function cannot explain this variation in the
amplitude.

This recipe can be translated to decay processes involving broad overlapping resonance
structures produced in an S−wave. An initial state first couples to K-matrix poles with
strength parametrized by βα for pole α, and these poles in turn couple to various inter-
mediate channels i in the K-matrix with strengths characterized by gαi . Direct coupling
between initial state and these K-matrix channels is also a possibility and the correspond-
ing strength is denoted by fprod

1i , scaling a slowly varying polynomial term in s and an
arbitrary parameter sprod

0 , which are fixed from a global analysis of ππ scattering data [29].
Summing these contributions together results in the production vector P̂ :

P̂i =
∑
α

βαg
α
i

m2
α − s

+ fprod
1i

1− sprod
0

s− sprod
0

, (2.13)

where mα are the pole masses and s is the kinematic variable, in this case the invariant
squared-mass of the two pions from the three-body decay. The structure of the K matrix
in a decay process with poles α and decay channels denoted by i and j is given by

Kij(s) =

(∑
α

gαi g
α
j

m2
α − s

+ f scatt
ij

1− sscatt
0

s− sscatt
0

)
fA0(s). (2.14)

The intermediate channels considered in the present case are ππ, KK, ππππ, ηη and ηη′.
In addition to the pole terms, direct scatterings between channels are also considered with
strengths f scatt

ij in a polynomial term in s and parameter sscatt
0 [29]. An arbitrary kinematic

singularity appears below the ππ production threshold at
√
s ∼ mπ/

√
2. The so-called

Adler-zero term, fA0(s) [15] is multiplied to the entire K-matrix to suppress it. Finally,
the total production amplitude for a final decay channel j can be written in terms of the
P vector as

A(L=0)
ππ (s)j =

(
I − iK̂(s)ω̂(s)

)−1

ji
Pi(s). (2.15)

In the present case of D0 → K0(ππ)S , five poles of K matrix are considered, which
are summarized in table 2. These may be associated with T poles as physical resonances:
f0(980), f0(1370), f0(1500), f0(1710), and a broad spectrum f0(1200− 1600). Moreover,
K matrix couplings associated with only ππ final states, i.e., j = 1 or first row of the
(I − iK̂ω̂)−1 matrix, are considered.

The Kπ scalar contribution is described by a parametrization developed by the LASS
collaboration, again originally designed for scattering processes [31]. The first scalar exci-
tation of the Kπ state is K∗0 (1430), so the CF non-resonant process carries a considerably
larger contribution and is described by the empirical LASS formulation. The total LASS
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α mα [GeV/c2]

1 0.65100
2 1.20360
3 1.55817
4 1.21000
5 1.82206

Table 2: Poles and couplings in K-matrix [15, 29]. The intermediate channels include ππ,
KK, ππππ, ηη and ηη′

amplitude is a sum of a Breit-Wigner resonant term and a non-resonant scattering term,
scaled by an overall complex coupling parameter as

A
(L=0)
Kπ (s) = are

iφr(R sin δRe
iδRei2δS + S sin δSe

iδS ), (2.16)

where

δR = φR + tan−1

[
m0Γ(s)

m2
0 − s

]
,

δS = φS + cot−1

[
1

aq
+
rintq

2

]
.

The parameters ReiφR and SeiφS are relative complex amplitudes of the resonant and non-
resonant (direct scattering) terms, respectively. The parameter a is the scattering length
and rint is the effective interaction length in the case of direct scattering. More details can
be found in Ref. [31]. The same parametrization is used for the DCS K∗0 (1430)+ resonant
process for which ar and φr are again nominally to be determined from the fit.

In the remainder of this section we discuss the application of the isobar model to
D0 → K0

S,Lπ
+π− decays. Non-trivial effects on the rate of hadronic decays involving

pions and neutral kaons as a result of DCS transitions interfering with CF transitions
are expected [32]. A manifestation of this interference effect is a small difference in the

Figure 2: CF D0 → K̄0π+π− (left) and DCS D0 → K0π+π− (right) decay diagrams.
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decay rates of processes involving a K0
S versus a K0

L in the final state. Consider the decay
process D0 → K0

Sπ
+π−, which can proceed both via the CF D0 → K̄0π+π− and the DCS

D0 → K0π+π−.
In addition to the pure CF and DCS sub-transitions, as shown in figure 2, a mixture

of these, where the two pions are produced in a CP eigenstate resonance, is also a viable
transition process to the K0

Sπ
+π− final state. Note that the two amplitudes would be

identical under the interchange of the s and d quarks involved in the weak interaction,
which is referred to as U-spin symmetry. Using the phase convention CP |K0〉 = −|K̄0〉, the
partial amplitude of intermediate processes involving only neutral CP eigenstate resonances
kCP , i.e. D0 → K0

S(π+π−)kCP
, can be written as a superposition of D0 → K̄0π+π− and

D0 → K0π+π− as follows

A
(
D0 → K0

S(ππ)kCP

)
=

1√
2

(
A(D0 → K̄0(π+π−))−A(D0 → K0(π+π−))

)
(2.17a)

=
1√
2
A(D0 → K̄0(π+π−))

(
1− A(D0 → K0(π+π−))

A(D0 → K̄0(π+π−))

)
. (2.17b)

Defining A(D0 → K0(π+π−))/A(D0 → K̄0(π+π−)) = −tan2θC ρ̂, where ρ̂ may be un-
derstood as a U-spin breaking parameter, the K0

Sπ
+π− CP transition amplitude can be

written as

A(D0 → K0
S(ππ)kCP

) =
1√
2
A(D0 → K̄0(π+π−))

(
1 + ρ̂kCP

tan2θC
)
. (2.17c)

The U-spin breaking parameter, ρ̂ (= reiδ) is a complex and purely empirical quantity. For
a three-body decay with multiple exclusive CP eigenstate resonant contributions (kCP ), ρ̂
factors for each are denoted by ρ̂kCP

. The ρ̂ parameters carry the phase-shifts generated as
a result of DCS interference and naively, the magnitudes |ρ| are expected to be ∼ O(1) in
the absence of any interference between CF and DCS transitions. However, the magnitudes
should be empirically measured to consider the possibility of deviation from the nominal
tan2θC Cabibbo factor. A similar treatment for the decay process D0 → K0

Lπ
+π− yields

A(D0 → K0
L(ππ)kCP

) =
1√
2
A(D0 → K̄0(π+π−))

(
1− ρ̂kCP

tan2θC

)
. (2.18a)

It is then straightforward to show that the CP−resonant amplitudes of D0 → K0
Lπ

+π−

decay process can be related to the D0 → K0
S(π+π−)kCP

amplitudes as

A(D0 → K0
L(ππ)kCP

)

A(D0 → K0
S(ππ)kCP

)
=

1− tan2θC ρ̂kCP

1 + tan2θC ρ̂kCP

≈ 1− 2tan2θC ρ̂kCP
+O(tan4θC),

which results in the relation

A(D0 → K0
L(ππ)kCP

) =
(
1− 2tan2θC ρ̂kCP

)
×A(D0 → K0

S(ππ)kCP
), (2.19)

where terms higher than second order in tanθC are neglected. An amplitude model descrip-
tion of the D0 → K0

Lπ
+π− decay mode is required for a constrained strong-phase measure-

ment. The K0
Lπ

+π− amplitude model can be obtained via the DCS interference motivated
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modifications to the well studied K0
Sπ

+π− model, such as the one stated in eq. 2.19. An-
other departure is expected in the DCS resonant modes such as D0 → (K0

L,Sπ
+)K∗π

−,
with a relative minus sign between K0

Sπ
+π− and K0

Lπ
+π− amplitudes, again because of the

phase structure in the definition of K0
L,Sπ

+π− in terms of the flavor states. We insert this
minus sign in the DCS amplitudes of K0

Lπ
+π− instead of K0

Sπ
+π− to maintain consistency

with the standalone K0
Sπ

+π− amplitude model that has no minus sign in the DCS parts.
Doing so merely introduces an extra 180◦ phase added to the nominal DCS phases and does
not affect any physics. The total amplitudes are

A(D0 → K0
Sπ

+π−) =
∑
r

ACFK̄0ππ +
∑
r′
ADCSK0ππ +

∑
kCP

ACPK0
S(π+π−)kCP

, (2.20)

A(D0 → K0
Lπ

+π−) =
∑
r

ACFK̄0ππ −
∑
r′
ADCSK0ππ +

∑
kCP

(
1− 2tan2θC ρ̂kCP

)
ACPK0

S(π+π−)kCP
.

(2.21)

The only way to determine the ρ̂ parameters associated with each of the two-body interme-
diate resonant structure contributions in K0

S,Lπ
+π− decay process, is to fit an amplitude

model for D0 → K0
Lπ

+π−, where the D0 → K0
Sπ

+π− decay may be used as a constraint in
a simultaneous fit.

3 BESIII detector and simulated sample

The BESIII detector [17] records symmetric e+e− collisions provided by the BEPCII storage
ring [33], which operates with a peak luminosity of 1× 1033 cm−2s−1 in the center-of-mass
energy range from 2.0 to 4.99 GeV. BESIII has collected large data samples in this energy
region [34]. The cylindrical core of the BESIII detector covers 93% of the full solid angle
and consists of a helium-based multilayer drift chamber (MDC), a plastic scintillator time-
of-flight system (TOF), and a CsI(Tl) electromagnetic calorimeter (EMC), which are all
enclosed in a superconducting solenoidal magnet providing a 1.0 T magnetic field. The
solenoid is supported by an octagonal flux-return yoke with resistive plate counter muon
identification modules interleaved with steel. The charged-particle momentum resolution
at 1 GeV/c is 0.5%, and the dE/dx resolution is 6% for electrons from Bhabha scattering.
The EMC measures photon energies with a resolution of 2.5% (5%) at 1 GeV in the barrel
(end cap) region. The time resolution in the TOF barrel region is 68 ps, while that in the
end cap region is 110 ps.

The experimental data used were collected with a centre-of-mass energy corresponding
the mass of the ψ(3770) resonance. The sample size corresponds to an integrated luminosity
of 2.93 fb−1.

We also use simulated events to optimize our selection, identify background contribu-
tions and validate the amplitude analysis. In the BESIII software framework, starting from
e+e− annihilation upto the charmonium resonance production part of the processes, includ-
ing the initial-state radiation (ISR) effects and the beam energy spread of 0.97 MeV, are
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simulated using the kkmc generator [35] and for the resonance decay, elaborate BesEvt-
Gen models [36] are used for they also contain dynamical information of the decay. The
resonances supported by kkmc include J/ψ, ψ(2S), ψ(3770), ψ(4040), ψ(4160), ψ(4415)

and other low lying resonances like ρ, φ, ω and their excitations.
Both inclusive and signal samples of simulated events are produced using the above

mentioned generator packages, as well as a Geant4 [37] - based detector geometry and
response simulation package. The inclusive simulation sample in this analysis is prepared
by adding together various simulated physics processes in proportion to their branching
ratios. These physics processes include D0D̄0 and D+D− from ψ(3770), J/ψ and ψ(2S)

charmonium production along with ISR, lepton pair production and qq̄ continuum. The size
of the inclusive simulation sample used for background estimation is roughly ten times that
of the experimental data. Simulated samples of K0

Sπ
+π− and K0

Lπ
+π− decays, with a size

one hundred times that of experimental data, are produced to normalize the probability
density in the amplitude fit. Simulated signal decays including resonant structures are
produced to validate the amplitude fit.

4 Event selection

We use a sample of quantum-correlated e+e− → D0D̄0 events, which are produced close to
the kinematic threshold for this process. No other particles accompany theD mesons, which
results in a low-background environment to reconstruct the D candidates. We identify the
flavor of the neutral D meson decaying into the signal modes K0

S,Lπ
+π− by reconstructing

the other D meson state in a flavor-specific mode, which is also commonly known as the tag
mode, and this full-reconstruction technique is referred to as the double-tag method. The
K0

Lπ
+π− signal mode is reconstructed with the K0

L candidate treated as a missing particle,
which makes using the semi-leptonic exact flavor-tag modes with high branching fraction
such as K+e−ν̄e infeasible. Therefore, K+π−, K+π−π+π− and K+π−π0 hadronic flavor
tag modes are utilized in this analysis to select the signal decay modes D0 → K0

S,Lπ
+π−.

We account for the small DCS contamination of these hadronic flavor tags as part of the
analysis. Note that inclusion of charge-conjugate processes is implied throughout unless
stated otherwise.

Charged particles are reconstructed in the tracking system within the MDC acceptance
|cosθ| < 0.93, where θ is the polar angle of the track with respect to the axis of the MDC
(z-axis). For the charged particles that are direct products of the the D mesons, we require
the distance of closest approach to the interaction point (IP) to be less that 1 cm in the
x − y plane and less than 10 cm along the z-axis. Whereas for the pion candidates used
to reconstruct K0

S → π+π− decays, the only condition is on their distance to the IP along
the z-axis, which is required to be less than 20 cm. We identify charged particles (PID)
using combined probabilities from both time-of-flight information from the TOF and dE/dx

measurements from the MDC under the pion and kaon hypotheses. The hypothesis with
the greater combined probability is chosen and the charged particle is identified as a pion
or a kaon accordingly.
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To select photon candidates from showers in the EMC, we require energy deposits
of at least 25 MeV in the barrel region of the EMC (|cos θ| < 0.8) and at least 50 MeV
in the end-cap region (0.86 < |cos θ| < 0.92). Photon candidates must also be isolated
from every charged track in an event by more than 10◦ to suppress the hadron interaction
induced clusters in the EMC. Furthermore, to suppress clusters associated with either beam
background or electronic noise, we require the time elapsed between the bunch crossing and
the cluster’s detection in the EMC is less than 700 ns. To reconstruct π0 candidates, it
is required that the invariant mass of a pair of photons lies within (0.110, 0.155) GeV/c2.
For better resolution, a kinematic fit is performed to constraint the di-photon mass to the
nominal π0 mass and the corresponding output four-momentum is utilized in the analysis.

Further selection is performed to suppress combinatorial backgrounds. We use two
kinematic variables to identify tag and signal D mesons: the energy difference ∆E =√
s/2− ED and the beam-energy-constrained mass,

MBC =

√
(
√
s/2)2 −

∑
i

|pi|2, (4.1)

where ED is the measured D meson energy and pi denotes the momentum vector of the ith

final state particle of the D meson under study. Signal decays peak at zero and the known
D mass in the ∆E and MBC distributions, respectively, whereas combinatorial background
does not peak at all. The signal peak in the ∆E and MBC distributions for the three tag-
modes, K+π−, K+π−π+π− and K+π−π0 are modeled with double-Gaussian functions.
Background distributions are described with polynomial and Argus functions [38] in the
∆E and MBC distributions, respectively. Candidate D mesons are required to fall within
intervals that are ±3σ about the signal peaks of both ∆E and MBC distributions. For
events containing multiple tag-side D candidates satisfying all the conditions mentioned
thus far, the combination with minimum |∆E| is selected. To suppress the cosmic ray,
Bhabha and di-muon background events in theK+π− tag mode, two charged tracks, neither
identified as an electron nor muon, with TOF time difference less than 5 ns are required.
TheK+π−π+π− tag-mode decays contain a peaking background fromK0

SK
+π− candidates

with about 2% contamination rate, as estimated from the inclusive simulation sample. To
suppress this background, a K0

S mass veto within the range [0.479, 0.518] GeV/c2 is applied
on both permutations of oppositely charged pions selected in the K+π−π+π− final state,
reducing the K0

SK
+π− background to a negligible level of 0.09%.

For the K0
Sπ

+π− signal mode, the number of charged particles passing all the condi-
tions, apart from those used to reconstruct the tag decay, is required to be greater than or
equal to four in an event. Candidate K0

S selection is performed in three steps while examin-
ing all possible combinations of the four selected charged tracks. Firstly, successive vertex
fits are performed on the primary pions from D meson and the pair of pions being tested
as final state particles coming from K0

Sdecays. The second step entails enforcing a K0
S mass

window condition with 3σ bounds [0.485, 0.510] GeV/c2 on the the invariant mass of a pair
of oppositely charged pions. Finally, a flight-significance criterion is placed wherein the
decay length of the K0

S candidate is required to be greater than twice its uncertainty. Pion
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tracks that are used to reconstruct K0
S candidates are not required to satisfy the particle

identification criteria. Furthermore, events with multiple K0
S candidates are rejected to

remove D →K0
SK

0
SX decays.

To improve the momentum resolution, kinematic fits with all the final state particle
momenta from both tag and signal sides are performed and the events for which the fit
does not converge are discarded. Constraints related to the total four-momentum, D and
K0

S masses are put in place. The signal efficiencies of the kinematic fit selection criteria
for K+π−, K+π−π+π− and K+π−π0 tagged K0

Sπ
+π− mode are 97.2%, 95.2% and 93.7%

respectively.
In the K0

Lπ
+π− signal selection, to suppress the K0

Sπ
+π− peaking background, we

require the number of charged particle tracks, that are not used to reconstruct the tag,
to be exactly two, both of which must satisfy the above mentioned conditions of track
selection. The residual four-momentum in the detector, called missing-momentum, after
reconstructing all the charged tracks on the tag side and both the pion tracks on the
signal side, is identified as a K0

L candidate; this method is referred to as the missing-
mass technique. For both the signal modes, events containing a π0 or η candidate are
vetoed for which the invariant mass of any permutation of pairs of photons falls in the
respective mass range of [0.095, 0.165] GeV/c2 and [0.48, 0.58] GeV/c2. For the K0

Lπ
+π−

mode, the π0 veto removes a significant fraction of the D0 → K0
Sπ

+π− background, where
K0

S → π0π0. To determine the selection criteria on MBC and ∆E for the D → K0
Sπ

+π−

decays, we model both the distributions by performing maximum likelihood fits as shown
in figure 3. The signal part in both ∆E and MBC distributions is described by double
Gaussian functions. The combinatorial background in the ∆E and MBC distributions is
modeled with polynomial and Argus functions, respectively. For the K0

Lπ
+π− signal mode,

a distribution of missing-mass squared defined as

M2
miss = (

√
s/2− Eπ+ − Eπ−)2 − |ptag + pπ+ + pπ− |2, (4.2)

is analysed, where (Eπ± , pπ±) is the four-momentum of π± candidates on the signal side
and ptag is the total momentum of the single-tag D meson. The M2

miss distribution is
modeled with double Gaussian functions for signal and peaking background, and a straight
line for the combinatorial background. Candidates beyond a 3σ coverage about the mean,
the bounds of which are given in table 3, are rejected in all the three kinematic variables.
The total yields obtained after full reconstruction and selection are 16490 for the K0

Sπ
+π−

mode and 39085 for the K0
Lπ

+π− mode.
Using signal simulation samples for K0

Sπ
+π− and K0

Lπ
+π− modes, average double-tag

efficiencies over the DP for each tag mode are calculated and are given in table 4. Figure 4
shows the efficiency profile over the K0

Lπ
+π− DP for the K+π− tag mode as an example.

The low momentum of pions at the edges of the DP cause these regions to have reduced
efficiency.

Inclusive simulation samples from physics processes mentioned in section 3 are sub-
jected to the same event-selection criteria as in data. Negligible background is retained
with the K0

Sπ
+π− sample due to the requirement that the six-constraint kinematic fit is

successful. However, the K0
Lπ

+π− selection criteria allow for about (10− 12)% background
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Figure 3: The ∆E, MBC distributions for K0
Sπ

+π− signal candidates (top) and ∆E, M2
miss

distributions for K0
Lπ

+π− signal candidates (bottom) in data. The red arrows indicate the
allowed signal regions.

Variable K0
Sπ

+π− K0
Lπ

+π−

∆E [GeV] [−0.027, 0.030] [−0.031, 0.038]

MBC [GeV/c2] [1.860, 1.874] −

M2
miss [GeV2/c4] − [0.203, 0.293]

Table 3: Signal ∆E, MBC and M2
miss selection bounds in data.

contamination for the three tag modes as summarized in table 4, of which approximately 5%

is K0
Sπ

+π−, which peaks in the M2
miss distribution. The remaining non-peaking background

constitutes a number of hadronic and semi-leptonic modes. Modeling of these background
events in the amplitude analysis is described in section 5.
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εDTavg [%] K0
Lπ

+π− vs. tag contamination rates [%]

Tag K0
Sπ

+π− K0
Lπ

+π− Non-peaking background K0
Sπ

+π− background

Kπ 25.85± 0.02 35.89± 0.02 5.96± 0.08 4.79± 0.07

Kπππ 12.25± 0.02 14.31± 0.01 5.84± 0.10 4.07± 0.07

Kππ0 13.02± 0.01 17.77± 0.01 6.48± 0.06 4.86± 0.05

Table 4: Average double-tag efficiencies for K0
Sπ

+π− and K0
Lπ

+π− signal modes.
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Figure 4: The DT efficiency profile for K0
Lπ

+π− signal mode tagged with the Kπ candi-
date.

5 Amplitude analysis

The strategy adopted is to fit the K0
Sπ

+π− sample alone to validate the fitter, then this
sample is used as a constraint in a simultaneous fit with the K0

Lπ
+π− sample to determine

ρ̂kCP
. The signal probability distribution function (PDF) at a phase-space point x is ex-

pressed in terms of the total amplitude Asig(x) obtained from the isobar model discussed
in section 2 and the detector efficiency ε(x):

psig(x) =
ε(x)|Asig(x)|2∫

D ε(x)|Asig(x)|2 dx
=
ε(x)|Asig(x)|2

Nsig
, (5.1)

where the normalization integral Nsig is over the DP and is calculated using Monte Carlo
(MC) integration [39], wherein the integral can be approximated as a discrete summation of
the signal PDF over a large number of phase-space points N called the integration sample:

Nsig ≈
1

N

N∑
j=0

ε(xj)
q(xj)

|Asig(xj)|2. (5.2)

The integration sample is distributed as the PDF q(x) at the end of sample generation,
reconstruction and selection and therefore can be related to the generator level PDF Q(x)
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as: q(x) = ε(x)Q(x). This allows cancellation of the explicit dependence on the efficiency
of the normalization factor which can be written as,

Nsig =
1

N

N∑
j=0

|Asig(xj)|2

Q(xj)
. (5.3)

The total PDF accounting for signal and background incoherently with appropriate
weights is

P(x) = (1− wKS
− wnp)psig(x) + wKS

pKS
(x) + wnppnp(x), (5.4)

where pKS
and pnp are the PDFs describing K0

Sπ
+π− peaking background and the non-

peaking background with weights wKS
and wnp respectively. A negative log-likelihood

function is constructed as

− 2logL′ = −2log
∏
i∈data

P(xi) = −2
∑
i∈data

log P(xi). (5.5)

Since the reconstruction efficiencies are independent of the parameters to be estimated,
they can be factored out and an effective likelihood function L can be defined as

− 2logL = −2
∑
i∈data

log P(xi) + 2
∑
i∈data

logε(xi); (5.6)

− 2logL = −2
∑
i∈data

log

[
(1− wKS

− wnp)
|Asig(xi)|2

Nsig
+ wKS

|AKS
(xi)|2

NKS

+ wnp
|Anp(xi)|2

Nnp

]
,

(5.7)
which can be minimized, without any efficiency function as an input, to obtain the param-
eters of interest (ar, φr) introduced in section 2. Here, NKS

and Nnp are the normalization
factors calculated using the K0

Sπ
+π− and non-peaking background model descriptions on

events generated with K0
Lπ

+π− reconstruction and selection efficiency effects.
The peaking background PDF pKS

can be described by the same amplitude model as
would be applied to the K0

Sπ
+π− signal acting as a constraint in the K0

Lπ
+π− fit. The

non-peaking background PDF is described using the side-bands, i.e. regions dominated by
background away from the signal, of the M2

miss distribution. The width and position of the
side-bands are optimized using the inclusive MC simulation sample with a χ2 statistic for
maximum compatibility with the non-peaking background distribution in the signal region.
The upper and lower side-band regions are defined by the limits [0.107, 0.173] GeV2/c4

and [0.323, 0.350] GeV2/c4, respectively. A two-dimensional Gaussian kernel estimator [40]
is used to model the background distribution in the side-bands. The projections of the
resultant PDF are shown in figure 5. Any difference between the distribution of background
over the DP in the sideband and the signal region is considered as a source of systematic
uncertainty.

We account for two additional effects in the fit. Firstly, we correct for the fact that
hadronic decays of the D0 → K−X, where X are combinations of pions on the tag side,
are not an exact flavour tag. This effect comes from a contamination by tag-side DCS
decays of type D0 → K+X, D̄0 → K0

S/Lπ
+π−. An event tagged by a DCS decay will
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Figure 5: Distributions of sK0
Lπ
− and sK0

Lπ
+ for candidates in the M2

miss sidebands (black
dots) in data. The fit PDF (blue) is superimposed.

incorrectly place the signal K0
S/Lπ

+π− at
(
sK0

Lπ
− , sK0

Lπ
+

)
rather than

(
sK0

Lπ
+ , sK0

Lπ
−

)
.

These DCS-tagged events can be accounted for by adding their amplitudes to the nominal
CF pure-flavor-tag amplitude coherently as

A = AF ĀḠ − ĀF̄AḠ, (5.8)

where AF (ĀF̄ ) is the amplitude of the signal decay D0(D̄0) → K0
Sπ

+π− and ĀḠ(AḠ) is
the amplitude of the tag mode D̄0(D0)→ K+π−. The decay probabilities integrated over
the allowed tag mode phase-space, at position x on the K0

Sπ
+π− and K0

Lπ
+π− DPs, are

given by

|A(x)|2K0
Sππ

=
(
|AF (x)|2 + (rGD)2|ĀF̄ (x)|2 − 2rGDRGRe[e−iδGA∗F (x)ĀF̄ (x)]

)
, (5.9)

|A(x)|2K0
Lππ

=
(
|AF (x)|2 + (rGD)2|ĀF̄ (x)|2 + 2rGDRGRe[e−iδGA∗F (x)ĀF̄ (x)]

)
, (5.10)

where the parameter rGD is the DCS to CF amplitude ratio and RGe
−iδG measures the

coherence between them for the tag mode G. The last terms in eqs. 5.9 and 5.10 contain
the interference between CF and DCS amplitudes, which dominates the tag-side DCS effects
in the total-decay probability. The values used for the hadronic parameters for the three
tag modes involved in this analysis are from the Refs. [41] and [42] and are listed in table 5.

Secondly, we account for differences in the acceptance between the experimental data
and the simulated events used to normalize the PDFs. Any difference is accounted for in
the total PDF by scaling the normalization factor by ratios of reconstruction efficiencies
in data εdata and simulated events εsim, obtained by studying BESIII control samples, for
each of the final state particles in the signal mode. These scale factors denoted by γε are
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G rGD [%] δG [◦] RG

Kπ 5.867± 0.015 190.0+4.2
−4.1 1

Kπππ 5.50± 0.07 161+28
−18 0.44+0.10

−0.09

Kππ0 4.41± 0.11 196± 11 0.79± 0.04

Table 5: DCS to CF amplitude ratios and coherence parameters [41, 42].

defined as

γε =
∏
i

εdata
i (pi)

εsimi (pi)
, (5.11)

where pi is momentum of the decay particle i ∈ {K0
S/L, π

+, π−}. The contributions to the
correction for pions arise from both PID and tracking efficiency differences. The γε factor
variations with momentum are parametrized using various polynomial and exponential
functions and the net correction in the normalisation factor defined in eq. 5.3 appears as,

N =
1

N

N∑
j=0

γε(p
K0

j , pπ
+

j , pπ
−
j ) |A(xj)|2, (5.12)

where, pK0

j , pπ
+

j and pπ
−
j are the momenta of KS/L, π

+ and π− at point x on the DP,
respectively.

Previous K0
Sπ

+π− amplitude-model analysis based on Belle and BaBar data suggests
eleven Breit-Wigner P and D wave resonances, two Kπ S-wave and a broad ππ S-wave
contribution to the three-body decay [15]. However, the BESIII data sample is two orders
of magnitude smaller than the combined Belle and BaBar data set, which means there is
no sensitivity to some of the components. We assign significance to each of the contributions
as p-values from χ2 distributions, approximated using Wilk’s theorem [43], from the ratios
of generalized log-likelihood values, calculated with and without the resonant contribution
under test. The significance values for both the scenarios against each of the test resonance
are given in table 6. The resonance ρ(770) is considered as the reference relative to which
all other resonance amplitudes are measured. In a standalone K0

Sπ
+π− amplitude fit, the

resonances K∗(1680)−, K∗(892)+, K∗2 (1430)+, K∗(1410)+ and K∗0 (1430)+ are observed
to be statistically insignificant, whereas upon including the K0

Lπ
+π− mode in the fit, only

the DCS K∗0 (1430)+ has a significance below 3σ.
The first validation of the fitter is carried out by generating an ensemble of 350 sim-

ulated K0
Sπ

+π− and K0
Lπ

+π− event samples based on a fitted model as is described in
section 6 ahead, which are fit to compare the measured and generated model parameters.
Each generated sample has the same size as the data sample. The K0

Lπ
+π− samples contain

DCS as well as background contamination in the same proportion as data for all the three
tag modes. The K-matrix parameters are global parameters and their values are known
from the large Belle-BaBar data sample [15]. Therefore, the K-matrix description is kept
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Resonance [K0
Sπ

+π−] [K0
Lπ

+π−, K0
Sπ

+π−]

K0ρ(770) − −

K0ω(782) 5.1 8.8

K0f2(1270) 7.3 11.9

K0ρ(1450) 4.2 12.1

K∗(892)−π+ 86.3 168.9

K∗2 (1430)−π+ 12.4 19.1

K∗(1680)−π+ 1.7 5.7

K∗(1410)−π+ 4.2 3.7

K∗(892)+π− 0.5 17.0

K∗2 (1430)+π− 2.0 4.3

K∗(1410)+π− 1.1 2.9

K∗0 (1430)−π+ 20.1 37.1

K∗0 (1430)+π− 1.1 2.0

π+π− S-wave 32.1 52.8

Table 6: Significance values of resonant components for standalone K0
Sπ

+π− and simulta-
neous K0

Lπ
+π−, K0

Sπ
+π− model fits.

fixed in all the fits. Distributions of the difference between input and output model param-
eters divided by their uncertainty are produced and found to be consistent with a normal
distribution.

The second validation is to compare to the results of Ref. [15]. Therefore, we perform
the analysis on a K0

Sπ
+π− candidates only. The fit model is compared against data as the

DP projections and is shown in figure 6. The goodness of fit is measured with a reduced
χ2 statistic and is observed to be equal to 0.97 for the toy model fit. To further validate
the fit, we determine the fit fractions of our model. In contrast to the amplitude formalism
dependent fit parameters ar and φr, the fractional contribution of each component to the
total decay probability, called fit fraction, is expected to be a consistent global physics
parameter for a particular multibody decay. The functional form of the fit fraction for a
resonant contribution R is given by,

FFR =

∫
dx |AR(x)|2∫

dx |
∑

rAr(x)|2
. (5.13)

An aggregate of the fit fractions away from 100% suggests interference effects. The predicted
fit fractions of various components show reasonable agreement with the Belle-BaBar values
as also shown in table 7.
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Figure 6: DP projections of K0
Sπ

+π− data event distribution and model prediction from
a standalone K0

Sπ
+π− fit.

Resonance Belle-BaBar FFR [%] Predicted FFR [%]

K0
Sρ(770)0 20.4 17.2+1.8

−1.9

K0
Sω(782) 0.5 0.3+0.3

−0.1

K0
Sf2(1270) 0.8 0.7+0.7

−0.8

K0
Sρ(1450)0 0.6 0.8+1.1

−1.2

K∗(892)−π+ 59.9 58.9+6.7
−3.6

K∗2 (1430)−π+ 1.3 2.1+0.2
−0.4

K∗(1680)−π+ 0.5 0.52± 0.02

K∗(1410)−π+ 0.1 0.020± 0.001

K∗(892)+π− 0.6 0.54± 0.01

K∗2 (1430)+π− < 0.1 0.011± 0.001

K∗(1410)+π− < 0.1 0.0304± 0.0001

π+π− S-wave 10.0 8.2+1.0
−0.5

K∗0 (1430)−π+ 7.0 8.2+1.0
−2.2

K∗0 (1430)+π− < 0.1 0.0084± 0.0002

Total 101.6 100.2+12.8
−10.7

Table 7: Comparison of predicted fit fractions from the standalone K0
Sπ

+π− model with
Belle-BaBar results.
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Resonance ar φr [◦]

ρ(770) 1.0 0.0

ω(782) 0.0388± 0.0031 105.1± 5.3

f2(1270) 1.30± 0.13 −41.2± 4.4

ρ(1450) 1.69± 0.40 109.9± 8.2

K∗(892)− 1.84± 0.03 138.3± 1.2

K∗2 (1430)− 1.50± 0.05 −48.0± 2.1

K∗(1680)− 2.32± 0.28 −191.5± 9.4

K∗(1410)− 0.48± 0.07 −143.0± 7.6

K∗(892)+ 0.16± 0.01 −36.2± 3.6

K∗2 (1430)+ 0.25± 0.05 −86.6± 10.9

K∗(1410)+ 0.23± 0.05 68.5± 12.9

K∗0 (1430)− 2.39± 0.06 97.7± 1.4

Table 8: Amplitude parameters (ar, φr) predicted from the simultaneous fit.

6 Results

The results are obtained from a simultaneous fit to the combined sample of K0
Sπ

+π− and
K0

Lπ
+π− data candidates. The fit minimizes the negative log-likelihood function composed

of the PDFs given in eqs. 5.9 and 5.10, which include all the statistically significant (greater
than 3σ) components listed in table 6, as well as incorporating the multiplicative factors
related to the U-spin breaking parameters for the CP resonances, described in section 2. The
peaking background fraction is fixed to the values obtained from simulated events, whereas
the non-peaking background fractions are constrained with an additional χ2 term in the
likelihood function, composed of weighted difference between MC simulated values and the
values to be estimated. Uncertainties associated with both assumptions are considered as
systematic uncertainties. The amplitude and U-spin breaking parameters are presented in
tables 8 and 9, respectively. The modulus of the ρ̂ parameters notably lie in a wide range
of values from 0.4 for the ππ S-wave to 12.1 for the ρ(1450) resonance and the phases are
in general measured to be away from 0◦ for all the CP resonances.

DP projections of the predicted model compared to data for K0
Lπ

+π− and K0
Sπ

+π−

modes are given in figures 7 and 8, respectively. The reduced χ2, after ensuring statistical
significance in each 2D phase-space bin through combining adjacent bins, is found to be
1969.2/1790 = 1.10 for K0

Lπ
+π− and 829.2/966 = 0.86 for K0

Sπ
+π− mode, suggesting

that the model describes the data reasonably well. Small deviations are observed in the
ρ(770)−ω(782) interference region. The DCS interference in a K0

Lπ
+π− model has overall

constructive effects as opposed to an overall destructive interference in a K0
Sπ

+π− model.
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Resonance |ρ̂| arg(ρ̂) [◦] |1− 2tan2θC ρ̂|2

ρ(770) 1.93± 0.27± 0.42 −90.6± 5.8± 7.6 1.05± 0.04± 0.06

ω(782) 6.13± 0.75± 0.53 2.2± 7.0± 4.8 0.12± 0.05± 0.04

f2(1270) 3.75± 0.90± 0.81 −56.5± 16.8± 12.9 0.72± 0.20± 0.15

ρ(1450) 12.12± 2.92± 1.88 78.4± 14.4± 15.6 2.19± 0.95± 0.83

ππ S-wave 0.37± 0.21± 0.37 −164.4± 15.7± 13.4 1.08± 0.04± 0.08

Table 9: Measured U-spin breaking parameters. The first uncertainty is statistical and
the second is total systematic.
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Figure 7: Model and data DP projections of K0
Lπ

+π− signal mode.

This effect results in the lower total fit fraction and in the partial-fit fractions of some
CF components, such as K∗(892)− and K∗0 (1430)− for a K0

Lπ
+π− model as compared to

K0
Sπ

+π−. The CP -resonance fit fractions are additionally affected by the U-spin breaking
parameter phases, of which the ω(782) resonance is a clear example. Fit fraction for both
the modes are given in table 10.
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Figure 8: Model and data DP projections of K0
Sπ

+π− signal mode.

Model-predicted strong-phase parameter values for K0
Lπ

+π− and K0
Sπ

+π−, in equal-
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Resonance K0
Lπ

+π− FFR [%] K0
Sπ

+π− FFR [%]

ρ(770) 18.16+0.53
−0.45 ± 2.50 18.90± 0.42± 2.12

ω(782) 0.06+0.03
−0.02 ± 0.04 0.54± 0.09± 0.14

f2(1270) 0.40± 0.08± 0.37 0.61+0.13
−0.11 ± 0.29

ρ(1450) 0.42± 0.08± 0.53 0.21± 0.10± 0.40

K∗(892)− 56.98+0.58
−0.56 ± 3.10 62.18+0.55

−0.59 ± 2.58

K∗2 (1430)− 1.64+0.10
−0.09 ± 0.48 1.79± 0.09± 0.47

K∗(1680)− 0.25+0.06
−0.05 ± 0.68 0.27± 0.06± 0.63

K∗(1410)− 0.19± 0.06± 0.46 0.21± 0.06± 0.19

K∗(892)+ 0.45± 0.05± 0.14 0.49± 0.05± 0.35

K∗2 (1430)+ 0.05± 0.02± 0.04 0.05± 0.02± 0.03

K∗(1410)+ 0.04± 0.02± 0.03 0.05± 0.02± 0.02

K∗0 (1430)− 6.84+0.24
−0.25 ± 1.84 7.47± 0.26± 1.55

ππ S-wave 10.12+0.32
−0.33 ± 0.96 10.24± 0.23± 1.62

Total 95.59+2.16
−2.07 ± 11.17 103.02+2.11

−2.10 ± 10.39

Table 10: D0 → K0
L,Sπ

+π− fit fractions from the simultaneous amplitude fit.

∆δD binning, are presented in figure 9, along with statistical error coverage up to three stan-
dard deviations. Model-independent and Belle-BaBar K0

Sπ
+π− model [15] predicted val-

ues are also shown for comparison. These show good agreement with the model-independent
measurements, with the reduced χ2 values of 1.12 for (ci, si) and 0.21 for (c′i, s

′
i), weighted

by both statistical and systematic uncertainties.

As part of robustness tests on the amplitude model, various crosschecks on the ampli-
tude fit are performed. The nominal isobar model for ρ(770) and ω(782) is replaced with a
ρ−ω mixing model with ρ(770) parametrized by a Gounaris-Sakurai lineshape [44] instead
of the relativistic Breit-Wigner. The fit yields worse agreement with data at the ρ(770)

peak and in the ρ(770)−ω(782) interference region and therefore the nominal isobar model
is preferred.

Separate fits on data subdivided by tag-mode are performed. The resultant U-spin
breaking parameters from all the three optimizations agree with the main fit results within
uncertainties and are provided in appendix B. An additional test is performed by modeling
the K0

Lπ
+π− data independently without using the K0

Sπ
+π− data as a constraint. The

procedure and the results are provided in appendix C.

– 29 –



1− 0.5− 0 0.5 1
'ic

1−

0.5−

0

0.5

1

' is 1

8

76

5

4

3

2

BES-III measurement

BES-III model

σ1
σ2
σ3

1− 0.5− 0 0.5 1
ic

1−

0.5−

0

0.5

1

is 1

8

7

6

5

4

3

2

Belle-BABAR 2018 model

BES-III measurement

BES-III model

σ1
σ2
σ3

Figure 9: (Left) Strong-phase parameters c′i and s′i predicted using the K0
Lπ

+π− model
from this analysis, compared against the model-independent BESIII measurements [15].
(Right) Strong-phase parameters ci and si predicted using the K0

Sπ
+π− model from this

analysis, compared against the model-independent BESIII measurements and the Belle
model-predicted values.

7 Systematic uncertainty

Several sources of systematic uncertainty are explored. Parameters that are kept fixed in the
fit are the dominant contribution; the next largest contributions come from experimental
effects such as acceptance.

The fixed parameters include masses and widths of the resonant states, the K−matrix
coupling parameters βα and fprod

1i for four poles and four channels, LASS resonant and
non-resonant relative magnitudes and phases, the effective radii, and the tag mode DCS to
CF ratios and coherence factors. Uncertainties due to these are calculated by performing
repeated simultaneous K0

Sπ
+π− and K0

Lπ
+π− data fits on smeared values of the concerned

fixed parameter within its uncertainty. Fixed central values and uncertainties on masses,
widths and meson radii are taken from the PDG, on K−matrix and LASS parameters from
the results of Belle-BaBar analysis [15], and the latest LHCb [41] and BESIII [42] results
are used for the hadronic decay parameters of the tag modes. As the uncertainties on the
meson radii are actually ignorance on their values, as there have been no experimental
measurements, their smearing is uniform. Central values used for effective radii for the
resonances is 1.5 GeV−1 and for the D meson is 5 GeV−1, and the ignorance is valued at
±1 GeV−1 for both. Gaussian smearing is employed for the rest of the fixed parameters.

The effects of uncertainty associated with the difference in acceptance of data and
simulated events parametrized by the γε factor is studied. Binned uncertainties for pion
and kaon PID and tracking efficiency, as well as K0

S,L reconstruction efficiencies are taken
from the control sample studies mentioned in section 5. We perform data fits varying the
values of γε by one standard deviation and the variations in the fit parameters are used to
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assign uncertainties from this source.
Minor contributions to the systematic uncertainty are associated with the peaking-

background fraction (wKS
) and the non-peaking background description on the phase-space.

Uncertainty on the peaking background fraction comes from the size of the simulated sam-
ple, which is less than 0.1% absolute andK0

S →K0
L mis-ID rate, calculated by reconstructing

K0
S → π0π0 in data using a J/ψ control sample, is about 4.5% of wKS

. To calculate the
uncertainty associated with the modeling of the non-peaking background on the phase-
space, pseudo-experiment K0

Lπ
+π− data samples are generated wherein the non-peaking

background component is modeled from the M2
miss signal region in the simulated sample.

Amplitude fits are performed on these pseudo-experiment samples with non-peaking back-
ground descriptions based first on the actual signal region background events and then on
the sideband event distributions. Any departure observed in the output values of these two
cases is assigned as the systematic uncertainty from this source and is of the order of a
percent for the U-spin breaking parameters.

The total systematic uncertainty is obtained by adding all the sources in quadrature
and is found to be of a similar size to the statistical uncertainties for the U-spin breaking
parameters. The fit fractions carry significantly larger systematic uncertainty as compared
to statistical. The systematic uncertainties on U-spin breaking parameters, fit fractions and
strong-phase parameters due to each source are given in appendix D.

8 CP content and BF ratio

Functional form of the decay amplitudes on the phase-space of the K0
Sπ

+π− and K0
Lπ

+π−

final states can be exploited to calculate the CP even fraction of both the states and
the ratio of their branching fractions. The CP even fraction of a multi-particle state like
K0

Lπ
+π− is defined as [45],

FCP =
M+

M+ +M−
=

1

2
− C

√
FF̄ , (8.1)

where M+(−) is the decay probability of D0 into K0
Lπ

+π− in a CP even(odd) state and C
is the weighted average of cosine of the associated strong-phase difference over the entire
phase-space and an unbinned version of eq. 2.1. F and F̄ are the fractions of flavor-tagged
D0 → K0

Lπ
+π− and D̄0 → K0

Lπ
+π− yields, respectively. A similar treatment can be applied

to K0
Sπ

+π− state by adding the C
√
FF̄ factor to 0.5. The model predicted FCP value for

K0
Lπ

+π− state is found to be 35.3±0.6(stat.)±1.4(syst.)% and for K0
Sπ

+π− 55.6±0.6(stat.)±
1.2(syst.)%. These results agree with the values 35.2% for K0

Lπ
+π− and 55.2% for K0

Sπ
+π−

calculated from Ref. [18] with measured CP yields in a model-independent approach. This
suggests that the state K0

Lπ
+π− is significantly CP odd in contrast to the K0

Sπ
+π− state,

which is approximately CP neutral.
Finally, the ratio of branching fractions of D0 → K0

Lπ
+π− and D0 → K0

Sπ
+π− decay

modes from a model can be calculated by dividing the respective total decay probabilities on
a common phase-space distribution, and is evaluated as 1.091±0.012(stat.)±0.032(syst.). This
is in good agreement with the corresponding number from a model-independent analysis,
which is estimated to be 1.105± 0.012(stat.) ± 0.015(syst.) using inputs from Refs. [18, 19].
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9 Conclusion

Using quantum-correlated DD̄ pairs, the first data-driven determination of the U-spin
breaking parameters associated with the decay D0 → K0

Lπ
+π−is reported. The mea-

sured values for all the CP -resonant modes show significant deviations from the nominally
assumed value of unity. For all resonant modes, we place tighter bounds on [|ρ̂|, arg(ρ̂)]
than the previously assumed values of [0.5, 360◦] [18]. Consequently, U-spin breaking ef-
fects manifest themselves as a considerable asymmetry between K0

Sπ
+π− and K0

Lπ
+π− fit

fractions of CP resonant modes like ω(782).
Furthermore, model-predicted strong-phase parameter differences between K0

Sπ
+π−

and K0
Lπ

+π− (∆cpred
i and ∆spred

i ) are calculated and are presented in figure 10 with a
comparison with the values used in the model-independent strong-phase measurement from
BESIII [18]. The values are also given in table 25 in appendix E. The uncertainties on the
model-predictions from this analysis include both statistical and systematic uncertainties.
The uncertainties on the assumed values in the model-independent analysis are determined
by smearing the r values in a Gaussian distribution with 0.5 standard deviation about a
mean of unity and δ values uniformly in the full range. Additionally, difference between the
BaBar 2005 and Belle 2010 K0

Sπ
+π− models are also included, both of which consider the

same CP intermediate resonances in the decay described with Breit-Wigner functions for
both P and S waves, under SU(3) flavour symmetry assumption. This results in smaller
uncertainties on the assumed values in bins 1 and 3, which contain major contributions
from the ρ(770) and ππ S-wave intermediate states. The predicted values in these bins
carry uncertainties from the U-spin breaking parameters. The uncertainties in the rest of
the bins are reduced as compared with the assumed values, which will result in reducing
the systematic uncertainty related to the U-spin assumption in future determinations of
(ci, si).
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Figure 10: Model-predicted strong-phase parameter differences compared with the as-
sumed values in the model-independent analysis from BESIII [18].
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A Angular dependence of Breit-Wigner amplitude in D → PV decays

For reactions of type D → (ab)rc and with spin transfer 0 → j + l, where l (= j) is the
three-dimensional orbital angular momentum of the spectator particle, the angular part of
the amplitude reduces to the expressions given in eqs. A.1, A.2 and A.3.

ZL=0 = 1, (A.1)

ZL=1 = M2
bc −M2

ac −
(M2

D −M2
c )(M2

b −M2
a )

M2
ab

, (A.2)

ZL=2 = a2
1 −

1

3
a2

2a
2
3, (A.3)

where,

a1 = ZL=1, and

a2(3) = M2
ab − 2M2

D(a) − 2M2
c(b) +

(M2
D(a) −M

2
c(b))

2

M2
ab

,

and Mij denotes invariant mass of the two-particle system ij.
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B Fits performed on individual tag-mode event samples separately

U-spin breaking parameter results obtained upon fitting each of the three tag-mode events
separately to the corresponding amplitude function are presented along with their residuals,
(xtot − xsep)/(σ(xtot) + σ(xsep)), where xtot are the fit parameters from the main fit using
all the tag modes and xsep are from the individual fits on the three tag-mode events.

Resonance r Residual δ (deg.) Residual

ρ(770) 2.23± 0.63 0.33 −106.20± 11.65 0.89

ω(782) 7.93± 3.59 0.41 −19.26± 25.86 0.65

f2(1270) 4.44± 2.07 0.23 −86.57± 35.95 0.57

ρ(1450) 17.77± 5.99 0.63 50.32± 23.41 0.74

ππ S-wave 0.29± 0.67 0.09 −188.8± 55.12 0.75

Table 11: U-spin breaking parameter values from individual fit on Kπ tag mode events.

Resonance r Residual δ (deg.) Residual

ρ(770) 2.49± 0.53 0.70 −79.94± 8.36 0.75

ω(782) 5.31± 1.27 0.40 −13.61± 14.93 0.72

f2(1270) 2.30± 1.95 0.51 −44.04± 21.88 0.32

ρ(1450) 7.83± 4.07 0.61 118.5± 39.04 0.75

ππ S-wave 0.47± 0.56 0.13 −111.8± 58.83 0.70

Table 12: U-spin breaking parameter values from individual fit on Kπππ tag mode events.

Resonance r Residual δ (deg.) Residual

ρ(770) 1.52± 0.40 0.61 −82.57± 10.58 0.49

ω(782) 6.86± 0.97 0.42 14.38± 7.61 0.83

f2(1270) 4.54± 1.22 0.37 −42.07± 16.59 0.43

ρ(1450) 9.45± 2.74 0.47 78.05± 19.45 0.01

ππ S-wave 0.72± 0.38 0.59 −206.90± 35.53 0.83

Table 13: U-spin breaking parameter values from individual fit on Kππ0 tag mode events.
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C Standalone K0
Lπ

+π− fit

An amplitude fit is performed on the K0
Lπ

+π− data events alone without using any con-
straint related to the K0

Sπ
+π− amplitude. To avoid redundancy, no U-spin breaking pa-

rameters (rk, δk) are multiplied to the CP eigenstate amplitudes as separate fit parameters,
except for the reference ρ(770) and the ππ S-wave since they are as usual kept fixed in
the fit. The fixed and floated U-spin breaking parameters are given in table 14 and the
resultant fit fractions and their comparison with the ones from the main fit are given in
table 15.

Resonance Simultaneous fit results (r, δ) K0
Lπ

+π−-only fit results (r, δ)

ρ(770) 1.93± 0.27, −90.61± 5.83 1.93± 1.10, − 99.9± 22.9

ω(782) 6.13± 0.75, 2.24± 6.99 1.0, 0.0 (fixed)

f2(1270) 3.75± 0.90, −56.52± 16.84 1.0, 0.0 (fixed)

ρ(1450) 12.12± 2.92, 78.37± 14.36 1.0, 0.0 (fixed)

ππ S-wave 0.37± 0.21, −164.36± 15.69 0.91± 0.99, − 127.6± 61.9

Table 14: U-spin breaking parameter values from a standalone fit.
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Resonance K0
Lπ

+π− FF(%) (Simultaneous fit) K0
Lπ

+π− FF(%) (Standalone K0
Lπ

+π−)

ρ(770) 18.16+0.53
−0.45 18.94± 1.20

ω(782) 0.06+0.03
−0.02 0.06± 0.03

f2(1270) 0.40± 0.08 0.36± 0.08

ρ(1450) 0.42± 0.08 0.43± 0.10

K∗(892)− 56.98+0.58
−0.56 57.1± 1.65

K∗2 (1430)− 1.64+0.10
−0.09 1.58± 0.15

K∗(1680)− 0.25+0.06
−0.05 0.22± 0.11

K∗(1410)− 0.19± 0.06 0.11± 0.06

K∗(892)+ 0.45± 0.05 0.37± 0.06

K∗2 (1430)+ 0.05± 0.02 0.02± 0.02

K∗(1410)+ 0.04± 0.02 0.02± 0.02

K∗0 (1430)− 6.84+0.24
−0.25 5.80± 0.38

ππ S-wave 10.12+0.32
−0.33 10.39± 1.72

Total FF 95.59+2.16
−2.07 95.40± 5.58

Table 15: D0 → K0
Lπ

+π− fit fractions from a standalone fit.
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D Systematic source-wise break up

Source

I Acceptance

II Resonance masses and widths, fixed LASS parameters,
and tag-side strong-phase parameters

III Radii of resonance and D meson

IV Peaking background fraction

V Non-peaking background shape

VI K-matrix coupling (β) and production parameters (fprod)

Table 16: Nomenclature for systematic sources.

Resonance r I II III IV V VI

ρ(770) 1.93± 0.27 0.15 0.98 0.07 0.004 0.04 1.18

ω(782) 6.13± 0.75 0.13 0.57 0.15 0.005 0.01 0.36

f2(1270) 3.75± 0.90 0.22 0.39 0.07 0.002 0.01 0.78

ρ(1450) 12.12± 2.92 0.11 0.52 0.12 0.001 0.004 0.34

ππ S-wave 0.37± 0.21 0.19 1.02 0.04 0.004 0.00 1.43

Table 17: Systematic uncertainties in units of statistical uncertainties on U-spin breaking
parameters r.

Resonance δ (deg.) I II III IV V VI

ρ(770) −90.61± 5.83 0.63 0.70 0.23 0.003 0.10 0.87

ω(782) 2.24± 6.99 0.01 0.50 0.04 0.003 0.05 0.47

f2(1270) −56.52± 16.84 0.05 0.59 0.21 0.001 0.04 0.44

ρ(1450) 78.37± 14.36 0.18 0.92 0.13 0.001 0.04 0.53

ππ S-wave −164.36± 15.69 0.43 0.62 0.05 0.003 0.03 0.40

Table 18: Systematic uncertainties in units of statistical uncertainties on U-spin breaking
parameters δ.
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Resonance K0
Sπ

+π− FF(%) I II III IV V VI

ρ(770) 18.90± 0.42 1.21 0.54 0.43 0.0003 0.07 2.80

ω(782) 0.54± 0.09 0.11 0.38 0.34 0.001 0.00 0.67

f2(1270) 0.61+0.13
−0.11 0.40 0.32 0.48 0.004 0.00 1.20

ρ(1450) 0.21± 0.10 0.16 0.64 0.72 0.001 0.08 2.4

K∗(892)− 62.180.55
−0.59 0.37 0.02 0.51 0.001 0.04 3.58

K∗2 (1430)− 1.79± 0.09 0.20 0.01 0.30 0.0001 0.80 3.90

K∗(1680)− 0.27± 0.06 2.33 2.86 2.17 0.0003 0.17 3.00

K∗(1410)− 0.21± 0.06 0.33 1.86 0.17 0.001 0.17 0.67

K∗(892)+ 0.49± 0.05 1.00 2.00 0.50 0.005 0.50 3.00

K∗2 (1430)+ 0.05± 0.02 0.00 0.22 0.00 0.006 0.50 1.00

K∗(1410)+ 0.05± 0.03 0.00 0.18 0.00 0.002 0.33 0.33

K∗0 (1430)− 7.47± 0.26 0.3 0.86 0.46 0.0003 0.04 4.29

ππ S-wave 10.24± 0.23 0.58 0.74 0.83 0.0004 0.17 4.71

Table 19: Systematic uncertainties in units of statistical uncertainties on K0
Sπ

+π− fit
fractions.
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Resonance K0
Lπ

+π− FF(%) I II III IV V VI

ρ(770) 18.16+0.53
−0.45 0.38 1.02 0.66 0.0004 0.51 2.53

ω(782) 0.06± 0.025 0.00 0.40 0.92 0.002 0.00 0.40

f2(1270) 0.40± 0.08 0.53 1.16 0.40 0.006 0.27 2.27

ρ(1450) 0.42± 0.08 0.50 1.93 1.00 0.004 0.12 3.12

K∗(892)− 56.98+0.58
−0.56 0.82 1.68 0.44 0.003 0.93 1.57

K∗2 (1430)− 1.64+0.10
−0.09 0.00 0.67 0.21 0.0005 0.53 3.68

K∗(1680)− 0.25+0.06
−0.05 2.36 2.67 2.18 0.0001 1.82 3.27

K∗(1410)− 0.19± 0.06 0.33 1.93 0.17 0.001 0.17 5.00

K∗(892)+ 0.45± 0.05 0.40 0.80 0.20 0.005 0.20 1.20

K∗2 (1430)+ 0.05± 0.02 0.50 0.21 0.00 0.005 0.50 1.00

K∗(1410)+ 0.04± 0.02 0.00 0.51 0.00 0.004 0.50 0.50

K∗0 (1430)− 6.84+0.24
−0.25 0.65 1.37 0.49 0.001 0.78 4.20

ππ S-wave 10.12+0.32
−0.33 0.37 0.68 0.25 0.004 0.18 1.46

Table 20: Systematic uncertainties in units of statistical uncertainties on K0
Lπ

+π− fit
fractions.

Bin ci I II III IV V VI

1 0.695± 0.007 0.00 1.30 0.62 0.003 0.18 1.22

2 0.614± 0.010 0.39 1.32 0.57 0.002 0.65 1.28

3 0.038± 0.027 0.46 2.66 0.37 0.001 0.46 2.24

4 −0.542± 0.027 0.39 0.97 0.24 0.001 0.41 2.70

5 −0.947± 0.004 0.11 1.85 0.51 0.012 0.06 2.92

6 −0.494± 0.020 1.21 0.98 0.21 0.0005 0.007 1.98

7 0.114± 0.026 0.67 1.52 0.40 0.002 0.17 1.90

8 0.453± 0.015 0.48 1.87 0.41 0.003 0.10 2.18

Table 21: Systematic uncertainties in units of statistical uncertainties on ci.
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Bin si I II III IV V VI

1 0.021± 0.014 0.82 0.75 0.64 0.001 0.15 1.64

2 0.408± 0.013 0.75 1.09 0.84 0.002 0.15 1.95

3 0.831± 0.006 1.02 1.82 0.08 0.002 0.37 2.55

4 0.719± 0.020 0.27 0.57 0.37 0.001 0.40 2.56

5 −0.052± 0.020 0.06 0.85 0.24 0.001 0.03 2.08

6 −0.644± 0.012 0.28 0.52 0.51 0.002 0.13 2.29

7 −0.805± 0.014 1.51 0.97 0.73 0.001 0.17 1.14

8 −0.441± 0.021 1.02 0.37 0.72 0.001 0.04 1.42

Table 22: Systematic uncertainties in units of statistical uncertainties on si.

Bin c′i I II III IV V VI

1 0.797± 0.006 0.69 1.39 0.52 0.002 1.14 1.23

2 0.812± 0.007 0.23 1.22 0.42 0.005 0.24 1.51

3 0.292± 0.025 0.46 0.84 0.49 0.002 0.30 1.19

4 −0.392± 0.027 0.34 0.70 0.36 0.001 0.26 1.32

5 −0.923± 0.005 0.13 2.61 0.67 0.002 2.49 3.72

6 −0.300± 0.020 1.21 1.01 0.36 0.002 0.77 2.39

7 0.541± 0.020 2.50 2.77 0.32 0.003 0.11 2.66

8 0.726± 0.010 2.24 2.14 0.50 0.003 0.26 2.49

Table 23: Systematic uncertainties in units of statistical uncertainties on c′i.
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Bin s′i I II III IV V VI

1 0.044± 0.014 1.20 0.90 0.40 0.002 0.81 1.55

2 0.327± 0.014 0.60 1.58 0.52 0.004 0.19 1.72

3 0.806± 0.010 0.13 1.88 0.36 0.004 0.08 1.93

4 0.811± 0.015 0.48 0.56 0.43 0.001 0.85 2.02

5 −0.045± 0.040 0.03 0.74 0.21 0.001 0.27 1.63

6 −0.641± 0.013 0.26 0.84 0.49 0.002 0.18 1.85

7 −0.663± 0.028 0.66 1.58 0.64 0.002 0.83 1.88

8 −0.327± 0.020 1.21 0.38 0.54 0.002 0.27 1.62

Table 24: Systematic uncertainties in units of statistical uncertainties on s′i.
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E Predicted and assumed ∆ci,∆si

Bin ∆ci ± δ∆ci ∆si ± δ∆si ∆ci ± δ∆ci ∆si ± δ∆si
[predicted] [predicted] [assumed] [assumed]

1 0.12± 0.02 0.03± 0.03 0.12± 0.02 −0.02± 0.02

2 0.20± 0.02 −0.08± 0.04 0.19± 0.02 −0.06± 0.07

3 0.26± 0.07 −0.02± 0.04 0.28± 0.10 0.01± 0.02

4 0.15± 0.10 0.09± 0.05 0.15± 0.14 0.11± 0.09

5 0.02± 0.01 0.00± 0.03 0.04± 0.05 0.02± 0.06

6 0.19± 0.03 0.00± 0.03 0.27± 0.16 −0.02± 0.05

7 0.42± 0.05 0.14± 0.04 0.48± 0.07 0.15± 0.07

8 0.27± 0.03 0.11± 0.03 0.29± 0.04 0.07± 0.04

Table 25: Model-predicted and previously assumed strong-phase parameter differences
(∆ci,∆si). Uncertainties on the predicted values include both statistical and systematic.
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