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Preface

In hindsight, the debate about presupposition followinggdeérs discovery that the referential
function of names and definite descriptions depended onulfitnhent of an existence and a
uniqueness condition was curiously limited for a very loimget. On the one hand, it was only
in the 1960s that linguists began to take an interest and esthdlat presupposition was an all-
pervasive phenomenon far beyond this philosophers’ patiteefiescriptions. And on the other
hand, and this is our real concern, it is now only too obviduas the uniqueness condition is too
restrictive to be applicable to the general case. An utterah “The cat is on the mat” should not
imply that there is only one cat and one mat in the whole wdrtek obvious move is to limit the
uniqueness condition to some notion of utterance context.

Theories of context-dependent propositions began to spmotlne 1970s (with Gazdar, Kart-
tunen, and Stalnaker as the main protagonists), but a &dg#éd notion of a context which
evolves not only as we go through a sequence of sentencealsbuivhile we analyze the in-
ternal structure of sentences, was only available with tiveat of dynamic semantics. Dynamic
semantics came into being through the need to account fphania reference. But before long,
van der Sandt showed that the problem of linking the pronownduitable antecedent was but a
variant of the all-embracing problem of presuppositiorjgeton.

So itis hardly a decade ago that presupposition theory hers deest into a promising theoretical
form. And as this provided an inspiring starting point forther research, we thought that, at
the turn of the century, the time had come to discuss what ¢inetheory had taught us and
which promising further perspectives had been opened ug.Wés the motivation behind the

conference on “Presupposition” which we convened in Sauttgn October 2000, and which

gave rise to the papers collected in this volume. The conéeravas funded by the Deutsche
Forschungsgemeinschaft, which we gratefully acknowledge

Undoubtedly, presupposition theory is a major chapter ensiiccess story of dynamic seman-
tics. A conference on the topic thus also seemed to us thébdé&aday present for one of the
founding fathers of dynamic semantics, our teacher anddri¢gans Kamp, on his 60th birth-day.
To him we dedicate the volume as an expression of our gratitmdhis untiring effort to make
us understand.

RB, Th.E.Z. and UR
Stuttgart, July 2006
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1 Opening

In spite of continuous debate over the appropriate charaaten of various details, there is
little doubt that the semantic component frequently regmésd aB8ECOME is a crucial element
in the structure of natural language. Standard examplestriiting the pertinent phenomena are
minimal pairs like those in (1) and (2), differing by the pease ofBECOME in (b) where (a) just
lacks it:

(1) a. Eveisan actress. b. Eve becomes an actress.
The crew slept. The crew fell asleep.
The shop is open. The shop opens.
Some of the kids were sick. Some of the kids got sick.

(2) a. Hansschlief. (Hansslept) b. Hans schliefein. (Hans fell asleep)
Eva schwieg. (Eva was silent) Eva verstummte. (Eva became silent)
Max ist wach. (Max is awake) Max erwacht. (Max wakes up)
Er ist Buddhist. (He is a Buddhist) Er wird Buddhist. (He becomes a Buddhist)

There are various diagnostics and criteria identifying rilevant properties, e.g. with respect
to the temporal structure. Thus usually the (a)-cases dbbowurational adverbials, but not the
(b)-cases. The present paper will focus on another, wallknaspect, viz. the presupposition
introduced by the occurrence BECOME, according to which e.geva verstummtpresupposes
that she spoke before, while no such requirement comesBveihwas silent
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In what follows, | will briefly recapitulate the standard &ss of BECOME, turning then to some
of the peculiarities related to its presuppositional aspeaumber of more complex phenomena
will then be considered on the basis of this discussion.

2 Standard Assumptions

The most obvious function of B-OME is to characterize so called inchoative verbs like,
get up or the examples in (1.b) and (2.b), including the correspumcausative verbs likkill,
denoting the causation of an event expressed by an inckoagib! These change-of-state verbs
(or 2state verbs in the sense of Klein (1994)) denote thesitian from a source state s to a
target state’sThe basic assumptions taking care of these conditionsthee formulated e.g. in
Dowty (1979) by means of the opera®eCcOME as indicated in (3), wherg is the target-state
and 1, J, K are time intervals, schematically indicated in (4

(3) [BECOME¢]|istrue at |l if and only if

(). thereis an interval J containing the initial bound ofichk that—¢ is true at J, and

(ii). thereis an interval K containing the final bound of | Bubat¢ is true at K.

(4)

>L.
V)

v

There are two problems to be clarified with respect to thisaot First, as it stands, | may extend
over arbitrary parts of the source as well as the target,siath thalhe cat dieccould apply to a
situation that includes arbitrary parts of the cat’s lifedi and/or arbitrary periods of the cat’s not
being alive anymore. For this reason, Dowty contemplatesxtension of (3) by a condition (iii)
that there is no interval that meets condition (i) and (ii), i.e. | must be the smalietrval that
includes the bound of J and K. Dowty does not suggest to adwoyplitton (iii) though, because it
leads to difficulties in view of the second problem to be ¢iedl, which has to do with the interval
I” between the source and the target state. If one relies atlystwo-valued logic, no interval’l
between J and K is possible, as eithenr —¢ must hold — there is no transition. Together with
condition (iii), any change of state would be strictly mortaay. The solution Dowty suggests
with respect to these two problems is, first to discard camdifiii) in favor of some sort of
Gricean maxim, which picks out a short, but non-empty irdeappropriate under conditions
of encyclopedic or common sense knowledge, and second twmatdédge intervening time-

1 1t might be noted that in many cases, English inchoative s/arid their corresponding causatives are
homophonous (giving rise to the somewhat misleading tengate/e verb”), differing, however by the
presence of the causative factor and the pertinent argumestinHe opened the shops. The shop
opened. will have to return to this issue below, noting for the timeirty, however, that the relevant
distinctions and relations carry over from inchoativesaiit causative counterparts.
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intervals with undecided (or non-two-valued) truth coimtis? On this account, verbs likdie
or leaveare correctly construed as specifying neither the duraifaror the properties holding
at the interval between the initial stateb and the target state, nor exactly when-¢ and ¢
begin or end. As a matter of fact, what is fixed by an utteraikeg(b) is merely the transition (at
some time before the utterance and at the same day) frors Bdihg at some contextually given
location to his not being there, without any specificatiorethier this took place by walking or
driving, by bike or by plane, whether it was a rapid or slowrdyetc:

(5) Bill left today.

Using notational conventions of an event-based semanttbsewents e and states s as sorts of
eventualities in the sense of Bach (1986), the Semantic Bb(B) could thus be represented as
in (6), where T(e) and T(u) indicate the time of the event dredtime of utterance, respectively,
and v is a contextually specified place parameter:

6) Ie[[T(e) < T(u)] A [T(e) C DAY AT(u) C DAY] A e : [BECOME-[LOC|Bill AT v]]]]

. >y

|Past] ltoday| |Bill leave v|

In the sense of definition (3), the actual event e, instangahe proposition |Bill leave v| could
be characterized as in (7), whergindicates temporal overlap mentioned before:

(7) Ife, s, and‘sare eventualities with T(e) =1, T(s) = J, T\s K, where T(e) T(s), T(e)
O T(s) and T(s)< T(s), thenBill leavedenotes an event e such that:

e:[s: LOC : [Bill AT v]) A s : =[LOC : [Bill AT v]]
source state target State

This leads to the following general consequences:

(i) A change of state oBECOME-event e need (and frequently does) not have any other charac
terization than that given by its bounds. In other words nidueire of the transition determined by
BECOME is characterized exclusively by the boundaries it conn&etidbs likeleave get, arrive,
diedo in fact provide no other specification of the transitiotwsen two states.

(ii) There is, moreover, no specification of the time intétvdetween the boundaries of T(s) and
T(s). I’ might be empty, as in instantaneous transitions filee atom lost a particleor it may
have substantial extension aglr towel got dryvhere for a certain time spahthe towel is not
dry, but not as wet as before either: It is just not defined.

2 As Dowty shows, the choice of intervals can be made suffiligmecise by means of an interval-
semantics, which | need not pursue here, as the details efdiracture are not my primary concern. The
undecided truth-value of the interval betweefi and¢ need not concern us here either, as it is the status
of | rather thanl, that we have to deal with.
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(iif) The specification of the transition by means of its bdaries noted in (i) is in fact restricted
to the target state, the source state being completelyat#eias the negation of the target state.
(Since the target state in (7) is a negated state itself aies state must, of course, be a positive
condition.) Hence the defining information i@ comME-event is the specification of the target
State.

While these generalizations can be read off more or lesstflifeom the characterization in (3)
and the illustration in (7), the following observationsrgiin additional facts:

(iv) The restrictions noted in (i) and (iii) must not be cansd as excluding substantial specifi-
cation of the transition — or even as denying the transitgtha very core of theECOME-event.
There are in fact verbs that characteristically specify ttaasition in various ways. German
verbs of dying likeertrinken (be drowned)grsticken(choke),verhungern(starve),verdursten
(die with thirst) illustrate the point, to which | will retarfrom a different perspective. What
is to be noted here is the fact that qualifications of this aogtnot due to the change-of-state
conditions expressed [BECOME.

(v) It is furthermore well known that the transition idergdi by BECOME can be subject to
temporal localization and delimitation, as in (8) and (Yt bot — with two qualifications to be
discussed immediately — to durational qualification, aswshio (10):

(8) a. The shop opened at noon.
b. Das Geschaft 6ffnete um zwolf.

(9) a. The catdied in/within two hours.
b. Die Katze starb in/innerhalb von zwei Stunden.

(10) a. *The cat died (for) two hours.
b. *Die Katze ist zwei Stunden (lang) ertrunken.

(vi) The different status of source and target state not¢id) inas further aspects, one of which is
directly related to the qualifications just mentioned: Diveadverbials combining with change
of state verbs, asin (11) and (12), can be accommodatedbyghie specification they express
from the event to the target state:

(11) a. The shop closed for two hours.
b. Der Laden hat zwei Stunden geschlossen.

(12) a. Eve came to London for some days.
b. Eve kam (fur) einige Tage nach London.

3 Apparent counterexamples likeelt where the source state is more specific than just the negaftibe
target state will be taken up below
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Cases like (11) cannot be interpreted as denoting a protéss bours, nor, of course, a source
state of two hours, but only as determining the duration efrésulting state. This emphasizes
its prominence mentioned in (iii) from another perspective

Before | get to the main aspect of the asymmetry to be purseesg] hwill mention the other
qualification hinted at in (v), which takes care of duratigwerbials modifying change of state
verbs in cases like (13) and (14):

(13) a. For several hours, visitors entered the hall.

b. Mehrere Stunden lang betraten Besucher das Haus.

(14) a. Captives broke out of this prison for quite a while.

b. Die ganze Zeit sind Haftlinge aus diesem Gefangnis ausgkén.

Here the durative adverbial applies to a process that is mpdby the iterated change, induced,
among other things, by the plurality of the Theme. We will éaw return to this problem as
we proceed. For the time being, it should be noted that thativeradverbial does not specify
the change of statper se determined byBECOME, but either its result or a kind of process
constituted by its repetition.

To sum up the main points of the received analysis: Changgtaté- orBECOME-events nec-
essarily involve a source state s, a target statangl a transition e, where s precedeard is
contained in the complement of and e overlaps with s and he substantial information of
the change of state is given by the specification of the tatgée §

3 Assertion, Presupposition, and Implication

Turning now to the presuppositional aspecB&icOME, we notice a three-way distinction be-
tween e, s, and’ sn (7) — or equivalently I, J, and K in (4) — in terms of assetti@r more
generally: condition), presupposition (or preconditfomnd implication (or consequence). Evi-
dence for this claim comes from the usual criteria, to beesged briefly.

First, the presuppositional character of the initial orrsetstate can be seen from the fact that as-
serting, denying, or questioning the transition all reguire source state to be met, as illustrated
in (15)(a) to (c), all of which presuppose that Bill was in bffice before:

4 A terminological remark might be in place. The phenomenalliglumped together as presuppositions
have been treated under various perspectives. A systeataieint has been developed a. o. in Karttunen
and Peters (1979), where “conventional implicature” isdusistead of “presupposition”. To the extent
that this is more than just a terminological difference, Il v concerned here with presupposition in the
sense more recently discussed e.g. in Kamp (2001) and #reneks given there. In what follows, | will
also adopt notational conventions to represent presujpaosiproposed in Kamp (2001).
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(15) a. Billleft his office.
b. Bill didn't leave his office.
c. Did Bill leave his office?

The presupposition in question is supposed to hold alsceifjtiestion (c) is negated by (b). It
can only be suspended by an explicit denial, usually calpedsupposition protest”, as in (16)(a),
while (16)(b) is out, as it explicitly violates the condmi® for a change of state:

(16) a. Billdidn’t leave his office, as he wasn’t in at all.
b.  #Bill left his office, but he wasn't in at all.

Second, the resulting or target state is a (necessary) qoesee, implied by the transition, as
indicated by the contradiction in (17)(a). But it does nopiyna transition, just as the presuppo-
sition does not require a change to take place. In other witdgarget state may hold, even if
no previous change takes place, as borne out by the acdaptab{17)(b):

(17) a. #Bill left his office, but he was not out of it afterwards.
b.  Billwas not in his office, in fact he was out all day (hencediun’t leave it).

Finally, the condition proper, the change from source tgdgrs satisfied if and only if the pre-
supposition, the consequence, and the transition holdhkr evords, if either the presupposition
or the consequence is not met, no change is possible andrttioa fails, as (16)(b) and (17)(a)
show. The negation of the change, on the other hand, is tthe donsequence is false, while the
presupposition holds — according to default conditionsthrer words, the negation BECOME

is equivalent to the assertion that the source state persishce (18)(a) holds if and only if (18b)
holds:

(18) a. Bill didn't leave his office this morning.
b.  Billremained in his office this morning.

If, on the other hand, by way of presupposition protest the@state is negated, the negation
of the change can only be true if the target state holds withelevant change — the normal
interpretation of (16)(a). In other words, the absence dfaange requires either the source or the
target state to persist, the former being the default castectin be switched to the second only
by means of (explicit or implicit) presupposition protest.

According to standard definition, a propositiompresupposes, if and only if ¢ implies and
—¢ also implies). In order to account for the observations just discusseanigat provisionally
modify the definition in the way indicated in (19):

(19) ¢ presupposes =,.; ¢ is true only ify is true and-¢ is true only ify is true, except) is
explicitly rejected.
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With this proviso, the asymmetry between the presupposertestate and the implied target
state can be accommodated by the following modification of (3

(20) [BECOME ¢ | is true at | if and only if
() there is an interval K containing the final bound of | withmplied to be true at K,
(ii) there is an interval J containing the initial bound of itkv—¢ presupposed to hold at J.

This characterization has obvious consequences for tlenwattion to be specified for lexical
entries as well as other constructions involvBECOME: Once the target state is determined, the
presupposed source state is automatically defined and heexfdre not be specified as lexical
information. In other words, while lexically induced pregwsitions must somehow be specified
as a characteristic property of e. g. factive verbs gkaspor regret (as opposed to non-factive
verbs likeclaimorassumy or particles liketoo, alsd®, andagairY, the presupposition induced by
the inchoativity of verbs likeome, leave, enter, die, opett. are fully predictable and need not
lexically be indicated. The same holds for causative veudos sisbring, Kill, or transitiveopen
specifying the causation of a change of state: In order tagbaibout the change in question,
the source state to be changed must be met in the first placégh&game reason, resultative
constructions like (21)(a) are automatically associatél apresupposed source state indicated
by (21)(b), which is not a presupposition of its parts, astwaseen from (21)(c) and (d):

(21) a. Max wiped the table clean (#although it was clean).
b. The table was not clean.
c. Max wiped the table (although it was clean).
d. The table was clean (#and it was not clean).

If no additional conditions interferayipeis just an activity without particular presuppositions or
specified result. And the adjectieeandoes not make any presupposition eith&€he causative

5 The presuppositional character of factive verbs has fiesh lmdserved by Kiparsky and Kiparsky (1970)
and was subsequently discussed in a large number of diffeppnoaches. The point to be noted here is the
fact that it is a matter of idiosyncratic, lexical informati whether a factive presupposition is associated
with a given verb or not, while no such idiosyncracy holdstfa initial state of an inchaotive verb.

6 See Reis and Rosengren (1997) for a recent survey of theg@etrfiacts. Even though the paper is pri-
marily concerned with the problem of how the particle deiess its focus, it necessarily deals implicitly
with the lexical basis of the presupposition the particuices.

” There is an extensive discussion about this particle, suirethe.g. in Dowty (1979), Kamp and
RoRdeutscher (1994), von Stechow (1996), which focusesever, on the scope assigned to the par-
ticle, from which the presupposition it induces is then el — | will take up one aspect of this particle
in Section 7 below.

8 For adjectives, the role of presuppositions is in geness bvious and more controversial than for
verbs. Thus whether e.g. a type crossings fide ideaexemplifies a presupposition violation of the ad-
jective, which requires reference to a physical object,hinize a matter of dispute. In any case, presup-
positions of adjectives are not excluded in principle, aleanents likesilent are naturally construed as
presupposing animacy. On this background, it isn’t jusivéality that cleanhas no presupposition, as it
applies to physical objects, processes, or even abstrateetike clean measures
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verbcleanon the other hand, appearing e.gMax cleaned the tabldoes, of course, automati-
cally induce the presupposition indicated in (21)(b), duéhe componersECOME it contains.
The way in which causative verbs likéeanand resultative constructions liképe cleamacquire
the semantic componenta\.USE andBECOME with their interpretive consequences is systemat-
ically discussed in Wunderlich (2000) and Bierwisch (2002)

In order to spell out the presuppositional aspeceBEOME more explicitly, including related
elements with their consequences, some remarks on nahtionventions seem to be in order.

4 Lexical Representation of Presuppositions

In Kamp (2001), a systematic distinction is made betweeresgmtation, computation and jus-
tification of presuppositions. To begin with, an explicitaant of their representation is needed,
which then allows to clarify the computation of presupposis, i.e. the way in which they arise
on the basis of lexical information and compositional setisanThe justification of a presuppo-
sition is then concerned with the problem of how it is eithaisgsied within the given context,
or how the context is to be modified in order to accommodatetasuppositional requirement.
According to a revealing observation developed in van dedd861992) and adopted in Kamp
(2001), justification of a presupposition by previous oemnéd conditions is in essential respects
identical to the relation of anaphoric elements to theieaatlent. In this section, | will sketch
minimal assumptions about the representation of lexiadygppositions, which in turn requires
a general format for the representation of lexical infotioratl will then turn to the computation
of presuppositions as far as they depenaganoME and related elements.

To begin with, we have to recognize that a lexical entry E npuevide at least three types of
information: First an array of phonetic features determgrthe contribution of E to the Phonetic
Form PF of the expressions it occurs in; second a complegtateirepresenting the Semantic
Form SF of E determining the contribution of E to the semaintierpretation (or meaning) of
the expressions it occurs in; and third a specification ofGhemmatical Form GF defining the
combinatorial requirements that guarantee the corregpmadbetween PF and SF for complex
expressions build up from E. More Specifically, GF has two gonents sometimes called Cate-
gorization Cat and Subcategorization or Argument StrecA8, where Cat is a structured set of
morpho-syntactic features defining the grammatical pitogseof E as a head, while AS specifies
the requirements E imposes on its co-constituents. Eat¢tesétcomponents and their interaction
can be elaborated in various ways. For obvious reasonsegl lithe to say here about PF. As to
Cat, I will rely on familiar conventions about morpholodiead lexical categorization by means
of binary features. The representation of AS and SF is basaetbmdard assumptions about type
systems with lambda abstraction. More specifically, SF isn@tor-argument-structure made up
from constants and variables, where variables are boubdtituted, or interpreted according to
conditions of formal or semantic and situational contextjlevconstants are subject to (more
or less invariant) conceptual interpretaflo®f particular interest in the present context is the

9 To make this interpretation explicit is an extremely compdad ramified task that has to cope with
rather different types of problems that can only occaslgra touched here. One type of interpretation,
however, is indicated by the treatment of the fun&ecomEin (20).
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binding of variables by lambda-abstractors that congtitmigument Positions in AS, relating
the variables in question to the conditions imposed by tmeptements a lexical head combines
with. To that effect, Argument Positions are usually assted with morpho-syntactic features
defining requirements on the categorization of the corestitthat is to saturate the positi¢h.
Thus AS participates in the morpho-syntactic as well as ¢éneasitic information of E and con-
stitutes in a way the interface between its syntactic ancaséimstructure. A simplified example
illustrating the ingredients just mentioned would be thiye(22) for the adjectivepen

(22) /open/ [+N,+V] Az (OPEN x)
PF Cat AS SF
———

GF

The one-place predicatePENis to be understood as a short-hand for a fairly complex d¢mmdi
representing free access or passage to or by the argumeeseafed by the variable x. This
variable, bound by the entry’s only Argument Positioq is to be specified either by the subject
of a copulative construction withpenas its predicate (as ithe window was opgror by the
head noun of an attributive construction withenas its modifier (as ian open windoy

We get closer to issues specifically related to our preseeatdsts, if we consider entries that
account foropenas an inchoative and as a causative verb, related of coutke tmljective just
discussed. The pertinent entries are given in (23)(a) anddspectively:

(23) a. /open/ [+V,-N]  Ax \e[e:[BECOME [OPENX]||
b. /open/ [+V,-N] Ax Ay Aele:[[ACT y| [CAUSE [BECOME [OPENX]]]]]

A number of comments are in place here. First, within SF aatéei “e” for eventualities is

assumed, which is then — along the lines familiar from DRIresentations — associated with
a proposition it instantiates, by the colon “:”. Formalllgeh, the colon is a relational operator
that turns a proposition and an individual into a propositioSecond, the event variable just
mentioned is bound by the positioné” in AS, which differs from other argument positions in

10 The most familiar conditions in this respect are Case featdistinguishing subject, direct and oblique
object. Other conditions identify finite and infinite complent clauses, or various types of predicates of
copulative constructions. There are important geneitiias controlling this aspect of AS, which | cannot
pursue here. For a more systematic exposition of these rmatthich are not in the focus of the present
discussion, see e.g. Bierwisch (1997), Wunderlich (208, references given there.

11 1n Bierwisch (1997) and elsewhere | have used an openagirindicating the instantiation of a propo-
sition by an eventuality in much the same way. An alternagikgposal with ultimately the same effect
is made in Wunderlich (1997), wheoausk, BECOME (and various other semantic elements) are treated
as propositional operators that are relativized to evditiag incorporating, in a way, the effect of the
colon represented here as a separate operator. — The teemtuality” is used in the sense proposed by
Bach (1986), covering both events and states. Notatigradlifl adopt the widespread practice using “e”
as a variable for eventualities in general, and “s” as a bbgito mark states, whenever the distinction is
relevant. It should be noted however, that the logical typpeventualities covers events as well as states
and processes as sortal distinctions within the same type.
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systematic ways, essentially due to the categorizatioredds/by the feature combinatidofV,

-N] in Cat. In other words, reference to eventualities, syitalty anchored in a particular argu-
ment position, is a category-specific property of verbs. e of this event position is directly
related to the clause-specific functional categories Heasd C(omplementizer) in ways that
must be left aside for the moméntThird, the ordering of lambda-operators in AS, i.e. the hi-
erarchy of syntactic argument positions, is — at least byaulef- a direct consequence of the
position the pertinent variable occupies in SF: earlieat th lower ranking, argument positions
are bound to more deeply embedded variables in SF. For sls&sl e.g. Bierwisch (1997). Fi-
nally, given entries like (22) and (23), the well-known teldness between the adjective and the
two verbsopen and more generally the relation between adjectives anédsjponding causative
and inchoative verbs can be captured in at least two waysi€ionecollapse the related entries,
using their similarities to reduce the lexical informatiomill illustrate this option in two steps.
The first step is to integrate the inchoative and the cawsagvb into one entry that represents
two options, depending on the choice of the parts enclosbdany parentheses:

(24) /open/ [+V,-N] XX (gAy) Ae[e:[(s[ACT y] [CAUSE) [BECOME [OPENX]]]]]

The subscripts of the parentheses indicate that the enlgh@sts are either both present or absent.
The second step uses the same conventions to integratei{B4ha/simple adjective (22), which
comes out as the residue if the conten(.of. .) is deleted®:

(25) /open/ [+V,-aN]  AXx (. (sAy) \e[e:[(s[ACT y] [CAUSE)[BECOME) [ OPENX]]]]]

The alternative way to capture the relationship between 28 (23) is to stick to the simple
lexical entry (22) for the adjective, generating the pemihinchoative and causative verbs by
two more general templates (26)(a) and (b), which yield (@3nd (b), respectively, if applied
to (22), such that the variable “P” is substituteddyeN

(26) a. /D] [+V,-N] AP Ax \el[e:[BECOME [P X
b. /@1 [+V,-N]  APAX\y Aele:[[ACT y] [CAUSE [BECOME [P X]]]]

We will notice below that (26)(a) is a phonologically empgriant of the inchoative copulze-
come and (26)(b) is a kind of empty variant nfakeor cause to beOne of the problems created

12 pifferent, but converging proposals by Higginbotham (19&&erwisch and Lang (1989), Kamp and
Reyle (1983), Kratzer (1994), Wunderlich (1997), Kamp @0@o mention just a few, have integrated the
verbal event reference with various aspects of argumannttsiie, tense, adverbial modification.

13 In (25), the subscript of the parentheses is construed as a variable over + and ¢ WHendicates

the presence and “~”" the absence of the content. These \atkidsen also used to relate the content of SF
and AS to the features in Cat, such that +N shows upjs$f—, hence the content of the parentheses empty,
and —N otherwise. These notational devices have been mdponsChomsky and Halle (1968), in order
to express generalizations in phonological rules. It hasesbeen argued that this use of value-variables
allows all sorts of spurious or even absurd generalizatisnsh that it has been discarded in phonology.
Similar objections seem to hold with respect to lexical imation. Hence the proposal formulated in (25)
is presumably to be discarded in favor for (26). See Bierw{d®97) for some discussion of the problem.
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by (26) depends on the lexical constraints, idiosyncrigicielimiting the set of adjectives to
which these templates apply: while both (26)(a) and (b)yapg@. toopen, dry, clear, near, nar-
row, only causativization by (26b) holds foteanor wet and neither applies tong, short, red
and many other adjectivé$lt might be added, by the way, that (26)(b) is very similar teim-
plate that incorporates adjectives not into causativesydnint rather into resultative constructions
like he pushed the door opewhere the matrix verb specifies the activity indicatedaayr in
(26)(b):**

With this sketch of lexical information in mind, | will now ta to the question how the repre-
sentation of presuppositions will enter the picture. Theegal orientation | will follow in this
respectis given by the proposals developed in Kamp (200doiling to these proposals, which
| will adopt as far as lexical information is concerned, teenantic representation of a linguistic
expression consists of at least two parts, the descripavelp and the presuppositioR , for
which | will use the following notation:

(27) [{ P} D] whereD consists of the Semantic Form SF as discussed so far, and
P a (possibly empty) set of conditions based on the same elsrasiSF.

We will have to add further comments, as we proc¥ebhe two parts of the lexical entries are
then subject to compositional integration into the repnest@on of complex expressions. Fbr
the compositional integration is essentially a consegai@fcaturating the positions in AS by
way of functional application (followed by lambda conversj in one of two ways: If it is the
AS of a syntactic head, its positions are saturated by theogpipte complements; if it is the AS
of a modifier or adjunct, its designated Argument positionrigied with a position in the AS of
the head it modifies. As to the presuppositfrthe conditions it contains are integrated into the
presuppositional pafP’ of the constituent it enters by syntactic composition. Tihtegration

14 causative formation as characterized by (26)(b) does indpply tolong, shortor strong, but not
by means of phonetically vacuous templatesigthen, shorten, strengthéntroduce the suffix en in
addition to previous nominalization in the caselofig and strong. Proposals concerning the intricate
interaction of derivational suffixes and the lexical itefneyt select are discussed in Bierwisch (1990).

15 More technically, the resultative template proposed by Weémiich (2000) would look as follows:

i)/ DI[+V,-N]APAX AV Ay Aee:[[Vy €] [cAUSE [BECOME [P X]]]]
Without going into the details of distinguishing strong amédak resultative constructions discussed in
Wunderlich (2000), I will merely point out th@®eCoOME enters this construction with all relevant conse-
guences in rather similar ways as it shows up in causativegedeby word formation.

16 1n Kamp (2001) and related work, the descriptive part as a&lihe conditions in the presupposition

are represented in DRS-format. Although the conversiowéat the SF- and DRS-format is in practi-

cally all respects straightforward, | will stick here to tB&-representation as summarized in Bierwisch
(1997) for two interrelated reasons: First, while a DRS isstibuted by an essentially unstructured set of
propositions, SF combines constants and variables aceptditheir types into an integrated hierarchy.

For reasons discussed in Bierwisch (1997), this hierarolyesponds to a strictly binary branching struc-
ture. Second, the hierarchy of positions in the Argumenic®tire AS, which relates variables in SF to

syntactic constituents specifying their value, dependsially on just the SF-structure in question. There
is no problem to impose this type of structure on the set ogp@sdions of a DRS, but then we arrive at

the SF organization adopted here.
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involves either local justification, if a condition iR is met by the compositionally derived SF,
or it is unified with the conditions coming from its sister stituentst’

Let me illustrate the consequences of (27) by a simple exanple inchoative verimelt, for
which we might assume, in analogy to the entry (23)(a)dpen an entry like (28) as a first
approximation, is a somewhat special case in several respec

(28) /melt/ [+V,-N]| Ax \e[e:[BECOME [LIQUID X]]|

First, the change of state denotedrbglt may (and usually does) involve a fairly extended pe-
riod between the presupposed and the target state. Mor¢bigeintermediate period is not just
undefined with respect to its properties, as in dig, openpr disappearlt rather is a clear state
of liquidity of part of the melting object. Neverthelesseltis clearly a change of state, as borne
out by (29):

(29) My ice cream melted { (within) in a few minutesfbr half an hour }

It is not essential for the moment whethmeltshould therefore be classified as an achievement
or an accomplishment in the standard sense. Second, and thatcrucial point at the moment,
meltdoes not simply denote the transition from non-liquid taiidy as required from a standard
inchoative verb, but more specifically from solid to liquigkt us suppose that this more specific
condition is to be represented as in (30), giving rise to éxehl presupposition as indicated:

(30) /melt/ [+V, -N ] Axde[{s:[soLIDX]} Le: [BECOME [LIQUIDX]]] |

7

v~ v~

P D

In other words, the event e of x’s becoming liquid presupp@sstate s of x's being solid. Notice
that “x” is bound by the argument positionX” in both the presupposition and the descriptive
part. This is clearly not sufficient, though. In order to spethe relevant presupposition the state
s must meet the condition discussed in (7) above, i.e. it ouestap the event e (and precede the
target state’s Suppose we consider the temporal relation of e aras part of the conditions
associated with the constagtcomME that might be expressed as in (31):

(31) (e:[BECOMEDp]istrue at}implies(s: [p]istrue atsoméwitht’ Ot,t Ot", t<t").

In other words, the target stateaverlaps with e, but also with somé after e, hence’snmust
include the final part of e. (31) at the same time guarantessthie truth of the target state p is
implied by the change. With this general conditioneBcOME in mind, we might complete the
entry formeltas in (32), where, ‘§) e’ is short for “T(s)O T(e)’:

17 This is an extremely provisional description of what haprD and?P in the construction of complex
expressions. Some of the additional requirements to benasevill be filled in as we proceed. For a
slightly more detailed exposition of the saturation of goss in AS see Bierwisch (1997) and references
given there. A by far more scrutinized account of the contpw®l construction of presuppositions is
developed in Kamp (2001), where also additional distimgievithin 7 are made, to which | have to
return.
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(32) /melt/ [+V,-N]  MxAe[{s O e &s:[soLIDX|} [e:[BECOME [LIQUID X]]]]

As the state characterized byQuID x| overlaps with the end of ésoLID x| can only precede
it, if it is still to overlap e. Notice that both e and x in theeguppositional part are bound by the
respective argument positions. Hence whatever happehgse wariables in SF will also apply
to their occurrence in the presuppositional part. Therévaodurther problems to be noted. First,
the properties identified bgoLID andLIQUID must be construed as relying on what might be
called common sense physics, specifying general knowlatigat aggregate states of familiar
substances, including the possible transitions. Hencéatitghat heat is involved in liquefying
solid substances might be considered as supplied by empadilo knowledge activated by the
transition in question. Otherwise, an additional conditwhich specifies the increase of tem-
perature of x must be added to the target state. Second, tasdlss the transition from solid to
liquid applies to the object x as a whole — contrary to factalasady noted. It might in fact be
part of the common sense knowledge just mentioned that agehafraggregate state applies to
the substance, rather than shape or function of objecténtuthem automatically into mass ob-
jects, such that the change gets partitioned accordingetodhtinuous or mass character of the
object relative to the change of aggregate $tatastead of adding further complications to (32),
the main purpose of which was simply to illustrate the re@négtion of lexical presuppositions,

| will leave it at that, returning to the issue under a differperspective below.

One final point is to be made here. The presupposition in @&)duces the variable “s”, which
does not occur in SF, but it does not constitute a discoufseerd to be taken up elsewhere.
Therefore no particular care must be taken of this impliariable. The more general case, how-
ever, needs the representation and binding of discourseergs. Kamp (2001) elaborates the
standard assumptions about discourse referents in impaevey's, providing in particular an ad-
ditional component BC of Binding Conditions providing théfetent options and restrictions
according to which the referential variables of nominal aarbal constituents exert their refer-
ential capacity. | will try to avoid these complexities as&a possible, focusing on the problem
of computing lexical presuppositions.

5 Computing the Presupposition of BECOME

As already notedneltdiffers from inchoative verbs in general, as its presupgasate is more
specific than just the negation of the target state. In themgdicase, however, the presupposed
source state is fully predictable. The overall strategyestnicting lexical entries to the idiosyn-
cratic information would therefore require the computaid the predictable presuppositions by

18 There are at least two options to be considered here, if$be is not shifted from semantics to extralin-
guistic common sense knowledge. One is to represent thedigg’ of the object and the correspondingly
emerging sub-events explicitly in the lexical informati@uch that (32) would have to be replaced by
something like (i):

(i) /melt/ Ax Ae [{Vx; Je&; [x;Cx & e;Ce &s; O) € & S;: [SOLID X;]} [€;: [BECOME [LIOQUID X;] ]]]

The other option would be to rely on a general template thatkéisd of “universal grinder” accounts for
the fact that in (ii) the ice cube is treated as a substanber#ttan a cube by turning (32) into something
like (i).
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general principles or at least language specific templhatgsapply across the board.

Given the discussion of (32) and the general observatioostag COME, it is obvious what for
an inchoative verb likepenthe result of this computation should look like: The entrg)(@) —
repeated here as (33)(a) — must be expanded into (33b):

(33) a. Jopen/ [+V,-N]  Ax \e[e:[BECOME [OPENX]]]
b. Jopen/ [+V,-N]  XxXe[{s O e &s:—[OPENX]|} [e:[BECOME [OPENX]]]]

It is just a notational task to formulate an operation thatil@dave this effect:
(34) [e:[BECOME [p]]] = [{s O e &s:—p|} [e:[BECOME [p]]]]

Instead of postulating an operation that expands the l&dtthre right hand side of (34), which
would then require to somehow block iteration, it seems napq@opriate to consider (34) as a
constraint on well-formed lexical entries, which suppties presupposition if an entry that meets
the left hand side enters the derivation of an actual exjmes$aken together, this constraint and
the condition (31) would then provide the full interpretetiof BECOME.

With this proviso, standard inchoative verbs liiggen die, disappearetc. can be lexically repre-
sented in the simple form without presupposition, as in(@3Jr (35):

(35) /disappear/ [+V,-N]  (\y) A\x Ae[e:[BECOME |- [ [PRESENT ATY|X]]]]

Two remarks are to be added here. First, the target statearaatierized by a negated condi-
tion. Hence the constraint (34) will supply — as its negatica positive condition. Second, the
condition of the target state specifies the absence of theghefrom some location y, which
may be left completely implicit, however. This possibilisyindicated by the optional argument
position binding the variable in question. If the locatiemiade explicit, though, it appears as
a directional PP, as in (36). This is provisionally indicht®y associating the optional position
“\y” with the morpho-syntactic featureDir].1°

(36) a. The target will disappear (from the screen).

b. The snow disappeared (from most places).

Obviously, the assumptions discussed so far must hold atha@spect to what might be called
the inchoative copula, i.e. the verb that merely adds thegéaf-state operator to the predicative
of the copula. Examples like (37) illustrate the point:

19 This is only a provisional hint. The actual problem to be thbere both syntactically and semantically
are rather complex and must be left aside here. Notice hoywa the value of “y”, whether explicitly
or implicitly specified, figures in both the target state amel presupposition.
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(37) a. His brother was famous. b. His brother became famous.

The book will be a scandal. The book will become a scandal.
She is an excellent teacher. She becomes an excellent teacher.
Mary was sick. Mary got sick.

They were there in time. They got there in time.

There are nontrivial conditions distinguishing the usé&oe€omeandget which | must ignore
here, treatindpecomeas the canonical case, which essentially provelssoME with the acces-
sories of a fully fledged lexical entR?:

(38) /become/ [+V,-N] AP \Ax \e|[e:[BECOME [P X]]]
[+N]

The feature[+N] associated with the argument positiokP” is a provisional way to indicate
the selectional conditions for the predicative that corabiwithbecomel assume here, thaP
must be saturated by a nominal constituent, i.e. an adgeaivinbecome pregnanbr a noun as
in become presidenFor the sake of illustration, suppose that (39) is a singdlintry for the
adjectivefamouswhich (38), completed according to the constraint (34inbmes with to form
the VPbecome famouysepresented in (4G):

(39) /famous/ [+N,+V] Az [FAMOUSZ]

(40) /become famous/ [+V,-N]
AxAe[{s(OeAs:—[FAMOUS X |} [e:[BECOME | FAMOUS X |]]]

| want next like to show how these assumptions can accounttiat might be considered as the
dual counterpart diecomepreferably realized by the veremain.The correspondence between
the inchoative copula and its counterpart may be illustrbie(41)(a) and (b), which have almost
identical meanings, providetl is construed as equivalenthot healthy??

20 This is not the place to deal with the remarkable complexitthe various readings ajet only one
of which is a close relative diecomel would nevertheless like to hint at the obvious similaritat the
relation between causative and inchoatiet shares with that between transitive and intransitpen,
melt, dry etc. In other words, the relation between constructides (i) and (ii) should be treated parallel
to the two verbsopenrepresented in (24). Hence, either by means of the Caudatimplate or as a
complex lexical entry, we would have two readinggyetas indicated in (iii):

(i) He got things right (~ He opened the shop)

(ii) Things got right (~ The shop opened)

(iii) /get/ [ +V, -N | AP Ax (3\y) Ae[e: [(3[ACT y] [CAUSE)[BECOME | P X]]]]

For discussion of related propertiesgetsee Haegeman (1985).
21 More explicitly, (40) derives in three steps. Supplyingtf{@8) with the presupposition by means of
(34) gives (i), which then combines with (39), yielding (Nyhere by lambda conversiorAP” is deleted
and “P” replaced by Xz [ FAMous z]”. Finally, lambda conversion turns (ii) into (40):

(i) APXx Xe[{s O e &s:—[P x]} [e:[BECOME [P X]]]

(i) Xx Xe[{s O e &s:— [ Az [FAMOUS Z] X]} [e: [BECOME [ Az [FAMOUS Z] X]]]]

22 The correspondence betwesgcomendremainis less clear-cut than e.g. the relation betweenden
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(41) a. The kids remained ill.
b.  The kids didn’t become healthy.
c. Thekids were ill.

Notice first, that if (41)(a) is true, the simple copula ckawf41)(c) must also be true, while the
reverse does not hold: The truth of (41)(c) does not imply(@J1which asserts the continuation
of the state in question. In this respect, the state expidsgehe copula clause behaves like
the target state of an inchoative construction. The nexttgoibe noted is that (41)(a) does not
simply assert the continuation of sickness, as would&hg.kids were still sickit more specif-
ically denies the change leading from the source to a diftei@get state. This is what makes
it equivalent to (41)(b), where the denial of the change ® ¢cbmplement state is expressed
explicitly.?® Finally, both (41)(a) and (b) share the same presuppostipnessed by the copula
clause (41)(c), provided the relevant temporal orderirggsumed. More generallgmainpre-
supposes the predicated state p, and it denies the tramigitigp. This comes out automatically,
if we set up the lexical entry (42), whose SF differs from thiabecomgust by the negation of
the transition:

(42) /remain/ [+V,-N] APXx\e|[e:—~[BECOME—-[PXx]]]

A couple of remarks are to be added here. First, (42) is indet®@m several respects. It doesn’t
take care e.g. of cases likething of the book remaingevhere P is syntactically empty, but
must semantically be interpreted as a kind of existentiadiigation. This in turn has to do with
the status of the argument positio®® and the morpho-syntactic constraints to be associated
with it. They are similar, but obviously not identical to 8®associated with the corresponding
position ofbecomel will leave aside these issues for the time being, turning $econd remark:
We clearly must expect the constraint (34) to apply in ordegdt (43), specifying the required
presupposition, viz. the negation of the target state:

(43) /remain/ [+V,-N] AP XxXe[{s O e &s:[P X} [e:~[BECOME —[P X]|]

In order to derive (43) from (42) by means of (34), we must havedeal with the fact that
BECOME is in the scope of negation in (42), but not in (34) — or in thiye(88) for becomefor
that matter. Intuitively, one would like to claim that (34 it takes care of the presupposition
to be triggered, by the very nature of presuppositions hfd$oth the positive and the neg-
ative condition the presupposition is associated with.dee{34) would apply tdBECOME p],
irrespective of the negation that prefixed in (42). Althotigils claim seems to me right in spirit,
it is insufficient for two reasons. First, the consideratjost mentioned applies to the external

andbleibenin German, which lacks competitors ligetandkeep.The main points, however, seem to be
as clear as they are in German and can reasonably be disaugBaespect taemainas the paradigm
case.

23 |t might be noted that literally speaking the negation of thange implies the negation of the target
state only as a consequence of the presupposed source ktate ghange is denied. Hence if the presup-
position is rejected — as ifhe kids didn’t become healthy, they simply were not sicll at the result of

a negated change would not be the negated target state.
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negation, but not to the negation within the scope®toME, which clearly must be respected,
because otherwise we would derive the wrong presuppostience the fact that the external
(but not the internal) negation is to be ignored must someb@wmdicated in (34). Second, this
requirement seems to be part of a more general issue to be tgkeith respect to causative
verbs. Finally, it is the occurrence of the negation “in8igied “outside” ofBECOME in (42), that
makesremainthe dual counterpart dfecome*

As a consequence of this, the presupposed state, being gadareof a negative state, comes
out as a positive condition.

For the sake of illustration, (44) represents the verb ghr®main ill, assuming that the SF of
il may be abbreviated ds- [ HEALTHY X | |, which leaves the target statelEALTHY X | by
canceling the double negation out.

(44) /remainill/ [+V,-N]

Ax A e[{s(Oeé&s:[~[HEALTHY X ||} [ € = [ BECOME | HEALTHY X ] |||

It is easy to figure out that on the basis of these assumptenSE ofnot become healthmust
come out practically identical to that in (44). In much thensaway, the equivalence between
predications withhemainand negated inchoatives as illustrated in (45) and (46) eaatbounted
for:

(45) a. The shop remains closed.
b. Heremained in Paris for weeks.

c. The dogremained alive.

(46) a. The shop doesn’t open.
b. He didn't leave Paris for weeks.
c. The dog didn't die.

Examples like these bring up an intriguing problem, once wi¢ck the negation:

24 We might deal with this duality as a relation between coristaf SF rather than lexical entries, by
setting up a postulate like (i), which then would natura#iad us to replace (42) by the entry (ii):

(i) REMAIN p < — [BECOME — [p]]

(ii) /remain/[+V, -N] AP Ax \e [e: [REMAIN [P X]]

I will not adopt here this alternative analysis for two reasoFirst, we need the postulate (i) only to
introduce an additional primitive element of SF, all thepeuies of which are captured by the combination
- BECOME —. Furthermore, we would not only have to set up (iii) — in aidaitto (34) — to account for the
presupposition induced bByEMAIN, we would also need (iv) to account for its implication, ascdissed
before, as (34) and (31) would not applyREMAIN:

(i) [e:[REMAIN [p]]=[{s O e&s:[p|} [e:[REMAIN [p] ]| ] ]]

(iv) (e:[REMAIN plis true at f) implies(s’: [p] is true at some witht' Ot, ¢ Ot t' <t”).
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(47) a. The shop doesn’t remain closed tonight.
b.  The shop opens tonight.
c. The shop is open tonight.

(48) a. The kids didn’t remainill.
b.  The kids became healthy.

c. The kids weren'till.

Most of the comments apply as before. Consider e.g. (48)ciwborresponds to (41), except
that positive and negative predications are exchangedepi@g the presupposition — the kids
being ill —, but target states exchanged, as expected. Tiégon to be noted concerns the state-
and event-properties: While negated events like (41)(babe in crucial respects like a state, as
shown in (49), a negated non-event, if that is wigahainexpresses, does not become an event,
as (50) indicate$

(49) a. The kids didn’t become healthy for two months.

b. The shop doesn’'t open for two hours.

(50) a. #The kids didn’t remain ill in two months.

b. #The shop doesn’'t remain closed in two hours.

Clearly, (50) cannot mean that the kids became healthy imteoths, or that the shop opens in
two hours. What this means is that the clausal negation andefation within the SF aémain
do not cancel out each other in cases like (50). A prelimigansequence to be drawn from this
observation is to distinguish between (&) [e: g] and (b)[e: — [p]], where (a) could result from
clausal negation, while (b) is a lexical property. Althoubkre are further problems to be taken
into consideration, | will assume for the time being that &méry forremainis at least on the
right track in this respect.

A final comment is to be made with respect to causative vekbdhiose in (51), which share the
presupposed state of their inchoative counterparts in {d@icated in (53):

25 Things are fairly complicated here, because judgments ®igyon the possibility mentioned above,
to let durational adverbials qualify the target state, akencame in for a few minutesuch that the
acceptability sentences like (49) can be construed asfguglieither the negated event or the negated
result, which factually amounts to the same. Somewhatrdiffieinterpretive options blur the judgment
with respect to temporal limitations, as in (i) and (ii), whimight be construed in analogy to construction
like with this medicine, he slept in a few minutegheresleptis interpreted aell asleep

() () The kids didn’t become healthy in two month.

(i) (P The shop doesn’t open in two hours.
As the temporal structure of events is not our main concewil] hot pursue the issue any further.
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(51) a. Fred opened the shop the next day.
b.  The sun dried the sheets quickly.
c. The book made the author famous.

d. The police killed the ferocious dog.

(52) The shop opened the next day.

a
b. The sheets dried quickly.

C The author became famous.
d

The ferocious dog died.

(53) The shop was not open.

a
b. The sheets were wet.

C The author was not famous.
d

The ferocious dog was alive.

Before turning to the computation of presuppositions farsadive verbs, two side-issues might
be mentioned, which need not concern us here. First, caasaibs (and causative constructions
in general) mostly, but not necessarily involve incho#yivivhich is the source of the presuppo-
sition we are looking at. But causation may be responsihiestates, rather than events. (54)
illustrates causation without inchoativity:

(54) a. The new engine turns the wheel very steadily.
b.  The fire brigade held the rope tight.

Here, no change of state is asserted or negated, hence npposed state is to be computed.
Second, causatives may introduce further presupposijtéhresto the required type of agent or
the sort of causation. (55) illustrates some possibilities

(55) a. They strangled the night-watchman.

b.  Two hooligans stabbed the foreigner.

Whatever presuppositiossrangle, staland other verbs might add to the conditions of killing —
they need not concern us here, except that we must make stitbely do not interfere with the
construction of the presupposition induceddBcoME, to which | will turn now.

The basic schema of causative verbs has already been gkettheespect to the ambiguity of
openin (23)(b) above, which | repeat here for the sake of discussi

(23) b. /open/ [+V,-N]  Ax Ay \e|[e:[[ACT y] [CAUSE [BECOME [OPENX]]]]]
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What we need to provide is the presupposition triggered byirtbhoativeopenincorporated in
(23)(b). This should, of course, in principle be accommisby the constraint (34). To this effect,
two problems must be clarified, however.

The first of these problems was already mentioned with respeegation showing up iremain
The generalization hinted at in that connection must detl thie fact that the presupposition
of BECOME is to be computed locally, i.e. without regard of the opeatakingBECOME as
argument. The elements to be ignored would then include nigtthe negation, as discussed
earlier, but also the causative operator — or more corrextlyse and the specification of the
causing event. To this effect, (34) would have to be modifedreown in (34°), indicating that
BECOME triggers its presupposition, also if it is subordinate toestoperators:

(34) [e:[...[BECOME[p]]]] = {s O e &s:— [p]} [e:]...[BECOME [p]]]]]

The locality intended by this formulation is subject to galiconditions governing the computa-
tion of the presuppositional component P for arbitrary ctaxgxpressiortS. These conditions
must, among others, guarantee the clause headed by a grnseamswthe domain gathering the per-
tinent presuppositions. Thus the embedded claidslery to have opened the windaw (56)(a)
and (b) must have the presuppositible window was closea@lthough this becomes a presup-
position of the matrix clause only within the scope of thetifac verbregret, but not of the
non-factive vertbelieve

(56) a. Johpbelieved]e; to have opened the window
b. Johnregrettede; to have opened the window

This would fall out naturally, if we assume that presuppos# are unified with respect to the
event variable, which defines in a way the boundary of the domg34’).

This gets us to the second, more intricate problem. Notigettte relation between causative and
inchoative verbs explicitly exploited in notational varig24) shifts the event reference repre-
sented by “e” from the change of state to the causation ofltaege. This is intuitively correct,
as far as the verb’s event reference is concerned, but itresgelarification of the temporal rela-
tion between the causation and the caused change, sinceswposition must be temporally
located in this respect. As discussed above, the time steiof a change of state is not a trivial
issue, the change being defined only by the intervals it aperAn even more intricate problem
is the temporal location of the event represented &s @AUSE g] with respect to the time of p
and g. Consider, for example, a simple casefitaxl opened the dodn the simplest case, Fred’s
activity and the position of the door have the same locatiaimie. But suppose Fred opens the
door pushing a button that releases the door, for reasorecafigy, with a delay of three min-

26 There is a large literature on the so-called projection lerobof presuppositions dealing with these
conditions. A first systematic integration of the condion question has been proposed in Karttunen and
Peters (1979). The problem is taken up in Kamp (2001) fromnaesdhat different perspective, which |
will adopt here as background.
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utes. Then the time of p precedes that of g, without even ademhpverlap between p and?4.
There are two strategies to deal with these problems in vigi843). The first option is to rely
on the fact that configurations of the tyjpelCAUSE [BECOME q |]] are always to be construed as
direct causation, not allowing for any explicitly indicdtmtermediate events. With this proviso,
the source state of the changeEcoME q | will just as well be a presupposition for the change
in question as for its causation. With this construal, (3#duld account for the presupposition
of both the inchoative and the causative verbs. The secaimohdpkes into account the different
events e and’ginstantiating[p [CAUSE ]|, and q, respectively, with a corresponding reformu-
lation of (43’). As this reformulation would be reasonabldyoif it takes into account further
considerations, which go beyond the scope of the presereconl will adopt the first option,
assuming that (34") so far correctly computes the presupposssociated witlBECOME.

These considerations carry over to the relatively smallgmf verbs where causativity combines
with the negation of inchoativity. A case in pointkieepin one of its readings, as exemplified in
(57):

(57) a. Max kept the kids running.
b. Mary didn't keep these things in good shape.

The presupposition in (a) is that the kids were running, s lhax caused them to continue,
while (b) presupposes, that things were in good shape andgitgrat Mary caused the continu-
ation of this state. (58) is an entry from which these condgiwould follow?®

(58) /keep/ [+V,-N] AP Ax Ay Ae[e:[[ACT y| [CAUSE — [BECOME — [P X]]]]]
[X]

The morpho-syntactic condition indicated B§} has to specify the properties characterizing the
different predicative&eepallows for. Thus inkeep them runningP” is replaced by the SF of
them runningwhich eventually gives (59):

(59) /keep them running#V, -N]
Ayde(z | {sOeAs: [RUNX]} [e:[[ACT y]| [CAUSE — [BECOME — [P X]]]]]

27 The problem has been discussed, among others, in Dowty \1®8%@re three possibilities are consid-
ered: the time of e} p CAUSE q | coincides with (a) the time of g, (b) the time of p, and (c) theaflest
interval that overlaps with the time of p and the time of g. Dpwonsiders (c) as the most plausible
solution in most cases.

28 The various other readings kéepare, of course, not unrelated to the one considered herg. dree
thus subject to similar considerations like the entrieofmen, getetc. discussed earlier. Thus the relation
between (57)(a) and the intransitive countergare kids kept runningould be captured by a complex
entry like (i), using the notational devices mentioned a&bov
(i) ’keep/  [+V,-N] AP XX (oY) Ae[e:[(o[ACT y] [CAUSE) - [BECOME — [P X]]]]
Y]
I will not go into those issues, being concerned here primarith the computation of presuppositions.
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The underlined variable “xis a provisional indication of the discourse referent aatnced by
the pronourthey(or them for that matter), which binds the argument xRafn:2°

6 BECOME, Events, and Processes

In this section, | will take up the subtle, but intricate diénce illustrated in (60) and (61), in
order to show how it can be accommodated by the analyss 0bME proposed so far.

(60) a. The heap became six feet high {within two daysr quite a while}.
b. The heap became higher than six feet {within two d&fm/quite a while}.
c. The heap became higher (and highénw{thin two days/for quite a while}.

(61) a. Hans wurde {in kurzer Zeitéine Weile lang} so groRR wie Paul.
({In a short time#*for quite a while}, Hans became taller than Paul.)

b. Hans wurde {in kurzer Zeitleine Weile lang} gréRer als Paul.
({In a short time#*for quite a while}, Hans became taller than Paul.)

c. Hanswurde {in kurzer Zeit/eine Weile lang} (immer) groRer.
({*In a short time/for quite a while} Hans became taller (antbtl)

What is at issue is the fact that the (a)- and (b)-sentenge®ex changes with a well defined
target state in the sense discussed so far, whereas thentepases describe processes not ter-
minating in a final result state, as borne out by the mutuadbhuesive temporal adverbials they
naturally combine with. Correspondingly, the (a)- and¢bj#ences make the usual presupposi-
tion —the heap was not six feet higimdnot higher than six feen (60)(a) and (b), respectively,
Hans was not as tall asndnot taller than his brothein (61)(a) and (b), respectively — while it
seems to be fairly unclear what happens to the presuppogitithe (c) sentences. | will try to
clarify these problems in three steps.

First, as the issue clearly has to do with the semantics opeoatives, | will begin with a sketch

of the relevant ingredients of positive and comparativeetjes. Relying on proposals discussed
in Bierwisch (1989), the elements minimally needed for ajecti/e like high and its antonym
low are indicated in (62), wheneeRT abbreviates a function that assigns an object x its vertical
extension (or position), i.e. its height, which is then tetato the sunjv + d] or the differencev

—d, indicating that the height exceeds or falls short of sonteeva by some difference’tt

29 The notational proposal to represent discourse refersrsamponent of SF, separated by |, is adopted
from Maienborn (2002).

30 The value of[VERT x| is not simply equal tdv + d], but must cover or even exceed it. This must be
assumed for a number of reasons, one being the fact thatimgd¢&eRT x] > [v + d]| does not allow
[VERT x| to be greater thafv + d|. Hence[[VERT x| > [v + d]] means[VERT X] is not less tharv + d,
with [[VERT x] = [v + d]] as default interpretation. The same consideration holdg&converse relation
< in the antonymow, where the value ofvERT X] is less than or equal to —d.
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(62) a. /high/ [+N,+V]  (Ad) AX [[VERT X] > |[v + d]]
b. flow/ [+N,+V]  (Ad) XX [[VERT X] < [v—d]]

The amount of d might be specified by a measure phrase, as){a)6dr it might be left implicit,

as inthe heap was highThis is indicated by the optionality of the positiond”. If d is left
implicit, the value of v must be something like the expectiathdard or normal case N, while the
specification of d, e.g. by the value sik feef requires d to be measured from the ground, such
that the value of v must be®.In other words, v is a kind of parameter, the two values of Whic
are N and 0, chosen according to general principles of irg&apon. With these assumptions,
we get the VP-representations in (64), if (63) abbrevidtesantry for the copulae discussed
a.o. in Bierwisch (1997), Maienborn (2002):

(63) /bel/ [+V,-N] AP Ax As|[s:[P X]

(64) a. /besixfeethigh/ [+V,-N]  Ax As[s:[[VERT X] > [0 + 6 FEET|]|

b. /become six feet high/ [+V, -N]
X e[{sOeé&s:—[[VERT x| > [0+ 6FEET]]}
[e: [BECOME [[VERT x| > [0 + 6 FEET]]]]]

It might be worth noticing that in (64)(b) the presuppositioduced byBECOME is correctly
specified as just the negation of the target statentually the heap became six feet hpgesup-
poses thathe heap was six feet highas false before the change, without any specification of
the heap’s height (or even existence) — except that it contithe six feet or more.

The second step is to supply the comparative, whose essetaprovide an explicit possibility
to specify the value of v as a standard of comparison, whi¢heasix feetin (60)(b), and (the
height of)Paulin (61)(b). Putting aside the non-trivial matters involuadnorphological rules
deriving higher thanfrom high, the essential point can be expressed by the followingesntar
comparative adjectives, which provide an additional argainposition, making the variable v
available for syntactically specified values:

(65) a. /high+er/ [+N,+V] (Ad) Av AX [[VERT x| > [v + d]
b. Jlow+er/ [+N,+V] (Ad) Av AX [[VERT x| < [v —d]]

On the basis of these entries, VPs like (66) can be consttiateere the optional positiomd”
is omitted, hence d is unspecified, while v is replaced by thef3ix feet

31 This explains, by the way, whytWwo feet lowis anomalous: Since the negative adjective requires the
value of d to be subtracted from v, no height would result i5\0i This does not hold, as we will see
immediately, for the well-formedwo feet lower since the comparative provides a value for v that is
necessarily different from 0. — It might be noted at this pdtirat there is general agreement with respect
to the ingredients of this analysis, although they have li@enulated in a number of different ways. For
surveys see von Stechow (1984) and Bierwisch (1989).
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(66) a. /behigherthan six feet/ [+V,-N]  AX As[s:[[VERT X]
b. /belower than six feet/ [+V,-N]  AX As|[S:[[VERT X]

[6 FEET + d]]]

>
< [6 FEET—d]]]

Notice that in (66)(a) — differing from (64)(a) — €EET is the value of v, rather than the dif-
ference variable d, which may be additionally specified,reswvé inten inches higher than six
feetor twelve inches lower than ten fe&t¥ith these independently motivated ingredients the
representation of the VP of (60)(b) seems to be straighticaw

(67) /become higher than six feet/ [+V, -N]
AxAel[v|i{sOe&s:—[[VERT x| > [v+d]]} [e:[BECOME [[VERT X| > [v +d]]]]]

A remark is necessary here concerning the implicit variadflewhich | have construed in (67)
as a kind of parameter, the value of which is automaticallyi@d by the constraint (34"). This
seems to be correct in view of the fact that “d” can be expjicpecified in constructions like
become ten inches higher that six feghere “d” has the value of ten incha4lith this proviso,
(67) correctly specifies the shift to x’s exceeding the hegjtsix feet by d, presupposing that it
did not before the change. Even though this seems to be thie@pie treatment of d in cases
like (60)(b), we have to consider further aspects, as wegawc

The third step has to provide an account of the process esqutdsy the (c)-sentences in (60) and
(61). One point to notice here is that constructions likeséh&e ambiguous between the process
reading in question and an event-reading, which is possitiieif the optional repetitiomigher
and higherin (60) and the optional adverbiahmer (always) in (61) are omitted. This event
reading differs from the (b)-sentences by its lack of an iexpt specified value for v, relying
on some contextually given value to compare with. Underititerpretation, (60)(c) is in a way
elliptical, leaving the argument positionV” unsaturated. The VP that accounts for this reading
of (60)(c) can best be represented as in (68), whetetlicates a discourse referent in the sense
mentioned earlier. Thus "undicates a contextually specified discourse referentctwbupplies
the lackingthan-complement (say the height of the wall nearby), and it goadingly binds
also the occurrence of “v” in the presupposition:

(68) /become higher/ [+V, -N]
xAelv|{sOe&s:—[[VERTX| > [v+d]]} [e:[BECOME [[VERT x| > [v + d]|]]]

It should furthermore be noted in passing that this readsrgpmpatible with a measure phrase
specifying the value of “d”, as ithe heap became ten inches higher (than the walhich
suggests, that not only v, but also “d” be copied in the nebedadition of the presupposition.

The crucial point now is the treatment of the process readiings reading characteristically
excludes any explicit specification of the values for eitv&ior “d”, as (69) shows:

(69) a. The heap became (*two feet) higher and higher (*thamwtall).

b. Hans wurde (*10 cm) immer gréf3er (*als Paul).
(Hans became (*10 cm) taller and taller (*than Paul).)
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The actual impact of (69) is that the process reading doesmigtprevent explicitly specified
values for either “v” or “d”, it induces in fact a completelyfférent regime over these variables.
The intuitive notion that suggests itself is that the precesto be construed as a continuous
sequence of changes each of which adds some amount d to tleewatached before. This
means with respect to “v”, that it must not refer to any digseueferent of its own, but merely
to a value defined by the previous state of x. With respecttat&value can only be determined
by the successive states of x and the valué¢veRT x| along these states. In other words, the
process reading dfecomet Comparative takes an earlier state of x as defining the \a&lue.
This allows neither “v” nor “d” to be specified by values extarto the process of x’s continuous
changing. In order to make this notion more explicit, lebe the value ofvERT X] at some time

t;, where t precedes the timé of the target state’ ®f the event e under description. Suppose
furthermore that we represent by;"dhe difference between the value OERT x| at t; and t,
such that the value dVERT x| reachegv; + d;] at .. With this assumption we get (70)(a) as a
possible representation for the incremental steps catiatjtthe process in question, with (34’)
computing the standard presupposition spelled out in 670)(

(70) a. /become higher/ [+V,-N]  Ax Aele:[BECOME [[VERT x| > [v; + di]]]]
b. /become higher/ [+V, -N]
AxAe[{sOe&s:—[[VERT X] > |v; + d;]]} [e:[BECOME [[VERT X| > [v; + d;]]]]]

The presupposition in (70)(b) requirB&RT X| to be belowjv; + d;] before the change instanti-
ated by e takes place. This condition, although appareathgct, leaves a problem to be clarified,
because it is crucially less specific than the assumpti@adyr made, namely thdVERT X] =

v;] holds at . Now the condition- [[VERT X| > [v; + d;]] (or its formal equivalen{VERT x| < [v;

+ d;]]) converges with this condition to exactly the degree to Whicapproximates 0. In other
words, t with the condition[[VERT X] = v;] becomes a more specific condition imposed on the
presupposed source state of e, if we take @ in the presupposition. With this consideration in
mind, we may replace (70)(b) by the more restrictive (70)(c)

(70) c. /become higher/ [+V, -N]
AxAe[{s O e &s:[[VERT x| = v;]} [e:[BECOME [[VERT X| > [v; + d;]]]]]

Notice that no specific condition on the timefiking v; is needed: It simply precedes the final
state of e, according to the conditions holding at both sta¢hat should be observed, however,
is the specific regime that this option requires for the \des “v;” and “d;”. We already noted
that they are not available for syntactically specified galland they are not open to contextual
interpretation either although they are under strict, ialimeplicit, control. The variable v in
expressions like (62), for which the comparative would txeaspecial argument position, now
obviates any recourse to either syntactic or contextuatiBpation. The same holds for d in
(62), whose counterpart in (70) is moreover subject to ite specific conditions, indicated by
the value ¢ As d; was introduced to represent the difference between thateatévERT x| at

t; and {, its actual value is dependent opand t. As a matter of fact, the value of d under this
construal becomes a function of and t; it ceases to be an independent parameter, in case it is
not explicitly specified. In order to see to what extent thesgumptions — and representations
like (70) that rely on them — provide an appropriate accotinhe process character gétting
higher (and higher)two problems need to be clarified.
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First, as already mentioneddecome highemn the relevant reading of (60)(c) is supposed to ex-
press a continuous change, while (70) seems to represergia svent instead of a homogeneous
process. Second, as (60)(c) is neither elliptical nor operexplicit specification, the origin of
v; that provides the value of comparison needs to be clarifiaés@& problems, which are not
independent of each other, shall be discussed in turn.

The basic intuition about states and processes has beenaxgldt e.g. in Bach (1986): Each
part of a process e must meet the same condition as e as a Wioohgplying with this require-
ment, each part of x’s getting higher is itself an instance @étting higher. This intuition can be
captured in two ways. The first is to explicitly turn the eveality e referred to in cases like (70)
into a (potentially infinite) set of sub-eventualities albgect to the condition expressed in (70),
a proposal sketched a.o. in Bierwisch (2000). The nece&ganging’ of e can be accomplished
by a template like (71), which distributes the condition &iran argument z to its (im)proper
parts, thus warranting the decisive property of processew/€ll as mass terms):

(71) WPz [Vz, [z, C 2] [P z]]

A well known case in point is the mass interpretation of caumins likechickenin examples
like There was chicken all over the plateApplying this template to (70)(a), we derive (72)

(72) [/become higher/ [+V,-N]  Ax \e[Vz; [z, C €] [z;: [BECOME [[VERT X] > [v; + d;]]]]]

This leaves us with the task to relate the variablg iwdicating the height at the previous stage
to the sub-event,z Intuitively, one would like to say that;us the value of(VERT X] resulting
from the previous sub-event z. A moment’s reflection shows that this is already inheretién
stipulation by which ywas introduced, according to whicthas to precedé,tand t is moreover
the time of the source state of e, according to the reasomdgrilying (70)(c). Hence without
further stipulation, we get (73) with the presuppositioeltgr out as discussed with respect to
(70)(c) where ik k and t < t,, for arbitrary i and k.

(73) /become higher/ [+V, -N]
X Ae[Vz [z C € {sk O z, &Sy [[VERT X| = V;]]} [2x: [BECOME [[VERT X| > [v; + d;]]]]]

What (73) in fact expresses is that e consists of sub-evgnéaeh of which presupposes a state
where the height of x ispand end in a state where it is ¥ d;, which then becomes the presup-
position of a possible subsequent evgnt Ehis turns e into an eventuality that meets exactly the

32 This is not quite correct as an account of the mass-intexfetavailable for nouns likehicken, lamb,
egg etc. The mass noun property is rather a consequence ofwaimigsthickenby what has been called
conceptual shift in the sense wieat from chickenThis concept is then already subject to the condition
(71). What is to be noted here is merely, that (71) is not aha@stipulation.

33 Technically, (71) combines with (70)(a) by functional cawsjtion, with \P being saturated by the
predicate\e [e: [BECOME [[VERT X] > [v; + d;]]]]. Then lambda conversion yields (72), where “e” replaces
“z” and the argument positionXX” is inherited from (70)(a).
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conditions of a proced$ The interesting point is that the presupposition autoradi triggered
by BECOME takes care of the internal ordering among the sub-eventscted in €°.

This consideration directly leads to the second posgjtiititaccount for of the homogeneity in
the process of getting higher (and higher). It consists enttoposal to simply take (70)(c) as
it stands, relying on the following consideration. The hgmeity that holds for mass terms,
states, and processes alike is usually not explicitly mepreed in the semantic representation,
but taken as an intrinsic characteristic that comes intpipliie pertinent properties are at issue.
Hence entries like (74) rather than (75) are taken as caabftuicthe mass- and process-terms
waterandsleep respectively:

(74) a. /water/ [+N,-V]  AZ[WATER Z]
b. /sleep/ [-N,+V]  Ax \e[e:[SLEEPX]]

(75) a. Iwater/ [+N,-V] Az [Vz; [z; C Z] [WATER Z]|
b. /sleep/ [-N+V] AxX\e|Vz; [z; C € [z;: [SLEEPX]]

The conditions made explicit in (75) do in fact hold in (74hé€ly are inherent conditions of
the predicateSvATER andSLEER respectively® We might, in the same sense, suppose that the
process character of getting higher is a matter of the pageliapplying to e in (70), where the
condition by which it differs from the (elliptical) eventterpretation in (68) is just the variable
“v,;” which is not bound by an (implicit) discourse referent, he tv” in (68), but related to
a previous state of x, such that no event-external target gets defined. Viewed in this way,
the property defined in (70) is inherently a process, just fiie properties defined BLEEP Or
MOVE are inherently processes. In other words, the event repexbsén (68) and the process
represented in (70) differ just as muchasambandlamb— or whiskyanda whisky for that
matter —, the difference formally represented by the dismteferent vn (68) and the unbound
parameter ywith the value of gdepending on itin (70).

34 1t has sometimes been objected, e.g. in Steinitz (1998)nsithis line of reasoning that processes like
getting higher are not sequences of events but rather cmutinchanges. In a similar vein, Steinitz argues,
Jackendoff (1996) rejects the view that motion can be cleriaed by a finite set of subevents. “A finite
sequence of subevents necessarily has as specified bggamurending, so it cannot encode the absence
of endpoints.” (p.316). The misunderstanding comes froguaing afinite sequence of subevents. The
collection of subevents relied on in (71) is neither disemr finite, just like conceptually an amount of
water is neither a discrete nor a finite set of sub-quantitfesater. What the condition in (71) expresses

is merely the requirement that whatevermight be chosen, it has the same property as z and any other
part of it. This is exactly what Bach (1986) assumes for gees.

35 1t might be noted that the optional adverbiamerin German and the optional repetition of the com-
parativehigher and higherin English and German indicate somehow the iteration intced by (71).
Although this looks plausible in principle and might be emtretymologically, it is not an effect of com-
positional interpretation and has to be left as a remarkanigbility.

36 There are in fact templates having the inverse effect of gineder” (71) deriving count nouns likevo
beeror more than one whiskyyith different ways to support the individuation. Note atke comments in
footnote 32 on shifted count nouns.
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This gets us to the second problem to be clarified with respd@), namely the source and the
status of the value,\as well as @ which need to be treated separately. As;i@\straightforward
way to clarify the issue seems to be the assumption that thiéiggo“\v” of the comparative is
removed from the argument structure in entries like (63vileg “v” as a parameter, for which
“v;” Is just a notational variant to make its character expliBy this assumption, (70) would
not be elliptical, as (68) indeed is, and it ceases to reptesme event that ends with a distinct
target state. This sort of reasoning, however, runs intmgeddifficulties: Even though there
are different proposals as to how the comparative is to beesepted, there is clear consensus
that relating to an entity to be compared with is the distislged property of comparatives.
In terms of the analysis assumed here, it is the very posithari in (65) that represents this
property. Hence removing it from the entry of the comparatieprives the comparative from
its core characteristic. Moreover, the notational contb@sween “y” and “v” is not just a hint
to the reader but has systematic consequences, sifice ‘iwot available for the values 0 and
N, the options for “v” in the positive. Hence ;%/(or whatever notation one might choose) must
have a systematic status by its own. In short, thef, ftwist be different from “v”, presumably
related to the comparative morpheme in one way or the othdritas not available for binding
by an argument position or an (implicit) discourse referémr the time being, | will leave
it at that, briefly returning to the problem beldWl will assume, however, that eventually an
account should be available which reduces this problendegandently motivated assumptions.
Although the status of;dequires an account by its own, it is clearly not independént, hence

I will not make an ad hoc proposal for this element either.

To sum up the considerations about the contrast illustiatégD) and (61): IBECOME combines
with a comparative not providing a value of comparison, #silt denotes a process rather than
an event. The reason is the lack of a proper target state: fipegy of x defined by[DIM X] >

[v; + d; ]] — where[ DIM x | stands for any dimensional characteristic of x — is only fixeith
respect to the change-internal valye this sense, the parameterturns the event marked by
BECOME into a continuous process, where the presupposition peovig (34) is restricted in a
way which guarantees the coherence between the parts ofdbess, providing each potential
stage with its presupposed predecessor. As a side-etfiectallection of values for “d maps
the growths (or reduction) dbim x] onto parts of the time interval of e, whatever partitioning
of the process e is considered.

Additional motivation for this analysis comes from the fé#uat verbs likefall, rise, grow, in-
crease reduce changeand quite a few others, denoting transition processes Wraditicius-
Hansen (2001) calls counterdirectional, can most natukedlconstrued as incorporating com-
parative constructions of the sort just discussed, as ebestige (76) and their close synonyms
(77) show:

(76) a. The price of gas rises.
b. Later on, the interest rate fell.
c. His debtsincreased.
d. The tree grew, but only slowly.

37 See footnote 39.
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(77) a. The price of gas becomes higher.
b. Later on, the interest rate got lower.
c. His debts became larger.
d. The tree became taller, but only slowly.

Assuming thafall andriseindicate movements on a vertical scale, the entryif@can be given
as (78%8.

(78) Irise/ [+V,-N]  Ax \e[e:[BECOME [[VERT X| > [v; + d;]]]]

This entry triggers a presupposition in much the same wayhichv(70)(a) fosters the presup-
position spelled out in (70)(c). There is one non-triviaiido be added here, however. (78) is
intended to account for cases like (76)(a), which do not casitie a specification of the amount
of rising. But such a specification is possible, as shown®):(7

(79) a. The price of gas rises at least ten cent.
b.  The river has risen two feet.

Cases like these require two amendments. First, like dimoeabkadjectives and their compar-
atives — see (62) and (65), respectivelyise andfall admit an optional argument position, by
which the value of “d” can syntactically be specified by a MgasPhrase. This leads to the
following modification of (78):

(80) [rise/ [+V,-N]  (Ad) Ax Ae[e: [BECOME [[VERT x| > [v + dJ]]]

Second, in order to accommodate a specification of “d” madsipte by (80), “v” must provide
a value this specification can be added to (or subtracted frbinis is — according to the assump-
tions made above — an automatic consequence of replacjfigvtich is completely dependent
on the occurrence of ¥, by the variable “d”, which is bound by the argument positiod”.
The value of “v” can only be 0 or some contextually specifiedant to compare with. In cases
like (79), this must be due to some discourse refergaken from the previous context. In other
words, it must not be a “process-internal” valug™\but rather an externally given target kor
this reason, | have switched back in (80) to “v” instead aof "supposing that “v”, if it is not
bound by some discourse referent@liows for the value 0, N, or,ydepending on general con-
ditions of semantic interpretaticfl With this proviso, the VP of (79)(b) will be something like

(81):

38 1t might be noted that | ignore here (and throughout) therrédtiion between vertical extension and
vertical position. As a matter of fadtjgh is ambiguous between extension and positiohigh window
while high positionis restricted to location, angigh mountainto extension. In the same wayse alter-
nates between position the sun riseand extension irthe river risesand is presumably ambiguous in
the ground risesHenceVERT is underspecified in this respect, sensitive to conditiavisambe explored
here.

39 Two points of the otherwise fairly complex conditions stibble sorted out here. First; must now
be considered as one of the values available for “v”, if “vhist bound by the argument positionv”.
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(81) /risetwo feet/ [+V,-N]  Ax \e|v| e:[BECOME [[VERT X| > [v + 2 FEET]]]]

One might observe, incidentally, that the presupposit®n f[VERT x| > [v + 2 FEET]]", which
(34’) triggers in (81), is implied by the narrower conditits [[VERT x| = v|”. Notice, moreover,
thatrise as a lexical entry with the optional argumemtd” is parallel to its close synonym
become higheas discussed with respect to (60)(c), the two readings aflwdiie made explicit
in (76) vs. (78). One consequence of an explicit value assida “d” is that e.grise two feet
is an event (or more specifically an accomplishment accgrttirihe Vendler-terminology), and
not a process, since only the final part of the event satisfeesdndition of rising two feet, much
like became two feet higher became higher than six fe&t

To summarize these considerations: the occurrence;d{6v whatever represents the process
character ofise, become higheretc.) is incompatible with the assignment of processrazle
values to either “v” or “d”. In this sense, and d warrant the homogeneity of the continuous
change expressed bige, fall, and their equivalents

7 Thelnteraction of BECOME and AGAIN

A final consideration will take up one of the issues repegtddicussed with respect BECOME
and illustrated by the ambiguity of cases like (82):

(82) At six the shop closed again.

Under the so-called restitutive reading, (82) presupptisaisthe shop was closed before the
event in question, under the repetitive reading, it preegpp a previous event of closing, hence
a second period of the shop’s being open. The restitutivéimgas preferred, under nuclear
stress ortlose while nuclear stress amgainforces the repetitive reading. The standard analysis
relates this difference in one way or the other to the scogheparticleagain** Thus adding
the particleagainto a VP likeclosein (82) introduces the presupposition that either the event
as a whole (repetitive) or merely the state resulting frofneistitutive) occurred already before.
The semantics ofigain must therefore proliferate the semantic structbiref the constituent it
combines with, adding the presupposition thatr the result ofp occurred before. In order to

Second, for the value;wo show up, the variable “d” must not be assigned any spedifigev In other
words, if “d” is specified by a measure phrase or any other éem@nt, “v” cannot be construed as v
For discussion of the conditions governing the choice ofdMrior “v”, see Bierwisch (1989).

40 Notice that the discourse referentrv(81) binds also the variable “v” in the presupposition geed
by BECOME, as shown in (i):

(i) /rise two feet/[+V, -N]

xxev|{sOe&s:—[[VERTX] > |[v+ 2 FEET]]} [e:[BECOME [[VERT x| > [V + 2 FeET]]]]]

41 For an overview of the various attempts to account for thémmpmena see the references given in
footnote 7, and also Bierwisch (2000), and Fabricius-Har(@901). The following discussion will be
restricted to the semantic effect thmgain has on expressions witECOME. | must refrain from dealing
with problems of nuclear stress, positionagfain, and the dependencies among them.
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capture this alternation, | will define an operatgs that suppresses the transition, retaining
merely the eventual resulting state:

(83) S:[RES[BECOMEP] | =4y [S: P]

By means of this operator, we can express the two readinge@adoyagainby the entry (84),
where the categorizatioiart is completely provisional, indicating thagainis a particle ad-
joined to a[+V]-constituent of as its syntactic head:

(84) Jagain/ [Part APXxJXe[(F€){e'<e&¢€:(REY [P X}e:[PX]
[+V]

The condition “é< e” indicates that the event and hence its result precedes e. The optionality
of REsaccounts for the two readings afain If RESshows up, we get the restitutive case, if it is
dropped, we get the repetitive readittghpplying the two variants of this entry to the intransitive
verbclosein (85) —the straightforward antonymopenin (33) with theBECOME-presupposition
supplied — yields (86) for the restitutive and (87) for thpattive reading, respectively. Let us
first look at (86), wher&Es picks out the target state | OPENX | and adds it to the presupposi-
tion component, fixing it as preceding the event e. As thestatoPENX | induced byBeCOME

and $: -] oPENX ] induced byagain cannot be simultaneous, the letter can only precede the
former:

(85) /close/ [+V,-N] AxXe[(@S){s O e &s:[OPENX|} e: [BECOME — [OPENX |||

(86) /close again/ [+V,-N] XMxXe[{s'<e&s() e &S:—[OPENX| &s: [OPENX][}
e :[ BECOME - [ OPENX | | |

Turning to the repetitive reading, we notice that fiagfain adds the complete previous event
€: [BECOME — [OPENX|| to the presupposition component, which then triggers its presup-
position, indicating that’ealso starts with the conditio:SOPENX]:

(87) Iclose again#V, -N]

AxXe|[(F€)(IsHe'<e&sS O &s()e&S: [OPENX| & €’: [BECOME — [OPENX]] &
S:[OPENX]]}

e :[BECOME — [OPENX]]]

42 This optionality is not the correct solution, though, as thstitutive reading is restricted tagain
without nuclear stress, which is again restricted syrtaliyi. A first step to account for these additional
conditions might be expressed as in (i), using the indexh@eaism mentioned earlier:
(i) /again/[Part,aFocug AP A\x \e[ (3 €) {e' <e & €: (, RES) [P X} e: [P X]

+V]

Condition: « = plus implies b = minus
This is only a first approximation for reasons mentioned iter. In particular, (i) does not spell out the
syntactic and prosodic properties connectefi-tbocus, regulating stress and surface position.
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Notice that the correct sequence of staieeN — —-OPEN— OPEN— —OPENWith the first three
states belonging to the presupposition, while the last card&srthe eventual result, automatically
derives from the entries fagainandcloseplus the template (34’).

Let us finally turn to the intricate cases BECOME that alternate between event and process.
For the sake of illustration, | will restrict the discussiwnthe cases in (88), where underscoring
indicates focus stress:

(88) a. Theriver rises slowly.
The river has risen two feet.
The river has risen two feet again.

b
c
d.  Theriver has risen two feet agairAgain the river has risen two feet.
e. Theriverrises again.

f.

The river rises again Again the river is rising.

To begin with, (88)(a) allows for an event- and a processhirgg as already discussed. For
the sake of reference, | repeat as (89) the entry given in &@plied with the presupposition
induced byBECOME, from whichrise two feetderives as already shown in (81), where the
process reading is blocked by the specification of d, whighires v to be contextually specified,
as indicated by the discourse referent v

(89) [rise/ [+V,-N]
(AMd) Ax Ae[{s O e &s:—[[VERT X] > [v + d]|} e: [BECOME [[VERT X| > [v + d]|]]

(81) /rise two feet/ [+V, -N]
(Ad) Ax de[v{s O e &s:— [[VERT X] > [v + 2FEET]|]} e: [BECOME [[VERT X] > [V + 2FEET]]]]

If this is combined withagain we get the two readings, as expected. Intuitively, thegoredl
interpretation of (88)(c) indicates the restitution of amler sate, where the river had a height
that has now been reached again through rising by two feenalty, that comes out as (90), an
automatic consequence of combineggainwith (81):

(90) /rise two feet again/ [+V, -N ]

AXAe[v|(@S){s'<e&s(Oe&s:[[VERTX] > [v+ 2 FEET]] &sS: = [[VERT X] > [v +
2 FEET]|]} e: [BECOME [[VERT X] > [v + 2 FEET]]]]

Notice that, much like for restitutivepen agairrepresented in (86), three states are identified:
the presupposed height of v+2, picked out by the resultaiperes of again, then less than
v+2, presupposed IBECOME, and finally the target v+2, all with respect to a contextuaded
value vof “v”.
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Looking next at the repetitive interpretation, which is timdy possibility for (88)(dj°, where no
RES reduces the presupposition afjainto the previous occurrence of the target state, we get
(91), with four successive state, as in (87) étwse againwith necessarily two values v and v

to be compared with

(91) /rise two feet again/ [+V, -N|

AXXely,V|3€)(@s){e'<e&sOe&s(Oe&s: —[[VERTX| > [V + 2FEET]| &
€: [BECOME [[VERT X] > [V/ + 2 FEET||]] & S: = [[VERT X] > [v + 2 FEET||} e: [BECOME
[[VERT X] > [v + 2 FEET]]]]

What (88)(d) expresses, does not necessarily mean thatdhevents add up to the rivers rising
by four feet. As a matter of fact, e antla@e independent of each other, with falling or rising or
not changing water in between.

Let us finally turn to the processes in (88)(e) and (f), whareeoagain (88)(f) unambiguously
denotes arepeated process, i.e. it asserts a processQf asd it presupposes a previous process
of the same type. Relying on the process readingsafgiven in (78) with the presupposition
added, we get (92) as the effect of combining it with repegitigain i.e. the reading without the
RES-operator:

(92) /rise agaih  [+V, -N]

X e[(F€)3s){e'<e&sO€&s(Oe&Ss:[[VERTX] =V;| & e": [BECOME [[VERT
X] > [V; + d;]]] & s: [[VERT X] = v;]} [e:[BECOME [[VERT x| > [v + d]]]]]

As required, we get two independent processes, with the wsiteg, falling or simply not chang-
ing in between.

The most intriguing case is (88)(e), which has readings @éhatcompatible with at least the
following conditions:

(93) a. Theriverrises again, after it didn’t change for alehi
b.  The river rises again, after it was going down before.

In (93)(a), the presupposition triggered dgainis most naturally met by a previous process of
rising, followed by an interval with no increase of waterid means that (93)(a) is an instance

43 Whether the repetitive interpretation is also available(88)(c), can be left open here. Clearly the
restitutive reading is preferred for (¢) and definitely tied for (d).

44 Taking the more restricted presupposition discussed aheva kind of default interpretation for
comparative-like representations, we get (i) with a momsgieuous sequence of the four states in ques-
tion:
) X Xelv,V|3@€)3d){e'<e&sO&sOe&

§: [[VERT x| = V/] & €’: [BECOME [[VERT X] > [V + 2 FEET ||| & s: [[VERT x| = V]} [e: [BECOME
[[VERT X] < [v + 2 FEET]]]]]
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of repetitive interpretation adigain In other words, the VIFise againin (93)(a) must be that al-
ready spelled out in (92). A less prevalent reading of (93)(@ht however be compatible with a
situation where the steady period was preceded by thesigerhg down. This would be a read-
ing that is explicitly required in (93)(a) and must hence beocainted for anyway, even though
it cannot be represented in (92), which relies on the repetiigain As a matter of fact, the
presupposition of this reading must be compatible with tiverise process required by repetitive
again, as explicitly stated in (93)(b). The presupposition ti&g)(e) requires independently of
the conditions added in (93) could presumably be paraptinaest plausibly ag was already
higher beforeThis seems to be the minimal condition in order to justifyguirement oagain

— something that could be repeated in the process of risuigtitl compatible with various con-
ditions in between, such as rising, falling, or steady heafhwaters, except that some falling
is logically necessary. Otherwise the river cannot get Hemk the earlier height. Could this
condition be derived by means of the restitutive readingg#in? (94) shows the VP resulting
from this possibility:

(94) [Irise again/  [+V, -N]

X e[(39){s'<e&sOe&S:[[VERTX] > [v; + d;]] &s: [[VERT X] = V;]|} [e:[BECOME
[[VERT x| > [v; + d]]]]]

What we've got here is the specification of a target and twsypposed states, just as in (90)
for rise two feet againThe presupposition s[[VERT X| > [v; + d;]] is the automatic result of
applying the restitutive reading afyain and especially its operat&es, to the process reading
[e: [BECOME [[VERT X] > |v; + d;]]]] of rise, which in turn triggers the second presupposition
s: [[VERT x| = v;]]. Differing from (90), however, the target state as well as phhesupposed
s: [[VERT x| = v;] in (94) are not states external to the process, but by definjiart of and
dependent on the process, exactly as in (70)(ch&mome higherNow, this comment applies
equally to the presupposed state thghin computes from the target of the process: It is not a
proper, external state that gets repeated, but a processahtarget. But whatever value one
might chose for y; it is surpassed by the presuppositior\d;. Hence before the presupposition
that initiates the actual rising is met, the inverse processt take place, which makes (94)
compatible with the condition spelled out in (93)(b).

It seems that this analysis accounts neatly for the apdgneague intuition about the interpreta-
tion of (80)(e)The river risesagain, which doesn’'t seem to be restitutive in a clear sense at first
glance, as it does not presuppose a definite state nor a primceturn to. But it presupposes a
state holding before the actual rising of the river and attyedescribed by a bare comparative.
This however is precisely what the restitutive readinggéinapplied to the process reading of
“counterdirectionals” predicts. If this is correct, it qagots the various assumptions introduced
independently in a non-trivial way.

The analysis furthermore seems to extend as expected toearange of related phenomena.
Thus comparatives witBECOME create the same process readings, even if they are notalhgin
dimensional, as iMThings became better every day, the road got bumpier (andigunthe
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situation got more (and more) out of control, the weatheramee less friendly agaff. Similarly
for other verbs “incorporatingBECcoME plus comparative as itme colors gradually faded in the
sun, the road widened agai(due to the rain) slowly the grass grew again

8 LooseEnds

Although the properties 8ECOME have been explored extensively in various frameworks, it is
still worthwhile to take a closer look at its presuppositibstructure. For one thing, even though
the change to a target state starting from a source thatesiie negation of the target is certainly
a definitional condition oBECOME, it is not a triviality that the source state is a presupposit

It is one of the consequences of this fact, that in the verymmomcases of caused change as in
kill, clean and the causative variants of all ergative verbsliteak open etc. itis theBECOME-
component, rather than the causative operaiwseE, that triggers the presupposition. This is
borne out, among other things, by the fact that causativesweithout theBECoOME-component,
like turn as inthe engine turned the wheel steadily not have a presupposition of the relevant

type.

Interesting consequences of the presupposition triggeyexECOME show up ifBECOME in-
teracts with other elements affecting the relevant coowléti The two cases we have explored in
more detail are the different effects of comparatives amdafternative readings @gain the
semantic contribution of which consists in nothing but adigdnal presupposition. While the
relevant representations have been spelled out in releeai, their systematic computation is
in need of further clarification in at least three respects.

The first concerns the nature of implicit values of comparjsehich show up in comparatives
and result in the process character in combination s#bOME. Notationally, “v;” is intended to
express the process-internal specification of the valuesdftar there is no independent mecha-
nism to specify and interpret the value. The stipulatiomse®® provide what is necessary. What
we do want, however, is a way to relate this stipulation to aengeneral account of values for
hidden variables. What comes to mind is the regime for initplariables of complex tenses or
the conditions regulating deictic specifications in looaprepositions. But this is merely a loose
association with no substantive content to rely on.

To this problem, the second aspect in need of clarificatiorelsted. It concerns the way in
which the standard presupposition triggeredB®COME is restricted to the special condition
[DIM X = Vv;] instead of the more gener@im x < v; + d;]. While it is always possible to satisfy

a presupposition by a more specific condition, the restinditn this case should be available for
independent motivation. This motivation has to cope withdpecial status of, dby whichDim x
differs from v. Intuitively, the value of “d’ increases from 0 during each of the sub-eventualities
that can be chosen from the process in question, althougharge of dneeds to be explicitly

45 For some discussion of comparatives based on evaluativetied non-dimensional adjectives see
Bierwisch (1989), where it is claimed that the comparatif/a aon-dimensional predicatid® X intro-
duces a template Q, such thaffx maps x wrt. P on a scale of comparison. Technicalities are tefb
aside here.
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represented. Here too, more general mechanisms, rathreathappropriate stipulation, should
eventually explain the source of the representations #ehgo be intuitively correct.

Finally, | have consideredgainas lexically ambiguous between a restitutive reading with t
operatoREsand a repetitive reading withoutt REsis intrinsically related t@EcoMmE, distin-
guishing between two types of presupposittéhvhat needs clarification, as already mentioned
in footnote 42, is the way in which the choice between repetdnd restitutive interpretation is
related to the location of nuclear stress and the possiloi@styc position of the particle. Sim-
ilar, albeit different relations show up with particlesdiklso andstill. Whether these different
conditions and effects can be reduced to general mechanismains to be seen.
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