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“The fact is, there has been a split of chemistry into two schools since the
intrusion of the Arrhenic faith, rather it should be said, the addition of a new
class of worker into our profession — people without knowledge of the laboratory
arts and with sufficient mathematics at their command to be led astray by
curvilinear agreements; without the ability to criticise, still less of giving any
chemical interpretation. The fact is, the physical chemists never use their eyes
and are most lamentably lacking in chemical culture. It is essential to cast out
from our midst, root and branch, this physical element and return to our

laboratories.”

H. ARMSTRONG, 1936

“I think that what could be an elegant piece of work

has been turned into an inconclusive paper with no impact.”

REVIEWER 67, DECEMBER 2004

“I have an old belief that a good observer really means a good theorist.”

CHARLES DARWIN, 1860
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Abstract

One of the most important tasks in chemistry and especially in structural biology
has always been the elucidation of three-dimensional molecular structures — ei-
ther of small molecules or large biopolymers. Among the (bio)physical methods
to acquire structural data at atomic resolution electron paramagnetic resonance
(EPR) spectroscopy is the most valuable technique for obtaining structural infor-
mation about many different kinds of paramagnetic species. In biological systems,
either paramagnetic metal ions/clusters, transient paramagnetic intermediates in
electron transfer processes or artificially attached stable spin labels can be found.

The usual approach to interpret EPR spectra is to perform simulations based
on the so-called spin Hamiltonian (SH). This means that the well-defined numer-
ical parameters (tensors) in the SH representing different types of interaction are
obtained by fitting the experimental data. The SH parameters include electronic
g-values, hyperfine coupling (HFC) and quadrupole coupling (QC) constants,
zero-field splittings and constants to describe exchange and dipolar interactions
between electron spin systems. However, since the SH only contains spin degrees
of freedom, a direct translation of the SH EPR parameters into structural infor-
mation is not straightforward. Therefore, methods to predict such SH interaction
parameters starting from molecular structures are required.

In this thesis it was investigated whether quantum chemical calculations of
EPR parameters based on density functional theory (DFT) methods may be
employed to overcome these problems thus enabling a correlation of experimental
EPR data with molecular structure. It was the central goal of this work to
point out the potential of a fruitful interplay between quantum chemistry and
experiment and to study how both can benefit from each other.

For this purpose DFT methods were applied to a variety of organic radical or
transition metal systems to calculate different EPR parameters.

Using the ‘broken symmetry’ formalism it was possible to compute the ex-
change coupling constant for a nitroxide biradical and furthermore decompose the
exchange mechanism in different through-bond and through-space interactions.

Spin density distributions, '*N and 'H HFC constants as well as dipole mo-
ments and polarizabilities were computed for a number of aromatic nitroxides
to examine their properties and select promising candidates which may serve as

DNA-intercalating spin labels.



Systematic investigations of the influence of hydrogen bond geometry on the
YN QC parameters for imidazole-water and methylimidazole-benzosemiquinone
complexes lead to the conclusion that especially the imidazole amino nitrogen
QC parameters are very sensitive probes of the bond geometry, in particular of
the hydrogen bond length. The results of this study may be applied to biological
systems, e.g. to gain structural information about quinone binding sites.

Moreover, quantum chemical methods were applied to elucidate the struc-
ture of a nitrogen-centered radical intermediate in the inhibition process of ri-
bonucleotide reductase (RNR). It was possible to find a molecular structure
in accordance with all experimentally available data, thus revealing the long-
sought structure of the N*® radical and providing evidence for the trapping of a
3’-ketonucleotide in the reduction process catalyzed by RNR.

To test the capability of modern DFT methods to predict g- and molybdenum
HFC tensors for Mo" complexes, validation studies were carried out. Comparison
of computed EPR parameters of a number of Mo" compounds with corresponding
experimental values showed that g- and HFC tensors could be predicted in good
accuracy, although some systematic errors of the computational methods have to
be considered for such heavy 4d! transition metal systems.

Furthermore, DFT calculations on a Mn?" binding site model of the ham-
merhead ribozyme allowed to conclude that the structure of the binding site as
studied by EPR spectroscopy in frozen solution is very likely to be identical to
the site found occupied by Mn?" in crystals.

Finally, computational methods were employed to aid in the structural char-
acterization of the Mn?" binding site in Ras (rat sarcoma protein) by providing
accurate starting parameters for spectral simulations and furthermore helping to
interpret the experimental data.

In conclusion, it was demonstrated in this thesis that the combination of
sophisticated experimental and quantum chemical methods represents a powerful
approach in the field of EPR spectroscopy and that it may be essential to employ
EPR parameter computations to extract the full information content from EPR
spectra. Therefore, great potential lies in future applications of DF'T methods
to the large number of systems where detailed and reliable experimental data
is available but where an unequivocal correlation of these data with structural

information is still lacking.
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“Die Maschine wird alles tun kdonnen,
ste wird alle Probleme, die man ihr
stellt, losen kénnen, aber sie wird
niemals ein Problem zu stellen

vermdégen.”
A. EINSTEIN, 1879-1955

Chapter 1

Zusammenfassung

Eine der wichtigsten Aufgaben der Chemie und besonders der Strukturbiolo-
gie ist es, dreidimensionale molekulare Strukturen von kleinen Molekiilen oder
grofien Biopolymeren aufzukldren. Unter den (bio)physikalischen Methoden zur
Strukturuntersuchung mit atomarer Auflosung ist die elektronenparamagnetische
Resonanzspektroskopie (EPR-Spektroskopie) [1-5] das wichtigste Werkzeug, um
strukturelle Informationen iiber viele verschiedene Arten von paramagnetischen
Spezies zu gewinnen. In biologischen Systemen findet man paramagnetische Me-
tallionen oder Metallcluster, transiente paramagnetische Intermediate in Elektro-

nentransferprozessen oder kiinstlich angebrachte Spinlabel [1-4, 6].

Zur Analyse von EPR-Spektren versucht man in der Regel, diese mit Hilfe
des sogenannten Spin-Hamiltonoperators (SH-Operators) zu simulieren. Dies be-
deutet, dass man die im SH-Operator definierten numerischen Parameter (Ten-
soren), die verschiedene physikalische Wechselwirkungen représentieren, durch
Anpassung an die experimentellen Daten bestimmt. Zu den SH-Parametern
gehoren elektronische g-Werte, Hyperfeinwechselwirkungs- (HFC) und Quadru-
polkopplungskonstanten (QC-Konstanten), Nullfeldaufspaltungen und Konstan-
ten, die die Austausch- und dipolaren Wechselwirkungen zwischen Elektronen-
spins beschreiben. Da der SH-Operator allerdings nur Spinfreiheitsgrade und
das dukere Magnetfeld beinhaltet, ist eine direkte Ubersetzung der SH-EPR-
Parameter in Strukturinformationen oft schwierig. Aus diesem Grund bendtigt
man Methoden, um die SH-Parameter ausgehend von molekularen Strukturen
vorhersagen zu konnen.

In dieser Arbeit wurde daher untersucht, ob quantenchemische Berechnun-
gen von EPR-Parametern [7-9], die auf Dichtefunktionaltheorie (DFT) basieren,
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verwendet werden konnen, um die beschriebenen Probleme zu 16sen und eine Kor-
relation zwischen experimentellen EPR-Daten und molekularer Struktur zu errei-
chen. Das zentrale Ziel dieser Arbeit war es, das grofe Potential des Zusammen-
spiels von Quantenchemie und Experiment herauszustellen und zu untersuchen,
wie beide Methoden voneinander profitieren konnen.

Zu diesem Zweck wurden DFT-Methoden auf verschiedene paramagnetische
Systeme angewendet, um deren EPR-Eigenschaften zu berechnen. Die unter-
suchten Systeme konnen grob in organische Radikale und Ubergangsmetallkom-
pleze eingeteilt werden, wobei diese beiden Systemklassen weiter in Modellsys-
teme und biologische Systeme unterteilt werden konnen. Die Studien, die im
Rahmen dieser Arbeit an Vertretern der einzelnen Systemklassen durchgefiihrt
wurden, werden im Folgenden kurz beschrieben.

Unter Verwendung des ‘Broken-Symmetry’-Formalismus war es moglich, die
Austauschwechselwirkungskonstante fiir ein Nitroxidbiradikal in guter Uberein-
stimmung mit EPR- und magnetischen Messungen zu berechnen [10]. Auferdem
konnte die Wechselwirkung im Detail analysiert und mit Hilfe von Rechnungen
an verschiedenen Modellsystemen in Anteile, die durch den Raum bzw. durch
Bindungen vermittelt werden, aufgeteilt werden. Diese Art des Einblicks in die
physikalischen Prozesse, die zu den beobachteten magnetischen Eigenschaften
fiihren, kann auf experimentellem Weg oft gar nicht oder nur sehr schwierig er-
halten werden. Daher stellt die M6glichkeit solcher Analysen einen Vorteil quan-
tenchemischer Methoden dar.

In einem weiteren Projekt wurden fiir eine Reihe von aromatischen Nitroxi-
den Spindichteverteilungen, “N- und 'H-HFC-Konstanten sowie Dipolmomente
und Polarisierbarkeiten vorhergesagt, um deren strukturelle, elektronische und
magnetische Eigenschaften zu untersuchen und solche Verbindungen herauszu-
sortieren, die als DNA-interkalierende Spinlabel geeignet sein konnten [11]. Auch
in diesem Fall war die Ubereinstimmung der berechneten EPR-Parameter mit
den experimentell gefundenen Werten gut.

Mittels systematischer Untersuchungen des Einflusses von Wasserstoffbriik-
kengeometrien auf “*N-QC-Parameter an Imidazol-Wasser- und Methylimidazol-
Benzosemichinon-Systemen [12| konnte herausgefunden werden, dass insbeson-
dere die Aminostickstoff-QC-Parameter sehr empfindliche Indikatoren fiir die
Geometrie der Wasserstoffbriickenbindung sind. Besonders grofen Einfluss auf
die QC-Parameter hat hierbei die Linge der Wasserstoftbriicke. Die Ergebnisse

dieser Studie konnen auch auf biologische Systeme angewandt werden, z.B. um
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Einblicke in die Struktur von Chinonbindungstaschen zu gewinnen. Es ist zudem
anzumerken, dass theoretische Methoden eine einfache Md&glichkeit bieten, solche
systematischen Abhingigkeiten zwischen Molekiileigenschaften und strukturellen
Parametern zu untersuchen, um allgemeingiiltige Korrelationen zu finden, die
dann zur Unterstiitzung der Interpretation neuer experimenteller Daten dienen
konnen. Experimentell ist es oft ungleich schwieriger und aufwendiger (wenn nicht
sogar unmoglich), geeignete Modellsysteme zu synthetisieren und zu charakter-
isieren.

Im Zusammenhang mit der Anwendung von DFT-Methoden auf organische
Radikale in biologischen Systemen wurden quantenchemische Berechnungen ver-
wendet, um die Struktur eines stickstoffzentrierten Radikalintermediats des In-
hibitionsprozesses von Ribonukleotidreduktase (RNR) aufzuklaren [13]. Bei der
Inkubation von RNR mit 2’-N3UDP findet eine Inaktivierung des Enzyms statt,
die einhergeht mit der Bildung eines unbekannten Radikals N°®. Trotz inten-
siver experimenteller Bemiithungen konnte wihrend der letzten 20 Jahre keine
eindeutige Zuordnung einer molekularen Struktur zu den vorhandenen experi-
mentellen Daten iiber N® getroffen werden. In dieser Arbeit war es nun méglich,
eine Molekiilstruktur zu finden, deren berechnete Eigenschaften in Ubereinstim-
mung mit den verfiigharen experimentellen Daten sind, und die daher der lange
gesuchten Struktur des N°®-Radikals entspricht. Dazu wurden im Wesentlichen
170- und MN-HFC-Konstanten fiir eine grofe Anzahl von Modellsystemen ver-
schiedener Konstitution und Konformation berechnet und mit EPR-Resultaten
verglichen. Diese Strukturaufklidrung lieferte gleichzeitig wichtige Hinweise fiir
das Auftreten eines 3'-Ketonukleotids im Reduktionsprozess, der von RNR ka-
talysiert wird, und damit eine Bestédtigung des von Stubbe et al. postulierten
Reaktionsmechanismus (vgl. Ref. 13 und Referenzen darin).

In weiteren Projekten wurde untersucht, ob moderne DFT-Methoden geeignet
sind, g- und Molybdén-HFC-Tensoren fiir Mo"-Komplexe vorherzusagen |14, 15].
Im Rahmen dieser Validierungsstudien wurden die EPR-Parameter fiir eine Reihe
von MoV-Spezies berechnet und mit experimentellen Daten verglichen. Zu den
untersuchten Komplexen gehoren auch viele grofere Modellkomplexe, die syn-
thetisiert worden waren, um die Eigenschaften von Molybdénbindungstaschen
in Molybdoenzymen wie Sulfit-Oxidase oder Xanthin-Oxidase nachzubilden. Da
fiir Molybdén keine Basissétze existierten, die speziell zur Berechnung von EPR-
Parametern geeignet waren, wurde zunéchst ein geeigneter Basissatz entwik-

kelt, der dann als Standardbasis in allen weiteren Rechnungen verwendet wer-
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den konnte. Fiir die MoY-Komplexe wurde anschliekend die Abhingigkeit der
EPR-Parameter vom verwendeten Funktional und insbesondere vom Anteil der
Beimischung von exaktem Hartree—Fock-Austausch untersucht. Desweitern wur-
den auch Einfliisse von Spinbahnkorrekturen auf die HFC-Konstanten sowie von
relativistischen Effekten hoherer Ordnung auf die g-Werte bestimmt. Fiir einige
der Komplexe wurden zudem die Beitrdage einzelner Molekiilorbitale sowie der
Metall- / Liganden-Spinbahnkopplungen zum g-Tensor im Detail analysiert. Die
Ergebnisse haben insgesamt gezeigt, dass sowohl g- und HFC-Werte als auch die
relativen und absoluten Orientierungen der jeweiligen Tensoren unter Verwen-
dung von Funktionalen mit 30-40% exaktem Austausch mit zufriedenstellender
bis guter Genauigkeit vorhergesagt werden kénnen — auch wenn einige system-
atische Fehler der theoretischen Methoden bei der Behandlung schwerer 4d!-
Ubergangsmetallsysteme beriicksichtigt werden miissen. So spielen z.B. bei der
Berechnung der Ag,;-Komponenten Spinbahneffekte hoherer Ordnung eine Rolle,
was dazu fithrt, dass diese Komponenten in nicht-relativistischen Rechnungen
nicht ausreichend negativ sind. Zudem miissen fiir eine prizise Vorhersage der
HFC-Konstanten Spinbahnkorrekturen beriicksichtigt werden. Insgesamt zeigen
die Validierungsstudien, dass DFT-Methoden im Prinzip in der Lage sind, auch
solche komplizierten Ubergangsmetallsysteme zu behandeln, und unterstreichen,
dass zukiinftige Anwendungen auf biologisch relevante Molybdansysteme vielver-
sprechend sind.

DFT-Rechnungen konnten in dieser Arbeit auch dazu eingesetzt werden, um
zu zeigen, dass die Struktur der Mn?"-Bindungstasche im Hammerhead-Ribozym,
die mittels EPR-Spektroskopie in gefrorener Losung untersucht worden war, sehr
wahrscheinlich identisch ist mit der Struktur der Bindungstasche, die in Kristallen
gefunden worden war. Dazu wurden die HFC- und QC-Parameter fiir ein struk-
turelles Modell basierend auf der Hammerhead-Kristallstruktur berechnet und
mit den experimentellen EPR-Daten verglichen [16]. Da beide Sitze von EPR-
Parametern sehr &hnlich waren, konnte gefolgert werden, dass auch die dazuge-
horigen Strukturen sehr dhnlich sein miissen und somit die Bindungstaschengeo-
metrie in Losung derjenigen im Kristall gleicht.

Schliefllich war es in einem anderen Projekt mdoglich, mit Hilfe quantenche-
mischer Methoden die strukturelle Charakterisierung der Mn?"-Bindungsstelle in
Ras (‘rat sarcoma protein’) zu unterstiitzen |17]. Hier sollte untersucht werden,
ob sich die Ligandensphére des Metallions im Wildtyp-Ras von der in der onko-
genen G12V-Mutante unterscheidet bzw. ob im Wildtyp-Protein ein Wasserli-
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gand durch eine Aminosiure oder ein Phosphation ersetzt wird. Ausgehend von
Kristallstrukturmodellen von Ras wurden *C-HFC-Rechnungen verwendet, um
genaue Startparameter fiir die Simulation der Spektren zu erhalten und experi-
mentelle Daten zu interpretieren. Damit konnte gezeigt werden, dass keine wei-
tere Aminosdure im Wildtyp-Protein koordiniert ist. Weiterhin wurde in Ref. 17
auch ausgeschlossen, dass ein freies Phosphation an das Mn?" gebunden ist.

Zusammengefasst wurden in dieser Arbeit verschiedene EPR-Parameter (g-
Tensoren, HFC- und QC-Tensoren sowie Austauschwechselwirkungen) fiir ein
breitgefachertes Spektrum paramagnetischer Spezies mittels DF'T-Methoden be-
rechnet. Fiir all die verschiedenen Projekte war es moglich, theoretische Meth-
oden so einzusetzen, dass die Verbindung zwischen experimentellen spektrosko-
pischen Daten und strukturellen Informationen hergestellt werden konnte. Wei-
terhin wurden in vielen Féllen tiefere Einblicke in die physikalischen Grundlagen
und Mechanismen, die den Wechselwirkungen zu Grunde liegen, gewonnen.

In dieser Arbeit wurde demonstriert, dass die Kombination von modernen
experimentellen und quantenchemischen Techniken eine leistungsfahige Methode
im Zusammenhang mit der EPR-Spektroskopie darstellt und dass es unabding-
bar sein kann, quantenchemische EPR-Parameterberechnungen durchzufiihren,
um den kompletten Informationsgehalt von EPR-Spektren auszuschopfen. Aus
diesem Grund liegt ein grofses Potential in zukiinftigen Anwendungen von DFT-
Methoden auf die vielen (biologischen) Systeme, fiir die zwar detaillierte und
zuverlassige experimentelle Daten vorliegen, bei denen aber eindeutige Korrela-

tionen dieser Daten mit strukturellen Informationen noch immer fehlen.
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“We are perhaps not far removed
from the time when we shall be able
to submit the bulk of chemical
phenomena to calculation.”

J. L. GAy-Lussac, 1778-1850

Chapter 2

Introduction

2.1 Background and Motivation

One of the most important tasks in chemistry and especially in structural biol-
ogy has always been the elucidation of three-dimensional molecular structures
— either of small molecules or large biopolymers. One of the main reasons for
this interest is the structure—function paradigm of biology [1-3| stating that a
specific function of a protein is determined by its unique three-dimensional struc-
ture. For the purpose of acquiring different sorts of structural data a number of
(bio)physical methods [4-15] such as X-ray crystallography, mass spectrometry,
circular dichroism, optical rotary dispersion, optical spectroscopies (e.g. infra-red
or UV/Vis), Raman spectroscopy, Mdssbauer spectroscopy, electron microscopy
as well as magnetic resonance techniques (NMR and EPR) have become readily
available. Among those, X-ray crystallography [9, 10|, nuclear magnetic res-
onance (NMR) spectroscopy [11] and electron paramagnetic resonance (EPR)
spectroscopy [12-16] are particularly useful methods to gain global or local three-
dimensional structure information at atomic resolution. Each of the different
methods has its own advantages and drawbacks but EPR spectroscopy is the
most valuable technique to obtain structural information about many different
kinds of paramagnetic species. In biological systems, either paramagnetic metal
ions/clusters, transient paramagnetic intermediates in electron transfer processes
or artificially attached stable spin labels can be found [8, 12-15, 17]. Due to
several reasons, which will be specified later on in this chapter, the interpretation
of EPR spectra is not always straightforward thus rendering it often difficult to

extract structural information from the experimental data. In this thesis it will
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be investigated whether quantum chemical calculations of EPR parameters [18]
can be employed to overcome these problems. Before describing more specific
objectives of this work, a brief introduction to the historical development of EPR
spectroscopy and of theoretical methods to compute EPR interaction parameters
will be given in the following.

The first observation of magnetic resonance was reported by Zavoisky [19] in
1945. In the following years electron paramagnetic resonance (EPR) spectroscopy
progressed quickly as a means of studying transition metal ions in crystals and
very soon it was observed that the EPR resonance line may contain hyperfine
structure due to coupling of the magnetic moment of the unpaired electron(s)
to the nuclear magnetic moment of the metal centers (e.g. for a Cu'' complex in
1949 [20]) or the coordinating ligand atoms (e.g. for IrCI2~ in 1953 [21]). About
the same time also organic chemists working with aromatic 7w-radicals and inor-
ganic chemists studying metal-free radicals started using EPR techniques. The
first EPR spectrum of such a w-radical exhibiting a rich structure caused by
proton hyperfine coupling (HFC) was reported in 1953 [22] and an EPR study
of (SO3)2(NO)?~ was published in 1952 |23]. In the period from the 1960s to
the 1980s continuous wave (CW) EPR was developed into a routine technique
for investigating paramagnetic species and CW EPR spectrometers became com-
mercially available from various companies. Already in 1958 the first electron
spin echo was observed by Blume |24] and subsequently pulse EPR techniques
were developed in the 1960s mainly in the laboratories of Mims [25-29|. However,
due to technical demands pulsed EPR techniques only became more commonly
available in the 1980s when sufficiently fast and affordable electronic devices had
been developed (see e.g. Refs. 16, 30). The first electron—nuclear double resonance
(ENDOR) experiment was carried out by Feher in 1956 [31, 32|, but, as for the
other EPR techniques, it took considerable time for this method to be widely
used.

Since the late 1980s pulsed EPR techniques have become more and more com-
monly available and today a variety of advanced methods are used. Electron—
nuclear double resonance (ENDOR) [27] experiments are applied to obtain pre-
cise information about small nuclear hyperfine coupling (HFC) tensors (yielding
e.g. electron—nuclear distances) or quadrupole coupling (QC) tensors. Electron—
electron double resonance (ELDOR) |33, 34| experiments are employed to ac-
quire data about electron—electron interactions (leading e.g. to reliable electron—

electron distances up to about 80 A [35, 36]). Electron spin-echo envelope
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modulation (ESEEM) [25] experiments, two-dimensional correlation methods
|37, 38| (e.g. hyperfine sublevel correlation HYSCORE [39]) and high-field (high-
frequency) EPR spectroscopy [40-42| also belong to the repertoire of the mod-
ern EPR spectroscopist. The latter method is especially useful for measuring
g-tensors to a high accuracy, to enhance spectral resolution (e.g. in field-swept
EPR or ENDOR experiments) or to employ orientation-selective spectra to ex-
tract orientational information.

Nowadays EPR spectroscopy is one of the major sources of structural and dy-
namical information for paramagnetic species [16, 43-48|. The wide range of ap-
plication includes e.g. paramagnetic defects and impurities in crystals and glasses,
organic (e.g. nitroxides or free radical intermediates in organic reactions) or inor-
ganic (e.g. transition metal catalysts) molecules as well as paramagnetic centers
in biomolecules [12, 15, 49-51] like proteins / enzymes, DNA or RNA / ribozymes.
In these biologically relevant macromolecules such stable or transient paramag-
netic species can be metal ions or clusters (e.g. Mn!, MoV, Cu! or iron—sulfur
clusters), organic cofactors (e.g. quinone radicals), substrate or amino acid radi-
cals (e.g. nucleotide, glycyl or tyrosyl radicals) as well as artificially attached spin
labels (e.g. nitroxides) [12, 15, 17, 49-51].

Since the early days of EPR spectroscopy it has always been an important
issue and a challenge to interpret experimental data and to extract the full in-
formation content from EPR spectra. Naturally, it is of utmost importance to
correlate the experimentally found EPR parameters with molecular and electronic
structure parameters. Thus, suitable theoretical models are needed to fulfill this
task and at that point quantum chemical methods come into play.

The usual approach to interpret EPR spectra is to perform simulations based
on the so-called effective spin Hamiltonian (SH) — a concept that is described in
more detail in Section 3.1. This means that the well-defined numerical parameters
(tensors) in the SH representing different types of interaction are obtained by fit-
ting the experimental data. The SH parameters include electronic g-values, HFC
and QC constants, zero-field splittings (ZFS) and constants to describe exchange
and dipolar interactions between electron spin systems (cf. Section 3.1). However,
since the SH only contains spin degrees of freedom, a direct translation of the SH
EPR parameters into structural information is not straightforward. Therefore,
methods to predict such SH interaction parameters starting from molecular struc-
tures are required. First developments in this field by Pryce [52, 53] and Abragam
and Pryce [54-57| employed perturbation theory within the framework of crystal
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field theory to treat metal complexes. Later, these theories were extended to ac-
count for metal-ligand covalency to consider delocalization of spin density onto
ligand atoms (cf. Refs. 55, 56, 58, 59) and to account for configuration interac-
tion (CI) of the ground term with excited terms to describe the isotropic HFC
contributions of the metals [55, 56]. An easier solution to account for core shell
spin polarization is to use spin-unrestricted self-consistent field (SCF) approaches
[60]. Watson and Freeman employed UHF (unrestricted Hartree-Fock) calcula-
tions to develop the idea that s-shell spin polarization effects are responsible for
the isotropic metal HFC constants [61-63].

A similar problem in the context of interpretation of isotropic HFC constants
arose for the treatment of w-radicals. Here, the observed HFC constants were
correctly assigned to ring protons but within a framework of a simple molec-
ular orbital (MO) approach it was not possible to explain the spin density at
the position of the protons located in a nodal plane of the MO carrying the un-
paired electron. Weissman |64], McConnell and Chesnut [65-67|, Jarrett [68] and
Bersohn |69] accounted for the proton spin density by either using valence bond
(VB) theory together with the o—m exchange interaction concept or by using
MO theory including the admixture of excited configurations involving the C-H
bond into the ground state. These approaches led to the result that the proton
spin density is proportional to the spin density at the adjacent carbon atom but
possesses a negative sign — a proportionality known as the famous McConnell
equation [65-67]. The McConnell equation was extended in various forms later
on [67, 70]. Furthermore, it was found that this spin polarization of the C-H
bond also induces spin density at the carbon nucleus and the so-called Karplus—
Fraenkel equation [71] was formulated. Similarly, another important relation
between the isotropic HFC constant of a proton bound to a carbon in §-position
to an aromatic radical and its orientation with respect to the ring was established
(hyperconjugation) |72].

Early calculations of spin distributions were based on HMO (Hiickel molecu-
lar orbital) theory or semiempirical CNDO or INDO (complete or intermediate
neglect of differential overlap) molecular orbital approaches [73-76] and later spin-
unrestricted Hartree-Fock (UHF') calculations were performed. However, the ab
initio UHF method lead to rather disappointing results for isotropic HFC values
|77, 78|. For a long time almost all the computational studies were devoted to
the isotropic HFC constants. One of the reasons for this was that most EPR ex-

periments were carried out in fluid solution and neither anisotropic HFC values
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nor anisotropic g-tensors were measured. In cases where experimental anisotropic
HFC tensors were available, it was found that the dipolar part of the HFC ten-
sor was rather easy to predict for organic radicals [79]. For organic radicals the
deviations of the g-values from the free electron g-value are very small and were
therefore usually not considered in the quantum chemical studies.

In the period between the 1970s and the 1990s several computational works
revealed that only the most sophisticated and accurate ab initio methods (e.g.
high-level multi-reference configuration interaction (MRCI) or coupled cluster
CCSD(T) calculations) in combination with large and flexible basis sets were able
to yield quantitative agreement with experiment for the isotropic HFC constants
in organic radicals [79]. When density functional (DFT) methods [80] became
available in the 1990s it was found that these methods — provided the use of a
suitable functional and basis set — could predict isotropic HFC values for many
radicals in an accuracy comparable to the high-level ab initio results |79, 81—
83| but requiring much less computational resources. However, despite all the
improvements brought about by the use of DFT methods, the computation of
isotropic (and anisotropic) HFC constants for transition metal complexes still
remains a challenge [84, 85]. Only very recently treatments incorporating spin—
orbit (SO) coupling contributions to the HFC tensor within a DFT framework
were developed |85-88|. These corrections give rise to a non-traceless tensor
(i.e. representing an isotropic and an anisotropic contribution) and are especially
important for transition metals or heavier ligand nuclei.

Although computational quantum chemistry was mostly concerned with the
treatment of isotropic HFC constants in the past, the theory of the other SH
parameters made significant progress since the first approaches by Abragam and
Pryce. In 1965 McWeeny presented a rigorous derivation of the SH starting from
the microscopic Breit—Pauli terms as described by Bethe and Salpeter [89]. He
ended up with a convenient sum-over-states (SOS) theory that is described in
more detail in Refs. 90 and 91. Harriman wrote a comprehensive monograph
on the theoretical background of EPR parameters in 1978 providing a detailed
analysis of the relativistic origin of all SH parameters [92].

However, although such general formulations were developed, the main inter-
est was focused on methods being applicable within the MO framework. Among
those, one of the most famous works is the SOS g-tensor theory of Stone [93|
which was extended to third-order perturbation expressions [94] and later for or-

bitally degenerate ground states [95]. Stone’s theory was used during the 1970s
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for the interpretation of g-tensors of organic radicals and transition metal com-
plexes [96, 97]. For the following 20 years very little progress was achieved in
the field of g-tensor calculations until Lushington and Grein reported ab initio
g-tensor predictions based on ROHF (restricted open Hartree—Fock) level SOS
methods and further extended their works using the accurate MRCI methodology
[98-101]. Little later Vahtras et al. chose a different way to avoid problems inher-
ent to SOS treatments of the g-tensor (e.g. convergence difficulties) by employing
linear response theory within their multi-configurational approach [102, 103].

The latest developments in the field of g-tensor calculations |18, 104, 105| are
mainly DFT approaches (cf. Section 4.3) which may be attributed to the general
success of the application of DFT in chemistry. In the late 1990s several groups
have started to use DF'T methods for the prediction of g-tensors following two
different routes. One possibility is to apply second-order perturbation theory
to standard, non-relativistic Kohn—Sham wave functions (cf. Section 3.6) [106—
111], and the second technique uses wave functions from spin—orbit coupled DFT
equations and subsequently applies first-order perturbation theory to compute
magnetic-field effects [112-115].

As might already be inferred from the description of the historical develop-
ment of EPR spectroscopy and theories for the calculation of spin Hamiltonian
parameters, the progress in the experimental methods has, to some extent, in-
spired the design of new computational methods. This is particularly important
for advances in the field of g-tensor calculations since the development of high-
field EPR techniques lead to an tremendously increased availability of precise
g-tensor data for a wide range of systems.

Considering all the above-mentioned developments of theoretical methods for
the computation of SH parameters one can say that the principal interactions
dominating EPR spectra are theoretically well understood. This is completely
true from a qualitative point of view, however, there are a number of cases where
the quantitative accuracy of the quantum chemical predictions is still far from
reasonable. Concerning the HFC values the main goal for the future will be to
deal with the complicated Fermi contact term and possibly also to improve SO
correction calculations to be able to reproduce the isotropic HFC constants with
DFT or efficient ab initio methods and not only with the best available ab initio
approaches. In the case of the g-tensor the main problem of DFT seems to be
the treatment of transition metal complexes. For the prediction of quadrupole
couplings (QC) current DFT methods are well suited whereas the theory for
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the calculation of zero-field splittings (ZFS) is still at the very beginning and
requires more development. Most of these points are discussed in depth in Ref. 18.
Besides the g-, HFC and QC as well as the ZFS tensors another important SH
parameter is the electron—electron exchange interaction between two unpaired
electrons. A computation of this interaction can be performed within the Kohn-
Sham framework employing the so-called broken symmetry (BS) formalism (cf.
Section 6.1) although it might be suitable from a rigorous theoretical point of
view to use multi-determinantal approaches for this purpose [116, 117].!

However, for many of the species studied in this work and in general for
models of biological relevance, DFT is the method of choice due to the size of
the systems. DF'T methods exhibit a good predictive power in EPR parameter
calculations while using a moderate amount of computational resources. Since
the DF'T methods are almost fully developed from the technical side and are
being implemented in commonly available quantum chemical program packages,
they can readily be applied to current research problems.

In conclusion, the rapid progress and enhanced accuracy in the quantum chem-
ical prediction of EPR parameters achieved recently together with the increasing
amount of precise and detailed experimental EPR data for important biological
systems provide a strong motivation for an application of state-of-the-art com-

putational methods to aid in the interpretation of EPR data.

2.2  Objectives of this Work

Following the argumentation in the preceding section, it seems to be a very
promising approach to employ modern DF'T methods for the calculation of EPR
parameters thus providing an important link between EPR spectroscopy and
molecular structure information. It is the central goal of this work to point out
the potential of a fruitful interplay between quantum chemistry and experiment
and to study how both can benefit from each other.

Subsequent to this introduction including background information, motivation
and aims of this work as well as a summary of publications and conference contri-
butions, a theoretical overview of the spin Hamiltonian concept, the calculation

of SH parameters from first principles (both in Chapter 3) and the computational

IFor a more elaborate overview over the historical aspects of EPR and the calculation of
EPR spin Hamiltonian parameters see also Chapter 3 in Ref. 18.
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methods that have been used in this work (Chapter 4) will be given.

One aim of this thesis is to use DFT methods to address several different as-
pects in the computation of EPR parameters, thereby demonstrating their power
but also revealing their drawbacks and limitations. These aspects are described
in the following and references to results presented in later chapters are given. All
computations were either targeted to deal with systems that have been studied
experimentally but where some interpretation help from theory was required or
where deeper insight was sought or validation was necessary.

Theoretical studies open up the possibility to gain insight into the mecha-
nisms (physical origin) of the interactions studied by EPR spectroscopy — an
information which is often very difficult to obtain experimentally. Therefore, the
mechanisms governing the exchange interaction in a nitroxide biradical [118] (Sec-
tion 6.1) as well as the various MO and atomic SO contributions to the g-shifts
of Mo" complexes [119, 120] (Sections 6.7 and 6.8) were analyzed in detail.

Another advantage of quantum chemistry is that it allows to easily carry out
systematic studies of the interdependency of specific structural parameters and
the EPR properties of a molecule or complex. Such type of data is difficult to
obtain experimentally except for some rare cases where suitable model systems
are available. In this context the influence of hydrogen bond geometry on the
quadrupole coupling parameters for imidazole-water or imidazole-semiquinone
complexes was investigated |121]| (Section 6.4). Results from systematic stud-
ies may be used later on to interpret EPR data and to translate it ‘back’ into
structural information.

Besides these ‘rather theoretical’ aspects (study of interaction mechanisms
and of systematic trends), quantum chemical methods may of course also be di-
rectly employed to predict molecular structures in accordance with experimental
data thus providing the link between EPR spectroscopy and strucural informa-
tion. This direct interaction between experiment and theory may be considered
the most important task of applied computational chemistry in the field of EPR
spectroscopy. The obtained structural data about paramagnetic centers and in-
termediates in biological systems does often lead to a deeper insight into reaction
mechanisms and catalytic functionalities. In this work the EPR properties of
small aromatic nitroxide radicals [122] (Section 6.2) and of metal or substrate
binding pockets of biomolecules [123-125| (Sections 6.3, 6.5 and 6.6) were stud-
ied. The aim of the calculations on the binding site models was to elucidate the

general structure of these sites or of the paramagnetic substrate intermediates
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studied by EPR spectroscopy.

In cases where the systems to be treated are more complicated from a the-
oretical point of view (e.g. transition metals, other heavier elements or systems
with another type of complicated electronic structure) validation studies are re-
quired to test the computational methods before drawing extensive conclusions.
One objective of this thesis was to carry out such a validation study for MoV
complexes to investigate whether state-of-the-art DF'T methods are able to pre-
dict g-tensors and molybdenum HFC constants for these 4d' systems [119, 120]
(Sections 6.7 and 6.8).

In conclusion, it shall be demonstrated how DFT calculations can help to
understand EPR properties in more detail and aid in the interpretation of EPR
experiments thus enabling the extraction of the full information content encoded
in the EPR spectra.

A more specific explanation of the aims of the individual research projects and
the resulting conclusions can be found in the corresponding sections of Chapters 5
and 6, where all results are summarized (Chapter 5) and presented as manuscripts
of the publications that have originated from these doctoral studies (Chapter 6).

Finally, some general conclusions are drawn in Chapter 7 and the thesis ends
with appendices containing abbreviations, constants and conversion factors, an

acknowledgment and the author’s curriculum vitae.
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“The Spin Hamiltonian is a
convenient resting place during the
long trek from fundamental theory to
the squiggles of an oscilloscope” and
it is “the last outpost in our land of
theoretical physics.”

J. S. GRIFFITH, 1964

Chapter 3

Theory of Electron Paramagnetic

Resonance Parameters

This chapter provides a short introduction about the theoretical foundations of
EPR parameters. First, the concept of a spin Hamiltonian will be introduced
followed by a schematic description how the spin Hamiltonian parameters can be
calculated from first principles starting from relativistic quantum mechanics and
employing second-order perturbation theory to introduce relativistic effects into
non-relativistic wave functions. In-depth information can especially be found in
Refs. 1-8 as well as Refs. 9-15 and further references will only be given in special

cases.

3.1 The Spin Hamiltonian Concept

An important intermediate in the interpretation of most EPR experiments is the
effective spin Hamiltonian (c.f. also Section 2.1 and references therein).! Tt is
essentially a model which allows experimental data to be summarized in terms
of a small number of parameters. The eigenfunctions and eigenvalues of the spin
Hamiltonian (SH) determine the energy levels of the system, or at least those
aspects of interest for an EPR experiment.

The SH (or EPR) parameters, which describe the various interactions in a sys-
tem, occur in sets or arrays commonly called tensors, although some of them may

not actually transform properly as tensors. In solution EPR only the isotropic

'Here, only the static spin Hamiltonian will be considered, i.e. any dynamic / relaxation

effects are excluded from the discussion.

29
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average of each tensor T, namely %Tr{T}, is relevant due to random and rapid
tumbling of the molecules. In single crystal EPR, the various tensor components
can be obtained separately whereas spectra obtained from polycrystalline pow-
ders or frozen solutions are superpositions of many single-crystal-like spectra for
molecules in all possible orientations. Therefore, their analysis requires the use
of anisotropic parameters (tensors). The SH is thus a concept used to simulate

and analyze EPR spectra as well as to understand and design EPR experiments.

SH Eigenstates The SH operates on a manifold of electron—nuclear spin states
|SM, MWD).

Na
|SM,MD) = [SM)y @ [] 1MW) (3.1)

A=1
where N, is the number of magnetic nuclei, }SM> is a function that exists in the
space spanned by the spin variables of the electron spin and ‘I S (A)> represents
the nuclear spin degrees of freedom for nucleus A. For a spin S there are 25 + 1
values of M and for a spin I) there are 214 + 1 possible values of M), The
dimension of the electron spin space is usually chosen to correspond to the true
value of the total spin of the ground state configuration. However, sometimes an
effective spin quantum number is defined by requiring that 2S.¢ + 1 equals the
number of electronic states important for the experimental situation. Therefore,

one frequently refers to a fictitious spin.

The set of functions ‘SM, M(I)> provides a complete, orthonormal set of func-
tions in which the eigenfunctions of the SH can be expanded. An exact solution

to the Schrédinger equation with the model SH
Hsu©® = EO (3.2)

can be found by diagonalizing the matrix representation of the SH in the basis
of the states }SM, M(1)>

(Fsu)r.L = (SMic, MYy [Hsu | SM, M), (3.3)
The SH eigenfunctions can be expressed by

@[:ZPU}SMJ,MSI)> (34)
J

where the matrix p collects the expansion coefficients that are the normalized

eigenvectors of the matrix Hsu.
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General Form of the SH In the most general sense a spin Hamiltonian can
be defined as a Hermitian operator containing only electron and nuclear spin op-
erators and (coupling or interaction) parameters that have to be properly chosen
to reproduce the observed set of energy levels. In practice the SH is assumed to
be of the form

Hon=» v -T9.vI (3.5)

2%

where v¢, v/ are vectors — either the spin vector operators S or I or the mag-
netic field vector B, and T% is a parameter set (tensor, 3 x 3 Cartesian matrix)
parametrizing the various interactions. The tensors describe the orientation de-
pendence of the interactions, but are independent of field strength or spin oper-

ators.

Specific Terms of the SH Electrons and nuclei with a non-zero spin possess
magnetic dipole moments that may interact with each other as well as with an

external magnetic field. For a free electron the magnetic dipole moment is

fr. = —BegeS (3.6)

where £3, is the Bohr magneton (1.3316 x 10* MHz T!), g, is the free-electron
g-value (g. = 2.002319...) and S is the vector operator for the electron spin. A

nucleus with spin I has the magnetic moment

ﬂN = 5N9Ni (3-7)

where Oy is the nuclear magneton (7.2521 x 10® MHz T™), gy is the nuclear
g-value and I is the vector operator for the nuclear spin.

The total SH that will be used in this thesis describing the various interactions
of the magnetic moments with the external magnetic field and with each other

can be summarized as

Ny Na
~ N ~ ~(A ~(A ~ (A
Heu=B.BgS+> SAWTY 45 i qwi™
A A

(3.8)

Na
N A ~(A
+8DS -6y > g B
A

The first term represents the electron Zeeman effect (the interaction of the net

spin magnetic moment with the external magnetic field B) and the second term
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IAlQAIIAl

J ~ 0 -103cm

D ~ 101-10'cm !
A Beg ~ 101-10' cm™? D
A ~0 -102cmt

IAZQAZIAZ BNgN ~0 _10-2 cm'1 IBZQBZIBZ
Q ~0 -103cmt
JNMR 9 O '10_8 Cm_1

Figure 3.1 Overview of different interactions within a spin system consisting of two
electron spins S4 and Sp, each coupled to two nuclear spins I 4(p); and I4(p)2, in a magnetic
field B. The corresponding spin Hamiltonian terms and a comparison of the absolute
magnitudes of the various couplings are given. Figure freely adapted from F. Neese.

describes the hyperfine interaction between the magnetic moment of the electron
and the nuclear spin magnetic moments. The third term accounts for the nuclear
1

quadrupole interaction for nuclei with I > 5. The last two terms represent

the zero-field splitting (ZFS) and the interaction of the nuclear spin magnetic
moments with the external field (nuclear Zeeman effect). In reality, g]((;‘) is not a
scalar nor is it equal to the free atom value (as assumed above), but also a tensor
corresponding to the chemical shift anisotropy which is of importance in NMR
spectroscopy. However, these deviations are too small to be explicitely considered
here in the context of EPR spectra. Moreover, NVR spin-spin coupling (Jxur)
has also been neglected in Eq. 3.8. In this thesis only the first three terms of the
SH, namely the electron Zeeman effect as well as the hyperfine and quadrupole
coupling terms, are dealt with.

In the case of two paramagnetic centers an additional electron—electron ex-
change interaction may occur that can be described by the following term in the

SH
Hy; =—2J5455. (3.9)

It should be noted, that there may also be anisotropic contributions to the ex-

change coupling due to spin—orbit coupling effects. Dipolar interactions between
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electrons may play an important role if the paramagnetic centers are spatially
separated from each other in a way that the exchange coupling becomes very

small. All electron—electron interactions can be included in the SH terms
ﬂel_elzsAJSB—FSAdSB (310)

where J represents the sum of the isotropic and anisotropic exchange coupling
and d is the dipole-dipole coupling tensor.

Figure 3.1 displays an overview of the different interactions in a spin system
of two electron and four nuclear spins, together with the corresponding SH terms
and a comparison of the absolute magnitudes of the various coupling parameters.

In summary, the EPR parameters that are of importance in the following
are the g-tensor g, the hyperfine coupling tensors A(A), the quadrupole coupling
tensors Q™) and the (isotropic) exchange coupling constant .J.

One can calculate an isotropic g-value g, from the g-tensor by taking one
third of the tensor trace. Often the g-values are expressed as g-shifts Ag; (in

ppm) relative to the free electron value g..
Agii = Gii — Ge (3.11)

The HFC tensors can be split into an isotropic (Ajs) and an anisotropic part.
Neglecting spin—orbit effects, the isotropic part corresponds to the so-called Fermi
contact interaction and the anisotropic part relates to the dipolar interaction
tensor (T). SO coupling may add further isotropic and anisotropic corrections
(cf. also Sections 6.7 and 6.8). The QC tensor is a traceless tensor that may
therefore be expressed (in its diagonal form) using only two parameters: the QC

constant y and the asymmetry parameter 7 (see also Section 3.7).

SH Parameters and Molecular Structure Frequently it is possible to es-
tablish empirical correlations relating SH parameter values to structural or other
chemically interesting information (cf. also Section 2.1). Examples for this are
the McConnell relation or the point-dipole approzimation that is often success-
fully applied to obtain spin—spin distances from dipolar coupling constants (from
T or d tensors). However, since a SH contains solely operators for an effective
electronic spin and for nuclear spins, the external magnetic field and numerical
parameters, i.e. only spin degrees of freedom, in general no direct structural in-

formation can be acquired from the SH. All structural dependence is encoded
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in the EPR parameters and it is not straightforward to extract this information
and correlate measured EPR parameters with electronic / molecular structure.
To overcome this problem and provide a link between experiment and structure,
a relation of the SH parameters to the total electronic wave function of a system
is necessary. This implies a recourse to the complicated underlying physics, but
on the other hand leads to a deeper understanding of the physical meaning of the
different EPR parameters.

In the next sections it will be outlined how these parameters can be computed

using quantum mechanics.

3.2 Non-Relativistic Quantum Theory

The main goal in non-relativistic quantum mechanics in the Born-Oppenheimer
(BO) approximation (‘frozen’ nuclei) is to solve the time-independent Schridinger

equation
ﬂBO"Di(Xh -y XN R17 .- 7RM> = Ei\Iji(le R 7XN;R17 R 7RM> (312)

with the Hamilton operator (given in atomic units)

Z.7\ (3.13)
2 ()22 (2) 2 ()5 (5

where N and M are the total number of electrons and nuclei, respectively, and
Z 4 is the charge of nucleus A. x; represents the spatial (r;) and spin (o;) degrees
of freedom for the ith electron. The first term of Hyo is the kinetic energy of the
electrons, the second term is the nucleus—electron attraction and the third term
is the electron—electron repulsion. The last term is the internuclear repulsion and
is a constant for a given nuclear configuration (nuclear coordinates enter the wave
function as parameters not variables).

Since the Schrodinger equation can only be solved exactly for very simple
cases, in general approximate methods have to be employed and two approaches
are commonly used: the variational principle and perturbation theory.

Due to the Pault principle the total wave function ¥ must be antisymmetric
in the coordinates of the electrons. Furthermore, it should be an eigenfunction

of the S% and S, operators since both commute with the Born—-Oppenheimer
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Hamiltonian which does not explicitely contain spin variables. Following these
considerations, a set of many-electron wave functions {}aSM>} can be introduced
that either exactly or approximately diagonalizes the Hamilton operator. Here,
S and M are the spin quantum numbers and « represents the spatial symmetry
(}OS M > is the ground state configuration and excited configurations are }aSM >
with & = 1,2,...). Each of the functions }aSM> is 25 + 1-fold degenerate with
the energy of state }aSM> being E,. The 25 + 1 components (M = —S5,...,5)
will be referred to as magnetic sublevels.

However, in non-relativistic quantum mechanics ‘spin’ is not accounted for
from first principles and it has to be postulated that the electron possesses
an intrinsic spin connected with a magnetic moment. Moreover, the Born—
Oppenheimer Hamiltonian yields degenerate magnetic sublevels and is therefore
not suitable to describe magnetic resonance experiments where transitions be-
tween these levels are observed. These deficiencies emphasize the need for a new
theory that includes the magnetic field as well as further interactions between

the particles and the particles and the magnetic field.

3.3 Relativistic Quantum Theory

In this section a quantum theory including effects of special relativity [16] and
a uniform magnetic field will be introduced. The spin-dependent terms in the
Hamiltonian which are necessary for the description of magnetic interactions arise

directly from such a theory and there is no need to ‘artificially’” include spin.

The Dirac Equation In order to probe the relativistic behaviour of electrons,
Dirac applied Einstein’s relationship between the total energy E, momentum p
and rest mass m of a free particle
2
S = PP+ m202
¢ (3.14)

E=+c\/p?+ m3c.

A substitution of the physical observables £ and p by quantum mechanical op-

erators leads to a relativistic version of a free particle Schréodinger equation

h oV
_;aﬁ—t = eV -RV? 4+ m22 V. (3.15)
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However, it is not clear how such an operator involving the square root would
be interpreted. Therefore, to obtain a linear equation Dirac used the following

expression for the energy
E = \/p2c® + m2c* = a - pc + fmc? (3.16)

where ac and (3 have to be chosen such that when this equation is squared one ar-
rives back at Equation 3.14. Clearly, § has to be some scalar and o = (o, oy, @)
has to be a vector so that both terms on the right hand side are scalars. This

may only be satisfied if the following conditions hold:

af = =1 (3.17)

and
af+ fa=0 (3.18)
Qply + oy = 00, + L0y = Ao, + a0y, = 0. (3.19)

This means that the squares of the corresponding operators & and B have to be
equal to the identity operator, and all components of & and B have to anticom-
mute with each other. Provided these conditions can be met, Equation 3.16 is
a valid way of writing the energy and the corresponding energy operator can be

written as

h A
V-2V m2ct = TCV - &+ fBmc’. (3.20)

The described algebraic behaviour is impossible for ordinary real numbers rep-
resenting ¢&; and B However, a solution to that problem can be found if these

entities are taken as 4 x 4 matrices.

000 1
0010 0 6,

G, — (77 (3.21)
0100 6. 0
1000
0 0 —1

P L I (3.22)
0 —i 0 0 &, 0

~
aw]
aw]
o]
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0 0 1 0
0 0 0 —1 0 6,

&, = — (¢ (3.23)
1 0 0 0 6, 0
0 -1 0 0
10 0 0

. 0 1 0 Iy 0

3= = (3.24)
00 -1 0 0 —1Iy
00 0 -1

These are the so-called Dirac matrices where I is the 2 x 2 identity matrix and

the o; are the Pauli spin matrices.

| i |
PR P G, = 0 (3.25)
10 i 0 0 -1

Due to the 4 x 4 nature of the operators, the relativistic wave function has to be

a four component function of the form

wl (I', t)
t

it = | 2T (3.26)
¢3 (I‘, t)
¢4 (I', t)

Therefore, Dirac’s relativistic version of the Schrodinger equation
h 0 he N
v (V- at ) v =0 (3.27)

is a matrix equation involving a set of four linear partial differential equations.
The Dirac equation |13, 17| always yields four independent solutions for any given
electronic state W(r,t) which all have been shown to be physically meaningful.
Of the four solutions, only two correspond to the normal electronic behaviour.
The other two were found to describe a particle with properties identical to the
electron except for an opposite charge, the so-called positron.

A separation of time and space variables yields a wave function of the form

r

r

Y (r)
rt) — Pa(r) o—iEt/h
U(r,t) () (3.28)
Ya(r)

r
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and substituting this into the time-dependent Dirac equation and doing the time

differentiation gives the time-independent Dirac equation

(?V-d+3mﬁ)@&%:Em@) (3.29)
Introduction of a Magnetic Field When a free electron is treated in a field-
free environment, it may be described equally by the two independent electronic
solutions of the Dirac equation corresponding to electronic states of equal energy
and spatial distribution. However, in the presence of a magnetic field, these two
states become energetically non-degenerate in Dirac formalism.

A uniform magnetic field B can be introduced by using field-dependent oper-

ators for momentum and energy

p="v — a="vi
1 1 C
(3.30)
1 Ot ot

where A and ¢ are the vector and scalar potentials corresponding to the external
field. Moreover, the magnetic flux density is B = V x A and for a uniform field
the vector potential takes the form A = %B x r. Using the operator substitutions

the field-dependent Dirac equation
—— =V - (cﬁ'~64+3mc2—e<b)\ll:0 (3.31)

can be obtained.

Pauli Reduction to the Non-Relativistic Limit Although the Dirac equa-
tion is not difficult to derive, it is essentially impossible to solve exactly except
in the most simple systems. It is possible, however, to obtain approximate so-
lutions to the Dirac equation which still retain much of the vital information
contained in the original formalism. For this purpose various techniques have
been developed, e.g. the Foldy—Wouthuysen transformation [18] and the parti-
tioning approach which is also referred to as method of the large component or
Pauli reduction. The latter formalism will now be applied to a free electron in a
magnetic field.

Since only the two electronic solutions of Equation 3.31 are of interest for

EPR, it is generally desirable to reduce the 4 x 4 set of equations to a 2 x 2
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system. To accomplish this task, ¥ may be expressed in terms of two two-row

spinors (‘upper’ and ‘lower’ spinors)

U= (3‘) (3.32)
(¥ _ (s
Yy = ( %) Ui ( M) : (3.33)

For & and B one obtains accordingly

0 & R I, 0
A = . T 3.34

where 0 is the 2 x 2 zero matrix and & = (64,0y,0,) involves the Pauli spin

where

matrices.

If these 2 x 2 submatrices are used, the Dirac equation reads

(mc2 - egbA— E 206' - A) <¢u> 0 (3.35)
co - Tt —mc® —ep — F U

where E can be thought of either as the eigenvalue of the Dirac Hamiltonian or
as the operator —h/i(0/0t). A partitioning of the total energy E into the portion

arising from the rest mass mc? and all additional energy e
E =e+mc? (3.36)

leads to the following equations

ep — € co - Uy —0 (3.37)
c6-ft —2mc® —ep—e] \ U ' '

In a stationary state with ¢ = 0 the second equation can be formally solved to
give
o - T
Y= €+2me2 "

The presence of 2mc? in the denominator justifies the description of v as the

(3.38)

‘small’ components. Substituting the expression for ¢; allows to write an equation

in terms of 1,
(6 - 7)?

€ + 2mc?
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To obtain an equation linear in € the denominator must be simplified by assuming
that the total energy is dominated by the rest mass (non-relativistic limit: E =~
mc? > ¢€). With the approximation € + 2mc? &~ 2mc?, which is called the first

Pauli lymit, it is possible to write

——(6 - )%y = ety (3.40)

When the relations

(6 -7 =7""+i6 -7t x 7 (3.41)
and
Fxi="(pxA+AxDp)
C
= S(-A xp—ihV x A+ A x p) (3.42)
C
:?—thA:?—hB
1C 1C
are employed one finds
| 1 /.o e€h,
(5. L= en .B) .
2m(a w) 2m<ﬂ- + ca v
) (3.43)

_ (;T_m 1 3.6 B)% = i)y

which is identical to the expression suggested by Pauli as an empirical incorpo-
ration of spin into non-relativistic quantum theory [19]. Therefore, the process
described above is also referred to as Pauli reduction. The first term is simply
that which appears in the non-relativistic quantum mechanical treatment of a
(spinless) charged particle in a magnetic field. The second term describes the
interaction of the electron spin magnetic moment with the field.

Taking B to be oriented along the z-direction (B = (0,0, B)) and expanding

;r_m+ﬁeB -2 0 ’le — ¢ ¢1 (344)
0 am — BeB ) \ 2 (2

which has two non-trivial solutions

0, leads to

Il
o

1 (3.45)

n,l,ml> and

with
1212
e=(2n+2)BB+ 5~ (3.46)
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or
Y1 =0 and 1y x |n,l,ml> (3.47)
with
I2h?
€ = 2nﬁeB + % (348)

From these solutions the evidence of an intrinsic magnetic moment becomes clear.
In a magnetic field, the two electronic states with identical spatial distribution
possess different energies, meaning that the degeneracy of the magnetic sublevels

has been lifted. The energy difference amounts to
Ae =28.B ~ g.,3.B with g, ~ 2.0023193... (3.49)

which is approximately the Zeeman splitting. The deviation of the electron g-
factor given by Dirac theory from the ‘true’ g. is rather small and due to some
approximations. Two aspects essential to Dirac theory but leading to error are
the treatment of the electromagnetic field classically rather than quantum me-
chanically and the neglect of states involving several electrons or positrons. These
aspects are more correctly included in quantum electrodynamsics which yields even
better agreement with experimental observations. However, some radiative cor-
rections can easily be included into relativistic quantum mechanics, e.g. by simply
substituting & = 2S with & = ¢.S.

In summary, by reducing the Dirac equation to the first Pauli limit (e+2mc? ~
2mc?) it could be demonstrated how the Dirac equation describes an electronic
spin magnetic moment. To make more accurate approximations, one expresses

the denominator in Equation 3.39 as a Taylor series

1 B 1 <1+ € >—1
€+ 2me2  2mc? 2mc?
(gt () —)
 2mc? 2mc? 2mc? )

This allows to derive anologues of the Pauli equation to any desired accuracy by

(3.50)

keeping more terms in the expansion. Taking the first two terms (second Pauli
limit) results in an approximate Dirac equation which explicitely accounts for
spin—orbit coupling, the Darwin term and a relativistic correction to the kinetic

energy (see also below).
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3.4 The Breit—Pauli Hamiltonian

Extension to Many-Electron Systems The results developed thus far have
applied to one-electron systems. In order to treat more interesting systems such
as molecules it is, however, necessary to extend the theory to include interactions
of electrons with nuclei and with other electrons. One approach would be to
use quantum electrodynamics which is a many-electron theory capable of dealing
with relativistic effects. Since such calculations are very difficult, it is more useful
to seek for an approximate theory.

Using the Born-Oppenheimer (clamped nuclei) approximation, Coulombic
electron—nuclear interactions can be incorporated into the static potential ¢ while
any nuclear magnetic moment Sy may be included empirically into a many-
electron theory. However, accounting for electron—electron interactions is much
more difficult.

An obvious starting point for a many-electron relativistic theory is to treat
each electron as an independent Dirac particle and include interactions separately.

For an N-electron system one may then write
N N
H=> Hi+> > Hu (3.51)

where 7:(]- represents the Dirac operators and ﬂjk models the interelectronic in-

teractions. In the field-dependent version 7:£j becomes
. L - e
Hj = C(Tl'j c QG + ﬂjmc — EQb]) (352)

with the electronic charge e and the static potential ¢; which is experienced
by electron j. The indices for the Dirac matrices are introduced to keep the
nomenclature consistent although the matrices have their usual form.
If the electron—electron interaction were simply the Coulomb interaction, H
would be
X N N N2
H = H; — 3.53
2 J+ZZT (3.53)
7j=1 7=1
Unfortunately, this Hamiltonian does not satisfy the Lorentz invariance criterion

of special relativity [16, 20] because of the instantaneous character of the Coulomb

interaction. Relativity limits the propagation of coupling forces between electrons
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to the speed of light. Quantum electrodynamics (QED), which deals with pho-
tonic exchange between electrons, can be used to approximate the interactions
to any desired accuracy. In general, however, the QED expansion is truncated at
second order resulting in the following Hamiltonian (ignoring interactions that

involve three or more particles)

H = iv: H; + i i(— + Bjp + O(mc* a5)> (3.54)

T
7j=1 7=1 k=1 ik

k#j

where O(mc?a®) denotes higher-order terms, o = €?/(hc) is the fine structure

constant and

2 A .. . A . .
Bj=—— (dj -6y, + & r]k)z,(ak r]k)) (3.55)
21 Tk

is the Breit operator [21-23].
Using the Breit operator, an eigenvalue expression which represents a many-

electron extension to the (two-electron) Breit equation can be derived.

(Z ]+ZZ(—+B]k)>\If— ?%\If (3.56)
i)

Jj=1 Jj=1k

As the Dirac equation, the Breit equation contains substantial information about
the interaction of matter with electromagnetic radiation. However, due to the
omission of higher-order QED terms it is still not fully Lorentz invariant and thus
only applicable to systems with electrons moving much slower than the speed of
light (as is the case for molecules). Moreover, it is a 4N dimensional system and

hence becomes impossibly complicated for all but the smallest systems.

Breit—Pauli Approximation Fortunately, it is possible to exploit much of
the information content of the Breit formalism by reducing the equation to non-
relativistic limits (since it is only valid for electrons with low velocities), in this
case to the second Pauli limit (see above). The resulting Breit—Pauli Hamilto-

nian [2, 3| is correct to % (or o

, in atomic units) and able to provide at least
approximate descriptions for all known interactions of a molecule with an elec-
tromagnetic field. It should be noted, that radiative corrections due to QED
effects are incorporated into the Breit—Pauli (BP) Hamiltonian via the substitu-

tion —(eh/2me)é — —gof.S with the accurate value of g, = 2.0023193. In the
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following those terms of the Breit—Pauli operator which may play a role for the
calculation of EPR parameters are introduced.

For the sake of convenience atomic units will be used in the next parts of this
chapter. Thus, the elementary charge e, the mass of the electron m, Planck’s
constant h and the permitivity of free space 4mey all take unit values. In the

atomic unit system the speed of light equals the inverse of the fine structure

constant
c=a'=137.03599... (3.57)
and the Bohr and nuclear magnetons become
eh Q
= —— =—~364 1073 .
Be oo = 9 3.64868 x 10 (3.58)
and
By = f = 2 198713 x 1070 (3.59)
mp P

where the ratio of the proton and electron mass is m,/m ~ 1836.15274.

Zeeman Interaction Terms The first Breit—Pauli term of interest is a one-
electron term describing the interaction between the external magnetic field and

the magnetic moment caused by the orbital motion of the electrons

~ o ~ o ~
=>¥"Bl,=-BL .
Hup = 3 § 5 (3.60)

which is called orbital Zeeman term. This term already arises in a non-relativistic
Born-Oppenheimer theory including a magnetic field.

The coupling of the electron spin magnetic moment to the external magnetic
field can be represented by the electron spin Zeeman operator

~ Qg . Qg ~
Hsp = = ;Bsi— - BS. (3.61)

In contrast to the orbital Zeeman operator it contains the ‘anomalous’ factor
ge. Furthermore, the relativistic treatment yields a ‘kinetic energy correction’

(relativistic mass correction) to the spin Zeeman energy of the form

e — C9 Sy By, (3.62)
SB - 4 ' 1 (2 .

which gives a correction of order o? to the g-tensor. In analogy to the electron

Zeeman term one also finds a nuclear Zeeman operator

T =By Y gy Bla (3.63)
A
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Spin—Orbit Coupling Terms One term in the BP Hamiltonian which is of
fundamental importance is the spin-orbit coupling (SOC) term. It describes the
coupling of the electronic spin magnetic moment to the orbital magnetic moment

of the same electron as well as of the other electrons. It can be written as

7:(30 = ﬂélc)) + 7:(88) (3.64)
with the one-electron part
2
~(1 (07 ZA ~A
HY = = 3 TS (3.65)
A i 1A

<A
where 1, is the angular momentum of the ith electron relative to nucleus A.

I; = (ri —Ra) x P, (3.66)
The two-electron part
2 : :
~©2) « . 1 ~j a1

consists of two terms, where i: is the angular momentum of electron 7 relative to
electron j. '

/= (r;—1;) x b, (3.68)
The one-electron term 7:(%1()) has the familiar interpretation as discussed in stan-
dard quantum mechanics textbooks. The first term of the two-electron part ﬂézo)
arises from the movement of electron 7 in the Coulomb field of electron 7 and
the second term is due to the coupling of the spin magnetic moment of electron
1 with the orbital current of electron j. The latter term is also called spin—other
orbit (SOO) contribution.

Since the SO operator is a complicated two-electron operator that is quite
difficult to handle computationally, often approximations to it are employed.
One such approximation which is reasonable for atoms is to substitute the full
SOC operator by an effective one-particle operator and to absorb the main effects
of the two-electron part in the effective SOC constant ¢’. This approach leads to
good agreement with experiment for 2p and 3d elements.

A common approximation for molecules is the assumption that the two-

electron term essentially provides a ‘screening’ of the nuclear charge and that
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the overall behaviour of the SOC term is reasonably approximated by the one-
electron term. Moreover, due to the r—2 dependence, the one-electron SOC is of
rather local nature and it is a good approximation to consider only one-center
matrix elements of this operator. Thus, one obtains an effective SOC operator of

the form

. A
G =D &ra)ly (3.69)
A
where the function £(r;4) is usually written as

2 7A
O Zex

. (3.70)
2 3

S(ﬁA) =

The effective nuclear charges ZZ4; are semiempirical parameters that have to be
determined by comparison with experimental data or results of more accurate
computations.

However, the apparently simplest method to accurately approximate the full
BP treatment of SOC is the atomic-mean field (AMFI) method of Hess and
coworkers [24] which is inspired by the Hartree—Fock method where a two-body in-
teraction (electron—electron repulsion) is approximated by a much simpler pseudo-
single-particle operator. Finally, it should be mentioned that it is also possible
to account for SOC effects using effective core potentials.

Thus far the momentum p rather than the gauge-invariant momentum 7« was
used in the discussion of SOC. The use of 7 gives rise to one- and two-electron
gauge correction terms to the SOC that lead to observable effects on g-values.
To derive the correction to the effective one-electron operator in Equation 3.69,

the expression for v has to be inserted instead of p
HE =SS el s
A i
= ZZS(TM)(FM x (p; + 2aB x 1;))8;.
A

To obtain the correction to the SOC, terms involving p, have to be dropped. The

gauge-correction for the effective SOC operator can then be expressed as
~ « R R
A = 5 e { @B rar) — (r) (Bra)} @7

where the vector identity a x (b X c) = (ab)b — (ab)c has been used.
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Finally, another aspect of SOC shall be briefly mentioned concerning the use
of the ‘atom-like’ SOC operator

Hyps = ALS (3.73)

which can be derived in the context of Russell-Saunders coupling for atoms. This
operator is only valid within a single atomic term. Since it is proportional to the
total spin rather than incorporating the individual electron spins it will not have
matrix elements between states of different total spin, in contrast to the more
complete SOC operator. Furthermore, in molecules the total angular momentum
L is not a good quantum number and the advantage of using Hys instead of
Hso is less apparent. The ‘many-electron SOC constant’ A\ that is very useful
in atomic spectroscopy is rather poorly defined in molecules where SOC of all

atoms in the molecule should be considered.

Electron Spin Coupling Terms The direct magnetic dipole—dipole coupling
leads to the BP Hamiltonian term

~ O{2 ézg §Zr, §I‘Z
Hg?:?zjz T3]—3< ]21'5(‘] ). (3.74)

i gAY K

It is a two-electron effect which plays a role in ZF'S computations and which is
very difficult to calculate. Furthermore, an electron—electron contact interaction
exists which leads, however, to no observable consequences [2| and can be omitted
from the discussion.

Electron—Nucleus Coupling Terms Three different BP terms should be con-
sidered for the interaction of the nuclear magnetic moments with the electronic
magnetic and orbital moment. The first term is due to the (classical) magnetic

dipole—dipole coupling of the electron and nuclear magnetic moments

2(4)

. &) .
R i Siria)(I' "1y
HEY = Sa.8n > 90> ST?, s A>r(5 1), (3.75)
A i 1A 1A

The second term has no classical analogue and represents the Fermi contact
interaction which depends on the electron spin density at the positions of the
nuclei and may be formulated as

o) _ 08T WS 6 5 5
e = g o D ot D 8T o) (3.76)
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The last term arises from the interaction of the nuclear magnetic moment with
the orbital moment of the electrons. This so-called electron orbital-nucleus dipole

operator has the form

24 2(4)
yo_ Wy L1
Hu = QﬂN ZA: 9n Z,: T?A . (3-77)

Scalar Relativistic Terms In addition to the magnetic terms discussed above
there are two operators representing scalar relativistic effects that are of impor-
tance in the context of EPR parameter calculations. These operators do not
have a direct influence of the SH parameters but their action leads to significant
modification of the electron density and the electronic wave functions close to
the nuclei. This is an important region since several of the magnetic operators
have a dependence on r=3 and d(r). Therefore, the scalar relativistic operators
indirectly affect the EPR parameters.

The first operator arises from the variation of the electron mass with velocity
for electrons that move close to the speed of light such as is the case for core

electrons in heavy elements. This mass-velocity term may be formulated as
Fo =~ S 3.78
weE Y 3.79)
The second scalar relativistic is the Darwin term
~ _ 9T '
Hparwin = @ 5 ZA: Z Za 5(T2A) (379)

which is thought to describe a ‘Zitterbewegung’ of the electron.

Summary In this section different correction terms have been introduced that
have to be added to the Born—-Oppenheimer Hamiltonian to describe the following
SH parameters: g-tensors, hyperfine couplings and zero-field splittings. The latter
will not be further discussed and for the approximate description of the other two
properties all of the operators will be used in the form of one-electron operators.
The calculation of quadrupole and exchange couplings will be briefly touched in
Sections 3.7 and 3.8.
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3.5 Effective Hamiltonians and Perturbation The-
ory

Effective Hamiltonian Treatment Of the various ways in which a spin
Hamiltonian can be related to more fundamental theory, the method of effec-
tive Hamiltonians or method of partitioning will be used here |2, 6-8|. First, a
zeroth-order model space that already contains the main physics of the system is
defined and then an effective Hamiltonian is derived that approximately incorpo-
rates the effects of the additional terms in the Hamiltonian. The various terms of
the effective Hamiltonian may finally be compared with the SH terms to express
the SH parameters as matrix elements of the different perturbing operators over
zeroth-order (non-relativistic) wave functions.

The treatment starts by assuming that the total Hamiltonian can be written

as a sum of a major part and a perturbation
H =T+ H, (3.80)

where H, is the Born—-Oppenheimer Hamiltonian and H, stands for the sum of
the various magnetic operators described in the preceding section. The set of
states {|SM)} is divided into two sets. The ‘a’ set {|0SM)} of 25+1 functions
constituting the orbitally non-degenerate electronic ground state and the ‘b set
{‘aSM>, a=1,2,...} of excited state wave functions. Any wave function can

be expressed as a superposition of these states
U= Z C‘MOSOM> + Z ciSM‘aSaMa>. (3.81)
M aSM

Using the variational principle the secular equations in matrix form can be ob-

tained
Hc = Ec (3.82)

where c is the vector collecting the expansion coefficients and H is the complete

Hamiltonian matrix with elements
Hasarasr = (@SM|H|a'S'M'). (3.83)

From this equation a partitioned version into ‘a’ and ‘b’ sets can be derived

Moo Har) () p ) (3.84)
Hba be Cb Cb
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Formally solving the second equation for c®
¢ = —(Hy — IE) " Hy0c” (3.85)
and substituting the result into the first equation yields
Hoaac® — Hap(Fyy, — LE) " Hpuc® = Ec® (3.86)

which is equivalent to the matrix representation of an eigenvalue equation of an

effective Hamiltonian

A~

Hogc® = Ec® (3.87)

with

Het = oo — Hao(Flo, — IE) " Hy,. (3.88)
The value of E in Her can be approximated by the unperturbed energy of the
ground state Fjy. Assuming that the basic set of states, {}aSM>}, diagonalizes
Ho, the (diagonal) elements of the inverse term in H.qg can be written as

(Hup — 1Ey) ™" — (B — Eo) " = AL (3.89)

a
Thus the matrix elements of the effective Hamiltonian become

(OSM [Heg |0SM') = Ey Spraer + OSM|H, [0SM)
. . (3.90)
— > ATOSM|Hy oS M) (S'M" [H,|0SM")

aS' M

where A, > 0. The first term contains the unperturbed ground-state energy
Ey, the second term represents first-order corrections and the last term of Equa-
tion 3.90 represents second-order contributions. The effective Hamiltonian matrix
is of the same dimension as the SH matrix and contains the effect of the magnetic
perturbations and the interactions of the ground state magnetic sublevels with
the excited states up to second order. Higher-order correction terms can also be
obtained, but they are seldom required.

Now, the link between the SH formalism and the quantum chemical treatment
can be made by matching the SH parameters one by one with the matrix elements
of the effective Hamiltonian. This procedure will be demonstrated in the following
section where explicit expressions for the calculation of some EPR parameters will

be presented.
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Rayleigh—Schrédinger Perturbation Theory The method of an effective
Hamiltonian is equivalent to standard second-order Rayleigh—Schridinger pertur-
bation theory using H,y as perturbation of the Born-Oppenheimer Hamiltonian
Ho. Within this theory one finds for the energy including corrections up to second

order the following sum-over-states (SOS) expression

& =E +EY + EY
)

> - Z <‘I’ E(o Ej(p) >

J7#0

=W |1

D)+ @

(3.91)

Again, one chooses suitable BP terms as perturbations to first or second order,
such that the corresponding correction terms exhibit the same dependence on
the magnetic field and electron or nuclear spins as the SH term. To compute e.g.
g-tensors one has to ensure that the first- and second-order contributions have a
strictly linear dependence on S and B. The energy correction terms may then be

related to SH parameters.

3.6 Sum-Over-States Perturbation Expressions for
EPR Parameters

Matrix Elements of the SH The matrix elements of the SH which are needed
for comparison with the matrix elements of the effective Hamiltonian are straight-
forward to calculate employing standard quantum mechanical relations for angu-

lar momenta, such as

S.|SM) = M|SM) (3.92)

SL|SM) = (S, £iS,)|SM) =/ (SFM)(SE£M +1)|SM £1)  (3.93)

and similar equations for the nuclear spins.

For the electron Zeeman term one obtains the following matrix elements

Z By gpq M,(I >

D,q=2,Y,2

Siq
= 61\/[(1)’1\/[’(1)66 E By, Gpq Oniir

p7q:$7y7z

<SM, M]3

(3.94)
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with
Na

Opgn apr = [ Sarenr e (3.95)
A=1

This multidimensional Kronecker symbol returns zero whenever the nuclear spin
quantum numbers M@ and M’ for any magnetic nucleus A are different.
The matrix elements O'MM, <SM‘Sp ‘SM’> can be obtained using the angular

momentum relations.

onirn = 3(V(S = M)(S + M +1)a—1u0

(3.96)
+ V(S + M)(S =M + 1)érrs1m)
oyt = 1(/(S = M')(S + M+ 1)dnr—1ar a97)
+ V(S +M)(S =M + 1)érrs1m) '
oNir = O M (3.98)

In a similar way, the matrix elements of the term representing the hyperfine
coupling of the electron spin magnetic moment with nucleus A can be expressed
as
(1) G A(A) J(A) " @)
(SM,MO| 375, A I |sa M0

p7q:$7y7z

(3.99)
Sx
M(U MO Z qu UM?VI’ M(A%M’(m
p,q=x,y,z
with the reduced Kronecker symbol
5{\4/1(1)71\/1(1) - H 5M(B),M'(B> (3100)
B#A

which returns zero if two nuclear spin quantum numbers M) and M'P) for a

nucleus differ except when the nucleus is nucleus A.

g-Tensors The g-tensor appears in the SH in a term that is linear in the elec-
tron spin and the magnetic field. Terms which involve the product of the spin
magnetic moment and the magnetic field are therefore candidates for first-order
contributions to the g-tensor in the sense of Equation 3.90. An inspection of the
different BP terms reveals that such operators are the spin Zeeman operator 7:(313,

the relativistic mass correction HEMC and the gauge correction to the SOC, HSS
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These first-order contributions will be discussed before turning to second-order
terms.

A comparison of the z-element of the electron Zeeman SH operator
—<SS}gzz B.S.|SS) = gzz B.S (3.101)

with the matrix element of the z-component of 7:(313 (inserted as 7:(1 into the

first-order contribution term of Equation 3.90)

(05| Hsp..05S) = Z08S|B. $.[05S) = == B. S (3.102)
reveals that
9" = g. (3.103)
or more generally one finds
957 =6, ge (3.104)

representing the familiar isotropic contribution of the free electron g-value to the

g-tensor.

HRMC

The relativistic mass correction similarly leads to

g BNO) = C;f’;@SS)EV i

OSS> (3.105)

or generally

gBMO) — 5, O; 956<055‘ZV 5.0

OSS> (3.106)

This is also an isotropic contribution to the g-tensor of order a?. Due to the
proportionality with the kinetic energy T, = —%@f this term is frequently called
a kinetic energy correction. However, it is a small contribution, usually of the
order of a few hundred ppm.

The last first-order term to be considered here is due to the gauge correction

to the SOC, HSS, and can be expressed as

1 R
gfﬁc) = §<OSS‘Z§(riA){riAri — TiauTip 8z OSS>. (3.107)
i, A

This term is of comparable size as the kinetic energy correction (£(r;4) is of order
o?) and sometimes of different sign. Therefore, there may be cancellation between

the two small first-order terms.
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The most important second-order term is a cross term between the orbital
Zeeman (Hyg) and SOC (HEL) terms. For its derivation it is important to notice
that the orbital angular momentum operator is diagonal in the total spin. Thus,
the sum over excited states in Equation 3.90 will only involve those states which
have the same spin as the ground state.? To obtain an explicit expression for this
second-order contribution to the g-tensor 7:(LB + ﬂgfg must be inserted for 7:£1 in
Equation 3.90. After some rearrangement of the expression and comparison with

the electron Zeeman SH matrix element this leads to

02/50) _ Z A; {<088)me bSS> <b55)25(m) A5, 055>
i i A
<055‘Zg ria) i 8. bSS> <bSS)Zl}U 055>}
Z (3.108)

where S is the total spin of the ground state. To compute this second-order
term one has to know the ‘standard components’ of the excited state multiplets
(i.e. the states [bSM ) with M = S) and has to evaluate the matrix elements
of the angular momentum and the reduced SOC operator between these excited
states and the standard components of the ground state multiplet. Moreover,
the transition energies from the ground state to the excited states, A, enter in
the denominator and it is important to have precise values for these quantities
in order to obtain accurate values for the second-order correction. In principle,
the sum over excited states is infinite but usually only a few excited states make
dominant contributions to the g-tensor.

In summary, the complete g-tensor can be calculated from four main contri-

butions
Gy —gl(w )+glgF§MC) +9£V )_|_g(OZ/SO)
= Opv Je + gSEMC) + gl(w ) 4+ g(OZ/SO) (3.109)
where the first term is equal to the free electron g-value. The g(OZ/SO) term

dominates by far over the second and third terms in most cases. Instead of using

g-values g,,, sometimes g-shifts Ag,, are used which are defined as the difference

2This is a difference to the ZFS tensor where also excited states of higher and lower multi-
plicity than the ground state have to be included.
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to the free electron g-value

Aguu = 0w — 5uu Ge- (3110)

Finally, it should be mentioned that the g-tensors computed as described above
are not independent of the choice of a gauge origin since the orbital Zeeman
operator includes the angular momentum operator which is measured relative to
the chosen origin of the coordinate system. This gauge dependence arises from
the arbitrariness of the vector potential in a more general context. In an exact
treatment a change of gauge is offset by a phase change in the wave function |2, 8|.
However, the perturbation treatment with fixed zeroth-order functions lacks the
flexibility to accomplish such a phase change. There are several approaches to
solve this problem, e.g. the gauge-including atomic orbital (GIAO) method or
the individual gauge for localized orbitals (IGLO) approach. However, since the
gauge dependence of the g-tensor is not as critical as e.g. for NMR chemical shifts,
it is often possible to choose a reasonable common gauge, such as the center of
mass or the center of electronic charge, to obtain results very close to the fully

gauge-invariant results. Therefore, this problem will not be discussed any further.

Hyperfine Couplings In analogy to the procedure described for the g-tensor,
the elements of the hyperfine coupling tensor can be obtained. In this case ma-
trix elements of the effective Hamiltonian representing terms proportional to the
product of the electron spin with the nuclear spin must be found matching the

HFC SH matrix elements, e.g. of the z-component
(SS, IMI|AD S, IM|SS, INT) = ALY ST (3.111)

and for a given nucleus A. Two BP terms which will contribute to first order are
immediately evident from the list of pertubing operators: the Fermi contact term
7:(&) and the dipolar hyperfine operator 7:((5?).
The isotropic Fermi contact contribution to the HFC of nucleus A is thus
represented by
A = AL = 5, 5 e B o058 [S 8200 |05S)  (3112)

and the anisotropic dipolar HFC contribution is given by

. 1 .
Afj‘;d) = Téf) = %g ge By g <OSS)Z 8T {0 i — 3TiapTinn}

055>.
(3.113)
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The dipolar HFC tensor is symmetric in the indices ¢ and v and has a vanishing
trace.

In addition to these two first-order terms one may also include second-order
contributions to the HFC tensor by using BP terms which are either proportional
to the electron spin or the nuclear spin but not both and are not depending on the
magnetic field. Operators that fulfill these requirements are the SOC operator
7:(5% and the electron orbital-nucleus dipole operator Hir. In analogy to the
derivation of the second-order contribution to the g-tensor an expression of the
form

(As0) _ _ ¥
m 25

3 A { (088|300 13 b3S ) (bSS|D € I8 5.
b(S,=5) i B.i
bSS) <bSS‘Z 4y ‘053>}

A
ge BN g](v)

055>

(3.114)

may be obtained where the superscript (A4;SO) indicates the SOC contribution
to the HFC of nucleus A. As for the g-tensor only excited states of the same
spin multiplicity as the ground state contribute since Hyy is diagonal in the total
spin. It is important to notice that A%;SO) is not traceless. Therefore, the trace
of the total HFC tensor does in general not simply reduce to the isotropic Fermi
contact term. It may be convenient to formally separate the isotropic from the
anisotropic contributions of the second-order SOC correction to the HFC, to
obtain an isotropic pseudocontact coupling constant and an anisotropic traceless

orbital dipolar coupling tensor.

A&ﬁ;so) _ Aﬁ;‘g +T;EA) (3.115)

w,orb

The HFC contribution due to SOC (AE;Z‘;SO)) may often be neglected for organic
molecules or HFCs of other light nuclei without too much error. However, for
metal nuclei this contribution is usually fairly large and should not be neglected
(cf. also Sections 6.7 and 6.8).

Altogether the HFC of a nucleus A can be expressed as a sum of two first-
order and one second-order terms, where the second-order term is only important

for heavier elements with large SOC constants.

AD =4, AL + TD 4 AASO) (3.116)
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where Agg is sometimes abbreviated as Ai(;z).
The Use of Molecular Orbitals and Atomic Basis Functions For the
actual calculation of EPR parameters it may be convenient to express the wave
functions involved (|aSM)) in terms of molecular orbitals x; or spin density
matrix elements P and atomic basis functions ;.

Here, this procedure will just be demonstrated exemplary for the gauge cor-

rection term to the g-tensor

1
GC) _ .
g;(w ) = §<OSS‘;§(T2‘A){I'2‘AI'2‘ — TiA iy } Sz 055>- (3.117)

Using the singly-occupied molecular orbitals x,; this may be written as

1 m
(GO) _ < ,
g;u/ 25 ; XO’L

and in terms of the ground state spin density and atomic basis functions one

1
GC) __ E —
g;(w ) - 25« qu<§0p
Pq

Similar expressions may also be obtained for the other SH parameters.

> E(ra){rar —raur}
A

x> (3.118)

obtains

> E(ra){rar — raury}
A

g0q>. (3.119)

3.7 Calculation of Electric Field Gradients and
Quadrupole Couplings

The theory of quadrupole coupling [25], i.e. the interaction of the nuclear electric
quadrupole moment QQn with the electric field of surrounding electrons repre-
sented by the electric field gradient (EFG) at the nucleus, is not included in the
BP treatment as presented above but can be accounted for by adding a finite
nuclear model |2, 3|. The finite size or internal structure of the nucleus leads
to an electric quadrupole moment for nuclei with a nuclear spin I > % (the
dipole and octopole moments vanish by symmetry) due to a non-spherical charge
distribution within the nucleus.

The matrix elements of the QC tensor are defined as

o)
QW — ey v
= ST 1)

(3.120)
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where fo,fl ) are the components of the electric field gradient tensor at nucleus A.
Based on the traceless EFG tensor one can define the QQC constant x and the

asymmetry parameter n as

(A) 1 (4) (A) (A)
A_eQN Vs _V:’v:v — Viy
) = —f—— and 7= BT (3.121)
with |V..| > |V,y| > |Vas|. Note, that frequently a QC constant x with k =
x (4I(21 — 1))7! is used. To evaluate the elements of the QC tensor, usually

standard nuclear quadrupole moments as tabulated in the literature |26] are em-

X

ployed. The physical quantities that remain to be calculated are the elements of

the EFG tensor which are given by

VM(;“) = <OSS‘Z 7’;45{6#1, T?A —3TiAuTiAp}

OSS>. (3.122)

The EFG tensor is a first-order property and is spin-independent and therefore
related to the electron rather than the spin density.

3.8 Calculation of Exchange Interactions

The exchange interaction parameter J is related to the energy difference between
states with different spin multiplicity, e.g. the singlet—triplet splitting in nitroxide
biradicals. For details concerning the exchange coupling see also Section 6.1 and
Refs. 27 and 28.

Thus, to compute this quantity reliable energies of the different spin states are
necessary (or at least reliable energy differences between the states). In ab initio
treatments (e.g. CI methods) where proper multiconfigurational spin eigenfunc-
tions are available the computation is straightforward, although computationally
extremely demanding for larger systems. Therefore, often DFT methods are em-
ployed which require much less computational effort and are thus applicable to
larger systems. However, the problem of DFT in this context is the fact that
it cannot describe the multideterminantal low-spin states (e.g. open shell singlet
states). To solve this problem the broken-symmetry (BS) formalism [29-31] is
employed using approximate methods to extract the exchange coupling constant
from DFT calculations for the high-spin state (HS) and the so-called broken

symmetry state. A relation derived by Yamaguchi and coworkers [32] states that

Euys — E
Jrn —— M8 B8 (3.123)

(52)hs — (52)ps
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where Eyg and Fgg denote the energies of the high-spin and broken symmetry
states and (S2)us — (S2)ps is the difference between the spin-squared expectation

values of the two states evaluated with the Kohn—-Sham determinant.

3.9 Computational Approaches to EPR Parame-

ters

In this section it will be briefly discussed which approaches can be employed to
obtain many-electron wave functions for the ground (and excited) states of molec-
ular systems to calculate EPR parameters using the equations introduced in the
preceding sections. Two methods that may in principle be used for SH parame-
ter computations are configuration interaction (CI) or density functional theory
(DFT) methods. Both of these methods allow to calculate first- and second-order
corrections to the non-relativistic ground state using BP Hamiltonian terms. Fi-
nally, the possibility to employ relativistic methods to obtain ground state wave

functions is discussed.

Configuration Interaction All expressions for the SH parameters were ex-
pressed in terms of a set of many-electron ground and excited state wave func-
tions. For the calculation of the first-order perturbation expressions solely the
knowledge of the ground state is necessary whereas second-order perturbation
corrections require the computation of sum-over-states (SOS) expressions involv-
ing sums over all excited states. Such a set of many-electron wave functions may
be obtained using the procedure of CI where wave functions are formulated as
an expansion in terms of (ground state, singly, doubly, triply, etc. excited) Slater

determinants ®;
Ter=>» ¢ (3.124)

To calculate the expansion coefficients, the Born—-Oppenheimer Hamiltonian Hso
has to be transformed into the {®} basis where its matrix elements may be

expressed as
HBO’ij - <(I)7, ‘7:(}30 ‘q)]> (3125)

These matrix elements are difficult to calculate and altogether an enormous num-
ber of one- and two-electron integrals has to be considered since accurate CI

calculations involve as many as 106 — 10'° different determinants ®;.
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The advantage of CI methods in the context of EPR parameter calculations
is that they may be directly applied to the equations derived thus far without
any further approximations. However, it is clear that the infinite expansions
involved have to be truncated at some point which is usually not critical since
the SH parameters are often dominated by only a limited number of excited states.
Despite all advantages of CI approaches, they are in general computationally too
demanding to be be used for large molecules and alternative methods have to be

used. One such method which is commonly employed is DFT.

Density Functional Theory The fundamentals of DFT are explained in Sec-
tions 4.3 and 4.4. DFT partially includes electron correlation effects and yields
much better results than Hartree-Fock theory with about the same computational
effort. It can, however, not be directly applied to the sum-over-states expressions
for the SH parameters since DF'T is essentially a ground state theory and for the
second order corrections excited states have to be used. Fortunately, there are
methods to circumvent the sums over excited states and compute second-order
properties from the ground state wave function alone. One method which is the
basis of many modern approaches to second order properties for large molecules

will be described in the next paragraphs.

Linear Response Theory and Coupled-Perturbed SCF Methods [t is
possible to expand the total ground state energy Ej of a system in a Taylor series
in the various perturbations \,, such as magnetic field as well as electron and
nuclear spin.

OF
Eo(A1, A, ) = Eo(0,0,...) + > Ay

n

_i_lZ)\n)\mﬂ

(3.126)

where first-order properties (e.g. electric dipole or quadrupole moments) and
second-order properties (e.g. polarizabilities, magnetizability (susceptibility) or
IR or Raman intensities) are defined as first or second derivatives of the energy
with respect to the perturbations, respectively. In the context of EPR parameters,
the A\, may be the magnetic field B, the electron spin S or the nuclear spin I

Writing down all the first and second derivative expansion terms explicitely with
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these perturbations and comparing them with terms from the SH (Equation 3.8),

one can e.g. identify the g- or HFC tensor components as mixed second derivatives

~ ~(N) &
Guw = i 62E0(B, S) and AQ(L]X) o a2E’0(I >S)

= = . 3.127
Be  0B,OS, |p_g—g ar™Mas, 1™ _s_ ( )

Thus, the calculation of these and other EPR properties requires the calculation
of second energy derivatives with respect to perturbations which may be a dif-
ficult task. Again, these perturbations consist of the various terms of the BP
Hamiltonian as described above in the framework of effective Hamiltonians or
perturbation theory. It can be shown for variational zeroth-order wave functions
(e.g. from HF or Kohn-Sham DFT methods) that it is sufficient to calculate the
linear response of the wave function with respect to one perturbation in order
to evaluate the mixed second derivatives. Furthermore, the order in which the
two perturbations are treated does not matter (interchange theorem of double-
perturbation theory).

From response theory one may obtain the following expression for the calcu-
lation of mixed second derivatives in terms of the electron /spin density matrix

P7, and a set of atomic basis functions {¢}

& Ey => et ulhlo) + 3 PEGou] ) (3.128)
ONOK | \_,._o o ox V' H o HYAT T
where . "
fLH — M and fL/\H — M (3.129)
[0/ N ’ ONOK  |\_,_o

are derivatives of the perturbing operator fL()\, k) which may contain terms de-
pending on the perturbations A or s as well as products of both. The total
Hamiltonian is defined as a sum of the zeroth-order (non-relativistic) Born—

Oppenheimer Hamiltonian H, and the perturbation operator ﬁ()\, K)
H=Ho+h\K)=Ho+ (PL-A+P -kt +A-Prwt...). (3130)

The first term in Equation 3.128 gives rise to second-order contributions to a
property and the second term yields first-order contributions. Terms in ﬁ()\, K)
involving both A and & lead to first-order contributions (since the first deriva-
tive of these terms at A = k = 0 vanishes) and terms involving either \ or k
yield second-order contribution (since the second derivative with respect to both

perturbations of such terms is zero).
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As was already mentioned, for this approach to mixed second energy deriva-
tives it is sufficient to determine the first-order response of the wave function
with respect to only one of the two perturbations, here aP;E, /OX. To accomplish
the computation of the perturbed wavefunction parameters (perturbed MO co-
efficients) the coupled-perturbed SCF (CPSCF) procedure [33, 34| is used. The
perturbed first-order orbitals ] D are expanded as a sum over zeroth-order vir-

tual orbitals @DZ(O) of the same spin o

A OED WA (3.131)
aco
where the U7, are the first-order wave function coefficients describing the mixing
between occupied and virtual orbitals. They have to be determined as solutions
of the CPSCF equations

M 0 ) (Ue Ve
(T

with the magnetic Hessian M?? and the matrix elements of the perturbing op-

erator

Oh(\, k)

i (3.133)

Ve =@ VLAW;I(O)> where hy =

A=k=0

For the perturbed spin density matrix derivative this formalism leads to

oP~ [ 0 UM . L 0 U\ L.
= C (—Ua 0>(c) c <—Uﬁ 0)(c). (3.134)

In the case that the matrix elements of the perturbing operator hy are purely
imaginary (e.g. for a magnetic field perturbation using the orbital Zeeman opera-
tor for fz()\, ) and real zeroth-order orbitals), the coefficients U7, are also purely
imaginary. Moreover, in the absence of exact exchange contributions (pure den-

sity functionals) the magnetic Hessian is diagonal and the coefficients can be

written as o1 "
o im@” [ |u”)
Uia - eg(o) . Eq(o) (3135)

which is similar to the result that could be obtained from Rayleigh—Schrodinger

perturbation theory.
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Computational Procedure and Drawbacks The actual EPR parameter
calculation procedure as employed in this thesis schematically works as follows:
First, the non-relativistic ground state SCF wave function for an optimized ge-
ometry is computed in the DFT Kohn—Sham framework. In the next step the
relativistic effects and effects due to a magnetic field are considered perturba-
tionally using the non-relativistic wave function as zeroth-order wave function.
Finally, the SH parameters can be obtained from the perturbed energies depend-

ing on what type of perturbation operator has been incorporated.

However, there are several problems involved in this procedure mainly con-
cerning the treatment of SOC. First, there are different approximate methods
for the calculation of the matrix elements of the spin—orbit operator, e.g. effec-
tive nuclear charges or the AMFT approximation partly neglecting two-electron
terms. Furthermore, SOC is included only to leading order in the second-order
perturbation expressions which may not be sufficient in some cases. The next
paragraph addresses how higher-order as well as scalar relativistic effects can be

incorporated in a computational treatment.

Relativistic Methods Instead of using perturbation theory, relativistic ef-
fects, i.e. the scalar relativistic effects and the spin—orbit coupling, can also be di-
rectly incorporated into the electronic structure calculation (e.g. based on DFT).
Then, only first order perturbation theory is necessary to calculate all magnetic

parameters.

However, the inclusion of relativistic effects is a challenging problem for elec-
tronic structure calculations. The Breit—Pauli Hamiltonian introduced here is
solely suitable for perturbation calculations and other operators (with regular
behaviour in a variational procedure) have to be derived from the Dirac equa-

tion.

One popular relativistic method is the ZORA (zeroth-order regular approwi-
mation) method [35] that has been used for the calculation of EPR parameters.
Other approaches are based on the application of the Douglas—Kroll-Hess (DKH)
transformation |36, 37| of the Dirac equation. Examples for the latter method
can e.g. be found in works of Malkin et al. [38] or Neese et al. [39] and references

therein.
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“..the main object of physical science is not the
provision of pictures, but is the formulation of laws
governing phenomena and the application of these
laws to the discovery of new phenomena. If a
picture exists, so much the better; but whether a
picture exists or not is of secondary importance. In
the case of atomic phenomena no picture can be
expected to exist in the usual sense of the word
‘picture,’” by which is meant a model functioning

essentially on classical lines.”

Chapter 4 P. A. M. Dirac, 1902-1984
Computational Methods

The description of computational chemistry in this chapter represents just a brief
introduction to this topic. The main goal is to explain the theoretical methods
that were used to compute the non-relativistic (zeroth-order) wave functions.
Starting from these zeroth-order wave functions the EPR parameters may be
calculated employing a perturbative treatment of magnetic field and relativistic
effects (see previous chapter). Furthermore, the basis sets and computational
chemistry programs which were used in these studies will be introduced. Detailed
information concerning computational chemistry can be found in Refs.1-8 and

further references will only be given in special cases.

4.1 Hartree—Fock Approximation and Electron Cor-

relation

In Hartree-Fock (HF) theory the non-relativistic time-independent Schrédinger
equation is solved by using a simple antisymmetrized product of one-electron
functions y;(x;) as an approximation for the complicated exact many-electron

wave function Wy. This product is also called Slater determinant ®sp

xi(x1)  xe(x1) o0 xwv(xa)
Uy = Ogp = \/% Xl(-XQ) XQ(-XQ) XNFXQ) (4.1)
xi(xn) xe(xn) - xwv(xn)

67



68 Chapter 4. Computational Methods

The one-electron functions x;(x;) are also called spin orbitals and consist of a

spatial part ¢;(r) and one of the two spin functions a(s) or 3(s)

X(x) = o¢(r)o(s) with o =a,p. (4.2)

With this ansatz for the wave function, the next step is to search for the Slater
determinant with the lowest energy using the variational principle. The expec-
tation value of the Hamilton operator with a Slater determinant can be derived
by expanding the determinant and collecting the terms with the corresponding
terms of the Hamilton operator (in the Born-Oppenheimer approximation and

in atomic units)

ﬂBO :T8+VN€+‘Z€8

N o ) M N 7, Ny
:_Z;gvi—zzfqtza.
1= 1<J

-
A=1 i=1 A

(4.3)

V? is the Laplace operator and Z 4 is the nuclear charge of nucleus A. r;4 are the
electron—nucleus and r;; the electron—electron distances, respectively. The opera-
tors represent the kinetic energy of the electrons (T ¢), the attractive electrostatic
interaction between nuclei and electrons (VNG) and the repulsive electron—electron

interaction (V,.). Thus, one obtains for the HF energy
N LN
Enp = (Psp|H |Psp) = ; (z z) + 3 ;; (1i|77) — (ig|ji), (4.4)

where

h

(i[:) :/X;‘(xl){—%V2—§:i—i}xi(xl)dxl (4.5)

stands for the contribution from kinetic energy and electron—nuclear attraction

h

and

(il73) = [ [ Dl == o) dx e (1.6)

(i i) = / / (60X (k1) (k) () lxy iy (4.7)

—X

712
are the so-called Couloumb and exzchange integrals that describe the electron—
electron interaction. To minimize Eypr the spin orbitals y; are varied and the

Hartree—Fock equations are obtained

fxi=ex; with i=12..N. (4.8)
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The orbital energies ¢; are the eigenvalues of the Fock operator f This one-

electron operator is defined as

~

in = —%V? — Z TZZ_j + Z (jj(X1> — Kj(X1>> . (49)

Here, the complicated two-electron operator % from the exact Hamiltonian op-
erator is replaced by the one-electron Coulomb and exchange operators jj (x1)
and K ;(x1) that describe the Hartree—Fock potential. This potential represents
the averaged repulsive interaction of electron ¢ with the N — 1 other electrons.
To solve the Hartree-Fock equations 4.8 one usually takes advantage of the
LCAO (linear combination of atomic orbitals) ansatz describing the spin orbitals

X; as linear combinations of one-electron (atom-centered) basis functions ¢,

L
Xi =Y Ciupy with L>N. (4.10)

p=1

Now the coefficients ¢;, can be varied instead of the spin orbitals themselves

and application of the variational principle leads to the Roothaan—Hall equations

[9-11]

> (Fu = €Suw)evi =0 p=1,...,L (4.11)

v=1

with the orbital energies ¢;, the overlap integrals

Sy = /ng(p,, dr, (4.12)
and the Fock matriz
1 Moz L 1
o * 2 A
Fu = /soﬂ <—§VZ- - ZA: a) oy d7+;Pax [(WIAU) — 5 (pAlvo) | (4.13)

where P, represents the density matriz

occ.

Poy =2 c,cin. (4.14)
=1

Since the elements of the Fock matrix depend on the LCAO coefficients ¢,
the Roothaan—Hall equations have to be solved iteratively using a self-consistent
field (SCF) methodology.
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It has already been mentioned that Hartree—Fock theory makes the fundamen-
tal approximation that each electron moves in the static electric field created by
all of the other electrons. Using this averaged repulsion the lowest-energy Slater
determinant is computed. However, such a single-determinantal wave function
can never be the true wave function of a many-electron system, although it is the
exact solution for a system of non-interacting particles moving in an effective po-
tential. Due to this approximation Fyp is always larger (less negative) than the
exact Born-Oppenheimer non-relativistic ground state energy Ey. The difference

between these two energies is called correlation energy EEE.
E¢Y = Ey — Fur (4.15)

EE&Y is a measure for the error introduced by the HF method. Since correlation
effects play an important role for the description of chemical reactions as well as
the calculation of molecular properties (e.g. EPR properties), the question arises
how the HF wave function might be improved to obtain a lower energy. One
obvious choice for a better wave function is to construct it as a linear combination

of multiple determinants
\If(] = CO\I!HF + Cl\Ifl + CQ\IIQ + - (416)

where Uyp = ®gp and the coefficients ¢ reflect the weight of each determinant in
the expansion and also ensure normalization. Two different aspects of electron
correlation can be discussed. In many cases the main error in the HF approxi-
mation derives from ignoring the correlated motion of each electron with every
other meaning pictorially that the electrons come to close to each other within HF
theory. This kind of correlation is called dynamical correlation because it refers
to the dynamical character of the electron—electron interactions. Empirically, it
is observed that for most systems the HF determinant dominates in the linear
combination for the total wave function. Even though the correlation energy may
be large, it tends to be made up from a sum of small contributions from other
determinants.

However, in some instances, one or more of the other determinants may have
coefficients of similar magnitude to that of the HF wave function. This kind
of electron correlation is called static (or non-dynamical) correlation. This em-
phasizes that the error here is not so much that the HF approximation ignores
the correlated electron movement, but rather that the HEF ansatz uses single-

determinantal wave functions, which is not sufficiently flexible for some systems.
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Non-dynamical electron correlation is e.g. important for closed-shell singlet states
with near or exact degeneracy in frontier orbitals or open—shell singlet states of
two antiferromagnetically coupled paramagnetic S = 3 Centers (cf. also the case
of nitroxide biradicals in Section 6.1).

Due to the general importance of electron correlation for quantum chemistry,
several methods have been developed that include correlation effects into the wave
function. Such approaches are MCSCF (multiconfiguration self-consistent field),
CI (configuration interaction) or MRCI (multireference CI) methods, perturba-
tion theory (e.g. Moller—Plesset) as well as CC (coupled cluster) approaches.
Furthermore, electron correlation is also (partially) recovered within the DFT
(density functional theory) framework. The latter two methods are described in
a little more detail in the following sections as they were both employed for EPR

parameter calculations in this thesis.

4.2 Coupled Cluster Methods

The basic principle of CC theory is that the exact wave function within the basis
set approximation (full-CI wave function) can be described as
12

. . T
U=l Uyp  with eT—1~|—T+?+—+ ZkuTk (4.17)

The cluster operator T is defined as

~

T=Ti+To+T3+-+Ty (4.18)

where N is the total number of electrons and the various 7} operators generate
all possible determinants having 7 electron excitations from the reference wave

function (in this case Wyp). For example,

occ. virt.

Ty =Y > 100 (4.19)
occ. virt.

TyUyp =y Y 0w (4.20)
1<j a<b

with \IJ;?JZ? representing a determinant where electrons from the orbitals ¢ and 7

(occupied orbitals of the reference determinant) have been excited to the orbitals
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a and b (virtual orbitals of the reference determinant). The expansion of T" ends
at N because no more than N excitations are possible. Now, the wave function
Veesp that may be constructed using the single and double excitation operators
only (1" = Ty +T5) can be expressed using the Taylor expansion of the exponential

operator in Eq.4.17

T
Veoesp = € Yyp

T+ 1) (Ty+Th)?
GRS ONUES ST

= <1+(T1+T2)+ 5 3

— (1 + T+ (To + 3T2) + (T + LT7)
+ (T2 4 LIy + LT + - )\pHF

The 1+ 7T terms generate the reference state and all singly excited states and the
first parenthesis generates all doubly excited states, which may be considered as
connected (73) or disconnected (T72). The second parenthesis generates all triply
excited states, which are only ‘product’ triples (Tng, Tf’) in the case of CCSD,
the third paranthesis generates all quadruply excited states and so on. Thus, the
idea in CC methods is to include all corrections of a given type to infinite order.
Furthermore, the disconnected higher order terms TZ” ensure size consistency of
CC methods. Note, however, that CC methods are not variational.

Using the CC wave function the corresponding energy can be expressed as

Since calculations including all terms of T up to Ty are not tractable computa-
tionally, the cluster operator must always be truncated at some excitation level
(e.g. at the CCSD level). Therefore, the computed energies will be approximate.
How severe the approximation is depends on how many terms are included in T.
Including only the Ty operator does not give any improvement over HF, as matrix
elements between the HF and singly excited states are zero. The lowest level of
approximation is therefore T' = Ty, referred to as coupled cluster doubles (CCD).
Using T=T+1T, gives the CCSD model which is only slightly more demanding
than CCD, and yields a more complete model. Both CCD and CCSD involve a
computational effort which scales as M° (M being the number of basis functions)
in the limit of a large basis set. The next higher level has T =T +T,+1T, giv-
ing the CCSDT model which already scales as M®. It can only be used for small
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systems, and CCSD is the only generally applicable coupled cluster method. Al-
ternatively, the triples contribution may be evaluated by perturbation theory and
added to the CCSD results. Several such hybrid methods exist; the most robust
and most commonly used is known by the acronym CCSD(T). It was employed
in this work for HFC tensor computations in order to validate DF'T methods (cf.
Section 6.5).

4.3 Density Functional Theory

As has already been mentioned at the end of Section 4.1, density functional theory
(DFT) methods using approximate exchange—correlation functionals (see below)
recover part of the important electron correlation. Since the computational effort
of standard DFT methods is comparable to HF methods, DFT methods have
become widely used for all types of systems involving more than a few heavy
atoms.

The central quantity of DFT is the electron density p(r) that can be obtained
as the square of the wave function for an N-electron system integrated over N —1
spatial electron coordinates and N spin coordinates. Thus, the electron density

is a non-negative function of only three spatial coordinates

p(r) :N/---/|\If(x1,...,xN)|2 ds; dxs . .. dxy (4.23)

that vanishes at infinity and yields the total number N of electrons in the system
when integrated

p(r — 00) =0, (4.24)

/ p(r1) dry = N (4.25)

At the position of atoms p(r) possesses maxima (cusps). In contrast to the
many-electron wave function, the electron density is not solely a complicated
mathematical structure but a physical observable that can be experimentally
determined (e.g. by X-ray diffraction methods). Furthermore, the wave function
depends on 3N (4N including spin) coordinates whereas the electron density has
always three variables independently of the system size.

A rigorous theoretical foundation for DFT was provided by the two Hohenberg—
Kohn theorems [12| that prove that the ground-state electronic energy is deter-

mined completely by the electron density p(r) and that there is a variational
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principle analogous to that in wave mechanics when using the electron density as
a parameter. Thus, a one-to-one correspondence between p(r) of a system and
the Hamilton operator / energy exists or, in the language of DFT, the energy is
a unique functional® of the electron density, E[p(r)]. However, although it has
been proven that the ground-state electron density and the ground-state energy
are connected with each other, the problem with DF'T is that the exact functional
to fulfill this task is not known.

In analogy with the wave mechanics approach, the energy functional may be
divided into three parts: kinetic energy, T'[p], attraction between the nuclei and
electrons, Ey.[p], and electron—electron repulsion, E..[p]. The nuclear-nuclear
repulsion is a constant in the Born—-Oppenheimer approximation. A comparison
with Hartree-Fock theory suggests that the E..[p] term be split into a Coulomb
and an exchange part, J[p] and K|[p|, implicitely including electron correlation
in all terms. Only for the En.[p] and J[p] functionals the mathematical form is

known and the classical expressions are

Ene[p] :/p(r)VNedr:Z/ZA%irl)dr and (4.26)
A

Jlp] = % / / %drl drs (4.27)

L
2

ables. Early attempts at finding functionals for the kinetic and exchange energies

where the prefactor 5 allows the integration to run over all space for both vari-

employed a non-interacting uniform electron gas. For such a system it can be
shown that T'[p] and K[p] are given by

Trelp] = %(3%2)2/3/p5/3(r) dr and (4.28)

Kol = =4 ()" [ ) . (4.29)

The energy functional Evp[p] = Trr(p]+ Ene[p]+J[p] is known as Thomas—Fermi
(TF) theory and when the Kp|[p| part is included one obtains the Thomas—Fermi—
Dirac (TFD) model. However, the assumption of a non-interacting uniform elec-

tron gas is no good approximation for atomic or molecular systems. The total

LA function is a prescription for producing a number from a set of variables, whereas a
functional is a prescription for producing a number from a function, which in turn depends
on variables. While a function is denoted with parentheses, f(x), a functional is denoted with
square brackets, F[f(z)].
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energies are in error by 15-50%, but the worst feature of the TF and TFD theories
is that they do not predict bonding, i.e. molecules do not exist.

A major breakthrough for the use of DFT in computational chemistry was
the introduction of orbitals by Kohn and Sham [13|. They had realized that
the main problem in TF models is that the kinetic energy is represented poorly
whereas orbital-based approaches (e.g. the HF method) perform much better in
this respect. Thus, Kohn and Sham introduced the concept of a non-interacting
reference system built from a set of one-electron orbitals ¢; such that the major
part of the kinetic energy can be computed exactly. The remainder is merged
with the non-classical contributions to the electron—electron repulsion — which
are also unknown, but usually fairly small. By this method, as much information
as possible is computed exactly, leaving only a small part of the total energy to
be determined by an approximate functional.

To clarify the idea behind Kohn—Sham (KS) theory to calculate part of the

kinetic energy exactly one can assume a Hamilton operator of the form

~ ~

Hy =T, + Vet (\) + AV, (4.30)

with 0 < A < 1. The Vi operator is equal to Ve for A = 1, for intermediate A
values, however, it is assumed that the external potential Vext(}\) is adjusted so
that the same density is obtained for both A = 1 (the real system) and A = 0 (the
hypothetical system of non-interacting electrons). For A = 0 the exact solution to
the Schrodinger equation is given as a Slater determinant composed of molecular

orbitals ¢; for which the exact kinetic energy functional is given as

N
Ts =) (¢i|-5Viloy (4.31)
i=1
where the subscript S indicates that it is the kinetic energy of a Slater deter-
minant. The A\ = 1 case corresponds to interacting electrons, thus 75 provides
only an approximation to the real kinetic energy which is, however, a substantial
improvement over the TF model (Eq.4.28).

The key to KS theory is thus the calculation of the kinetic energy under the as-
sumption of non-interacting electrons (similar to HF theory) employing Eq. 4.31.
In reality the electrons are interacting, and this approach does not provide the
total kinetic energy of the real system. However, the difference between the exact

kinetic energy and that calculated by assuming non-interacting orbitals is small.
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The remaining kinetic energy is included into an exchange—correlation term, and

a general DFT energy expression can be written as
Eper|p] = Ts[p] + Enelp] + J]p] + Exclp]

=l + [Vaopyar+ 5 [ A ey, + el
__l - U724\ S é (12 dr
=3 2 0lvHe) =35 [ Pl an

N N
#5220 [ 1P St deadrs el

(4.32)

Using this equation and the exact energy, a definition of Fxc can be obtained.
It is the part of the exact energy which remains after subtraction of the non-

interacting kinetic energy and the Ey. and J potential energy terms.

Exclp] = (Tlp] = Tspl) + (Eeelp] — Jlp]) (4.33)

Thus, Exc contains all contributions to the exact total energy that are unknown.
The first parenthesis may be considered as the kinetic correlation energy, while
the second contains both exchange and potential correlation energy.?

Next, the question has to be addressed how the orbitals ¢; of the non-
interacting reference system can be uniquely determined. In other words, how
can the external potential be defined that it really provides a Slater determinant
which is characterized by exactly the same density as the real system. To solve
this problem, the set of orthogonal orbitals ¢; which minimize the energy have

to be calculated using the Lagrange method, in analogy with the HF method.

Lip] = Eppr[p] — Z Aij [ (@i }¢z> — 045 (4.34)

Requiring the variation of L to vanish leads to a set of equations involving the

effective one-electron Kohn—Sham operator BKS, similar to the Fock operator in

2Furthermore, Fxc does include a self-interaction correction. It shall also be noted here
that the DFT definitions of exchange and correlation energies are not completely equivalent to

their wave mechanics counterparts.
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wave mechanics.

N
hgs = —%V2 + Veg(r) (4.36)
Ver(r) = Vive (1) + / pgj) drs + Vxe(r) (4.37)

It is possible to apply a unitary transformation which makes the Lagrange mul-
tiplier diagonal and produces a set of canonical Kohn-Sham (KS) orbitals. The

resulting eigenvalue equations are known as the KS equations
hkspi = €i. (4.38)

The unknown KS orbitals may be determined numerically or expanded in a set
of basis functions, analogously to the HF method.

Knowledge of the different terms in Eq.4.37 allows to calculate the effective
potential V.¢ and thus via Eq.4.38 the KS orbitals. The orbitals can be used to
obtain the density of the non-interacting system pg which is identical with the

ground-state electron density pg

N
ps(r) = 33 [n(r, s)IF = polr) (4.39)
i s

and finally with Eq. 4.32 the ground state energy Ey[po]. Since Vg itself depends
on the density and hence on the KS orbitals, the one-electron KS equations 4.38

have to be solved iteratively.
It is convenient to separate the exchange—correlation energy FEx¢ into two
parts, a pure exchange part Fx and a correlation part E¢, although it is not
clear that this is a valid assumption. Each of these energies is often written in

terms of the energy per particle (energy density), ex and ec.

Excl] = Exlp] + Eolp] = / p()exlp(v)] dr + / p)eclp]dr  (4.40)

The corresponding potential required in Eq.4.37 is then given as the derivative

of the energy with respect to the density

Vio(r) = 22XV _ o) + o)

dexc (r)
Ip(r) '

dp

(4.41)
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Although there are many similarities between HF theory and DFT, the crucial
difference is that DF'T would provide the exact total energy, including electron
correlation, if the exact Exc[p] was known. DFT methods therefore have the
potential of including the computationally difficult part in wave mechanics, the
correlation energy, at a computational effort similar to that for determining the
uncorrelated HF energy. However, this is certainly the case for approximations
to Exc|p] but not necessarily true for the exact Fxc[p]. It may be that this
functional is so complicated that the computational effort for solving the KS
equations will be similar to that required for solving the Schrodinger equation

exactly with a wave mechanics approach.

Since the explicit functional form of the exact Exc[p] is unknown and since
there is little theoretical guidance how to construct approximate functionals or
systematically improve them, the major problem in DFT is deriving suitable
formulas for the approximate exchange—correlation functional. This issue will be

briefly addressed in the next section.

DFT methods may be termed ab initio if ab initio is taken to mean that the
method is based on theory which in principle is able to produce exact results.
The only problem is that current methods cannot yield the exact results, even
in the limit of a complete basis set, due to the unknown functional form of the
exact exchange—correlation energy. Wave mechanics employ the exact Hamilton
operator and make approximations for the wave function, while DF'T makes ap-
proximations in the Hamilton operator, and it is easier to improve on the wave

function description than to add corrections to the operator.

Accordingly, the lack of a systematic way of extending a series of calcula-
tions to approach the exact result is a major drawback of DFT. Even though
a sequence of methods such as VWN, BPWO91 and B3PW91 (see next section)
yields successively lower errors for a suitable set of reference data, there is no
guarantee that the same sequence will provide better and better results for a spe-
cific property of a given system. Therefore, the performance of a given method
for the calculation of a specific property of a specific system can only be judged
by investigating the performance for similar systems where experimental or high
quality wave mechanics results are available. This renders validation studies in-
dispensable before applying DFT to new systems or for the computation of new
properties (cf. also Chapters 6.7 and 6.8).
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4.4 Exchange—Correlation Functionals

In this section the schematic structure of approximate exchange-correlation func-
tionals Fxc[p] will be explained.

Local Density Methods In the LDA (local density approximation) it is as-
sumed that the density locally can be treated as a uniform electron gas, or equiv-

alently that the density attains a constant value everywhere. FExc|p| is then given
by

B[] = / p()exc(p(r)) dr (4.42)

where exc(p(r)) is the exchange correlation energy per particle in a electron gas
with the density p(r). In the more general case where the o and /3 densities, p,(r)
and pg(r), respectively, are not equal one arrives at the LSDA (local spin-density

approximation)

EXPMpuspal = [ p(6)exc(pae), potr)) dr. (4.43)

The LSDA approximation in general underestimates the exchange energy by
about 10%, thereby creating errors which are larger than the whole correlation en-
ergy. Electron correlation is furthermore overestimated and thus bond strengths
are also overestimated.

In this work, the LSDA functional VWN was used which is a combination
of the Slater exchange (similar to the Dirac exchange in Eq.4.29, except from
a different prefactor of 9/8 instead of 3/4) and the VWN correlation functional
[14].

Gradient Corrected Methods To improve LSDA methods a non-uniform
electron gas has to be considered in order to account for the non-homogeneity
of the true electron density. A step in this direction is to make the exchange
and correlation energies dependent not only on the electron density but also on
derivatives of the density. Such methods are known as GGA methods (general-
ized gradient approximation) and the corrsponding functionals can be generically

written as

E)C(}gA [pch p,@] = /f(pau s, V,Oaa Vp,@) dr. (444)

Practically, EZS? is split into an exchange and a correlation contribution

ESSA = EGOA 4 EGOA (4.45)
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and approximations for the two terms are sought individually. Well-known GGA-
based exchange—correlation functionals that were employed in this thesis are BP86
and BPW91. They consist of Becke’s B (or B88) exchange functional [15] and
either the P86 [16, 17] or PW91 [18, 19] correlation functionals.

Hybrid Methods Usually the exchange contributions are significantly larger
in absolute numbers than the correlation effects. Thus, an accurate expression
for the exchange functional is essential for obtaining meaningful results from
DFT. One approach to improve the exchange functionals is to include the exact
exchange energy of a Slater determinant (cf. also Section 4.1).

From the Hamiltonian in Eq. 4.30 and the definition of the exchange—correlation
energy in Eq.4.33, an exact connection can be made between the exchange—
correlation energy and the corresponding potential connecting the non-interacting
reference and the real system. As a result the so-called adiabatic connection for-

mula can be derived .
Bxe = [ (0 [Vxo) [ 1) (4.46)
0

which involves integration over the parameter A turning on the electron—electron
interaction. Both the non-interacting KS reference system (A = 0) and the real
system (A = 1) are connected by Eq.4.46 through a continuum of partially in-
teracting systems. All of the systems with 0 < A < 1 possess the same electron
density.

The integral in Eq.4.46 can be approximated (taking Vxc to be linear in \)

as the average value at the two end-points

1 1 1 1 =
Exc ~ §<‘I’O|VXC(O) W) + §<‘1’1 |Vxe(1)[¥1) = §E>A<EO + §E>A<61- (4.47)

In the A = 0 limit there is no correlation energy, only exchange energy. Further-
more, since the exact wave function in this case is a single Slater determinant
composed of KS orbitals, the exchange energy is exactly that given by Hartree—
Fock theory and can easily be computed. Thus, EQZ is often called EXF. The
last term in Eq.4.47, however, is still unknown. It may be approximated using
the LSDA result or, since GGA methods give substantial improvement over LDA,
a generalized version may be defined by writing the exchange energy as a suitable
combination of LSDA, exact exchange and a gradient correction term. Similarly,
the correlation energy may be described as the LSDA formula plus a gradient

correction term.
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Models which include exact (Hartree—Fock) exchange are often termed hybrid
density functional methods, the names ACM (adiabatic connection model) and

B3 (Becke 3 parameter functional) are examples of such hybrid methods:
ERY = (1 —a) EPY + a BYY + 0 AER® + EESPA 4+ c AESSA, (4.48)

The a, b and ¢ parameters are determined by fitting experimental data. Two
types of such three-parameter functionals were used in this work, namely the
B3LYP [20-22| and the BSPW91 [18-21| methods. B3PWO1 is expressed as

EREV = (1 — a) BX°PA + a B + bAER™ + B + cAEGY. (4.49)

and the parameters have values of ¢ = 0.20, b = 0.72 und ¢ = 0.81 (B3LYP
uses the same values). Both B3-type functionals incorporate 20% HF exchange.
Another functional that was used in this thesis is the PBEO (or PBE1PBE)
functional [23] that uses no empirically optimized parameter and possesses 25%
exact exchange. Furthermore, the BHPWO91 method [20] with 50% HF exchange
was used.

In addition to these standard functionals also user-defined BPW91-aHF func-
tionals of the type

E)]?(l;’WQl-aHF — aE}P{IF + (1 o CL) (E>I£SDA + AE)]?%) + E(IjASDA + Anggl
(4.50)
=a B + (1 —a) B2 4 EEWVO

were employed with different amounts of HF exchange from 30% up to 70% to
investigate the influence of the exact exchange admixture on EPR properties. For

further details cf. manuscripts in Chapter 6 and references therein.

4.5 Basis Sets

One of the approximations inherent in ab initio methods is the introduction of a
basis set. Expanding an unknown function, such as a molecular orbital, in a set
of known functions is not an approximation, if the basis is complete. However, a
complete basis means that an infinite number of functions must be used, which
is not feasible in actual calculations. An unknown MO can be thought of as
a function in the infinite coordinate system spanned by the complete basis set.

When a finite basis is used, only the components of the MO along those coordinate
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axes corresponding to the selected basis can be represented. The smaller the basis,
the poorer the representation. The type of basis functions used also influence the
accuracy. The better a single basis function is able to reproduce the unknown
function, the fewer basis functions are necessary for achieving a given level of
accuracy. Since the computational effort of ab initio methods scales formally as
at least M* (M is the number of basis functions), it is of great importance to

make the basis set as small as possible without loosing accuracy.

One type of basis functions that is very common in electronic structure calcu-
lations are the Gaussian-type orbitals (GTOs) where the atom-centered functions
are chosen to have the form of a Gaussian function (e™"").* One major advantage
of the GTOs is that the calculation of three- and four-center two-electron inte-
grals can be performed analytically. The general functional form of a normalized

GTO in atom-centered Cartesian coordinates is

20 3/4 (80&)2+]+k2'j']€' 1/2 o sy
. i k)= == 1,7k —a(x®+yi+z?) 4.51
ewsoins= (7)) (Gl v 2y

where « is an exponent controlling the width of the GTO and ¢, j and £k are non-
negative integers that determine the nature of the orbital in a Cartesian sense.
In particular, when all three of these indices are zero, the GTO has spherical
symmetry and is called an s-type GTO. When exactly one of the indices is one,
the function has axial symmetry about a single Cartesian axis and is called a
p-type GTO (pg, py or p, if ¢, j or k is one, respectively). When the sum of the
indices is equal to two, the orbital is called a d-type GTO.

However, although GTOs are convenient from a computational point of view
they have some undesirable features. First of all, they are not able to correctly
reproduce the shape of the radial part of the orbitals since GTOs are smooth and
differentiable at the nucleus while true hydrogenic orbitals have a cusp at r=0.
Furthermore, the decay of GTOs is not exponential as found for all hydrogenic
AOs and they do not exhibit radial nodal behavior. No choice of variables in
Eq.4.51 permits to mimick a 2s orbital with a node. Therefore, it is necessary

to combine several GTOs in a linear combination to construct functions that

3Also other functional forms are used for basis sets, e.g. Slater-type orbitals (STOs) with
an exponential dependence on the distance between the nucleus and the electron mirroring the
exact orbitals for the hydrogen atom or plane waves to describe periodic systems, but they will
not be discussed here.
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reproduce all the desired features as accurately as possible, i.e.

L
vcaro(x,y, z;{a},i,5,k) = Z capraro(, Y, 25 g, 1, 7, k) (4.52)
a=1
where L is the number of Gaussians used in the linear combination. The co-
efficients ¢, are chosen to optimize the shape of the basis function sum and
ensure normalization. When a basis function is defined as a linear combination
of Gaussians with fixed coefficients, it is called contracted GTO (CGTO) and
the individual Gaussians from which it is constructed are referred to as primitive
GTOs (PGTOs). Contraction, i.e. the use of linear combinations of primitives
with constant coefficients as basis functions, is especially useful for orbitals de-
scribing the inner (core) electrons, since they require a relatively large number of
functions for representing the wave function cusp near the nucleus, and further-
more are largely independent of the environment. Contracting a basis set will
always increase the energy, since it is a restriction of the number of variational
parameters (coefficients), and makes the basis set less flexible, but will also re-
duce the computational cost significantly. The decision is thus how much loss in
accuracy is acceptable compared to the gain in computational efficiency.

The degree of contraction is the number of PGTOs entering the CGTO, typ-
ically varying between 1 and 10. The specification of a basis set in terms of
primitive and contracted functions is given by the notation (10s4pld/4slp) /
[3s2p1d/2slp|. The basis in parentheses is the number of primitives for heavy
atoms before the slash and hydrogen after. The basis in the square brackets is
the number of contracted functions. See also below for an example of an atomic
basis set for molybdenum.

Having decided on the how to construct each basis function (as a single prim-
itive or a contraction), another important factor is the number of functions to be
used. The smallest number of functions possible is a minimum basis set. Only
enough functions are employed to contain all the electrons of the neutral atom(s).
The next improvement in the basis sets is a doubling of all basis functions, pro-
ducing a double-¢ (double zeta, DZ) basis. The next step up in basis set size is
a triple-C (TZ) basis. Such a basis contains three times as many functions as the
minimum basis, i.e. six s-functions and three sets of p-functions (each consisting
of ps, py and p,) for the elements from Li to Ne.

In this thesis several different basis sets were used which are listed with a

short description in the following. For structure optimizations and EPR property
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calculations various split-valence® basis sets of Pople et al. [24-26] were employed:
3-21G, 3-21G(d), 6-31G(d), 6-31-+G(d), 6-31+G(d,p), 6-311G(d), 6-311+C(d), 6-
311G(d,p), 6-311G(df,pd) and 6-311+G(df,pd). Those are of valence-double- or
valence-triple-( quality (two or three numbers after hyphen) partially including
additional polarization (indicated by letters in parentheses) or diffuse (indicated
by +-sign) functions. The first number indicates the number of primitives used in
contracted core functions and the numbers after the hyphen indicate the numbers

of primitives used in the valence functions.

For some of the structure optimizations the all-electron TZVP (triple zeta
valence polarized) basis of Ahlrichs and coworkers [27] was used. In case of
molybdenum a TZVP valence basis set (5s3p3d) was employed together with an
energy-adjusted small-core effective core potential [28| for the geometry optimiza-

tions.

For the computation of EPR parameters usually more flexible basis sets are
necessary, thus specifically designed basis sets were used. Those were the EPR-II
or EPR-III basis sets of Barone and coworkers |29, 30] and the IGLO-II or IGLO-
I1I basis sets of Kutzelnigg and coworkers [31]. Since the EPR and IGLO basis sets
are not available for transition metals, alternatives had to be found for manganese
and molybdenum. For manganese the 9s7p4d basis of Munzarova et al. [32] was
chosen and for molybdenum a 12s6p5d basis was developed in this work [33]. The
latter basis was derived from the TZVP basis of Ahlrichs and May [34] by partial
decontraction to yield a (19s14p9d) / [12s6pbd| {811111111111/641111/51111}
contraction scheme. The nomenclature of the contraction scheme description is as
follows: In parentheses the total number and type of primitives is given whereas
the numbers and letters in square brackets indicate the contracted functions. In
curly brackets a detailed description of the contractions can be found, e.g. the
d-function part consists of altogether five contracted functions (five numbers in
‘561111") where four of them consist of only one primitive and the fifth one is a

contraction of five primitives.

For further details cf. manuscripts in Chapter 6 and references therein.

4For this type of basis set only the number of valence basis functions is increased, e.g. doubled
for a valence-double-¢ basis, while core orbitals are always represented by a single (contracted)
basis function.



4.6. Computational Chemistry Program Packages 85

4.6 Computational Chemistry Program Packages

The quantum chemical calculations in this thesis were conducted using a number
of different quantum chemistry program packages. Structure optimizations were
performed with Gaussian 98 [35], Gaussian 03 [36], Q-Chem [37] and Turbo-
mole [38]. For single-point SCF calculations and/or EPR property computations
Gaussian 98/03 (single-point SCF, broken symmetry DFT, quadrupole coupling
(electric field gradient) and hyperfine coupling tensors), ACES II (CCSD(T) HFC
tensors) [39] and MAG-ReSpect (HFC tensors including spin—orbit corrections,
g-tensors) [40] were employed. For further details c¢f. manuscripts in Chapter 6

and references therein.
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“Today, the situation has been reached where,
in many cases, the computational chemist can
substitute the computing machine for the test tube.
Not that the computational approach to the study of
chemistry should be regarded as a rival to the
traditional experimental techniques. Often the two
approaches are complementary, one approach
providing data which are not available from the
other, and vice versa.”

S. WILSON, 1986

Chapter 5

Summary of Results and Discussion

In this chapter the results of the different research projects [1-8] which are pre-
sented in detail in Chapter 6 will be summarized and discussed.! However, the
main focus in this chapter is set on the quantum chemical parts of the projects
and the experimental results (if available) are usually mentioned without in-depth

explanation of the experimental methodologies.

For the sake of clarity a classification of the studies into two main categories
will be used — depending whether a project deals with transition metal systems or
systems involving organic radicals. Within these sections, investigations of small
molecules or model systems (e.g. nitroxides, imidazole—semiquinone complexes
or Mo" complexes) will be presented first, followed by direct applications to

biological systems.

!The contributions of the author of this Ph.D. thesis to the different publications shall be
clarified in the following. In almost all cases the computational work contained was performed
by the author of this thesis independently. Furthermore, he was always involved in the inter-
pretation of the theoretical results in the context of the experimental (EPR) data. In case of
the work presented in Section 6.5 [7] the CCSD(T) calculations were performed by S. Kacprzak
and M. Kaupp. The studies in Sections 6.7 [1] and 6.8 [3] were carried out in close collaboration
with M. Kaupp. Here, P. Hrobarik was instructed by the author of this thesis and performed
many of the computations under his supervision. All publications where the author of this
thesis is first author were to large parts written by himself. In all other cases those parts of the
manuscript dealing with computational methods or results were written by himself.
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5.1 Organic Radicals in Model Systems

5.1.1 Theoretical Investigation of the Exchange Coupling

Mechanisms for a Nitroxide Biradical

A theoretical investigation of the magnetic properties of the novel nitroxide bi-
radical BITPAN (1,8-bis(3-ethinyl-2,2,5,5-tetramethyl-3-pyrroline-1-oxyl)-naph-
talene, 2°°, Figure 5.1) was conducted to gain deeper insight into the electron
spin—spin exchange coupling between unpaired electrons localized on different
centers (cf. Section 6.1 and Ref. 2).

This interaction is the basis for all bulk and molecular magnetic phenomena
like ferro- or antiferromagnetism and its correlation with structural parameters
is a long-standing research topic [9]. It is known that the exchange coupling
constant .J (cf. also Chapter 3) decreases exponentially with the electron—electron
distance [10], that it depends on the relative orientation of the magnetic orbitals
[11] and that the geometry and nature of the bridge connecting the paramagnetic
centers is of great importance [12, 13]. However, all the acquired knowledge does
not yet allow an unequivocal understanding of the exchange interaction. This
may to some part be due to the fact that the experimentally observable exchange
coupling constant J is the result of various interaction pathways [12]. It was
shown that quantum chemical calculations can be used to separate the different
through-space and through-bond contributions from each other thus facilitating
a deeper understanding of the mechanisms driving the magnetic interaction [14].

In Ref.2 the synthesis and crystal structure of BITPAN (2°*, Figure 5.1) as
well as its magnetic properties obtained from magnetic susceptibility (SQUID)
and EPR measurements and broken symmetry (BS) DFT calculations are pre-
sented. The discussion in this section focusses mainly on the latter issue including
a theoretical separation of through-bond and through-space mechanisms con-
tributing to the total exchange interaction. The experimental parts have already

been presented and discussed in the author’s diploma thesis |15].

Computation of the Exchange Coupling For the evaluation of the exchange
coupling 2.J (7:(J =—2JS,- SB) within the broken symmetry formalism the ener-
gies of the broken symmetry (Egs) and triplet (Et) states have to be calculated
(see also Chapter 3) since |16]

2J = Q(EBS - ET), (51)
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Figure 5.1 a) Reaction scheme for the synthesis of BITPAN (2°°). b)
Structures of model systems used in the theoretical evaluation of the ex-
change mechanism for BITPAN (2°°).

where 2J corresponds to the singlet—triplet splitting. Table 5.1 displays the
results of unrestricted single-point calculations of the exchange interaction for
BITPAN (2°°) using the B3LYP functional together with various different basis
sets. For all computations the geometry was taken from the crystal structure
analysis. The data in Table 5.1 reveal that even a semi-quantitative agreement
between theory and experiment can only be achieved with large triple-¢ quality
basis sets including polarization functions. It is possible to nearly quantitatively
predict 2J for BITPAN using the large 6-311G(df,pd) basis set. The negative
value of 2J = —6.3 K (experimentally —3.5 or —4.1 K) indicates an antiferro-
magnetic exchange coupling corresponding to a singlet ground state. The local-
ized singly-occupied magnetic orbitals of BITPAN are visualized in Figure 5.2a
demonstrating an almost perpendicular arrangement of the orbitals located at
the different nitroxide units.

Study of the Exchange Coupling Mechanisms After the successful com-
putation of 2.J for BITPAN further efforts were made to unravel the mechanisms

of the exchange interaction. For this purpose calculations on four model systems
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Table 5.1 Singlet-triplet separation 2J computed for BITPAN (2°®) and various model sys-
tems (cf. Figure 5.1) using unrestricted B3LYP broken symmetry (BS) DFT methods and
comparison with experimental data from Ref. 2

System Method 2J [K] (5?)psg (82)p

2°¢ 6-31G(d) —265.2 1.0074 2.0074
6-31+G(d) ~1.3¢0 1.0090 2.0090
6-31+G(d,p) —3852.4 1.0090 2.0090
6-311G(d) -37.9 1.0082 2.0082
6-311G(d,p) ~189 1.0082 2.0082
6-311+G(d) ~12.6 1.0090 2.0090
6-311G(df,pd) —6.3 1.0084 2.0084
SQUID —3.5
EPR —4.1

2% 6-311G(df,pd) —88.4 1.0083 2.0084

2%, 6-311G (df,pd) ~138.9 1.0082 2.0084

202, 6-311G(df,pd) 0.0 1.0084 2.0084

200, 6-311G(df,pd) 0.0 1.0072 2.0072

@ Energy difference below 107°Ej,.

Figure 5.2 a) Singly-occupied magnetic orbitals of BITPAN (2°®). b) Spin polarization
pattern for 1,8-substituted naphtalene bridges mediating ferromagnetic exchange coupling

via the m-network.

s 2%, 2%%, and 2%, (Figure 5.1b) were performed. In these models the dis-
tance and relative orientation of the two nitroxide moieties were taken from the
crystal structure of BITPAN (2°*). Then the aromatic naphthalene ring system
was replaced by an alkyl chain (2%°) or completely deleted (2%%;). Furthermore,
the two acetylene units were omitted in 2%, and 27%; simply consists of two
HsNO molecules. Table 5.1 shows that for 23* and 2%, 2J becomes more neg-

ative compared to BITPAN, i.e. the omission of the m-system or of the whole
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bridge both lead to a much stronger antiferromagnetic interaction of —88.4 K
and —138.9 K, respectively. 274, and 27%; show no magnetic interaction as is
expected for two nitroxide radicals separated by a distance of ~7-8 A and inter-
acting only through space [10].

The result of the computation on the model system where the naphthalene
unit is deleted (2%%,) should reveal those contributions to J that are only due to
intramolecular through-space interactions. The value of 2J = —138.9 K shows
that the total exchange coupling through space is strongly antiferromagnetic.
Considering that for 27%, and 2%%;, which represent through-space interactions
between the two five-membered nitroxide rings or the N-O groups themselves,
no magnetic interaction was found, it can be concluded that the strong anti-
ferromagnetic interaction of —138.9 K is solely due to a through-space coupling
via the two acetylene units. The small distance of 2.89 A between the triple
bonds is close enough to allow through-space interactions of these m-orbitals.
The model system 23%* with the alkyl chain as linking bridge instead of naph-
thalene should include through-space coupling and additionally through-bond
interactions via the alkyl linker. The exchange coupling of 2J = —88.4 K for
2% is less negative compared to 27%;. What is interesting about 23° is the fact
that including all interaction pathways except the one through the 7-system of
the naphthalene bridge, it is not possible to model the small antiferromagnetic
exchange interaction found experimentally and theoretically for BITPAN (2°°).
Therefore, it becomes obvious that the naphthalene unit mediates a ferromagnetic
through-bond interaction of the same order of magnitude as the antiferromagnetic
through-space coupling. This ferromagnetic coupling through the m-system can
be explained by the 1,8-substitution pattern which resembles the meta-benzene
substitution. Such a meta substitution is known to evoke ferromagnetic interac-
tions [17] which can be rationalized using a simple spin polarization picture of the
m-system (Figure 5.2b). The surprisingly strong antiferromagnetic and ferromag-
netic exchange couplings calculated can be understood by assuming an effective
coupling of the magnetic N-O m-orbitals to the m-system of the bridge (consisting
of the pyrroline ring double bonds, the acetylene linkers and the naphtalene unit)
via a superexchange mechanism [18]. This is supported by the close distance of
2.2 A between the nitrogen of the N-O unit and the center of the double bond of
the pyrroline ring. The sum of the ferromagnetic through-bond interaction and
the antiferromagnetic short-circuit through-space interaction via the acetylene

groups (2J = —138.9 K) finally leads to the observed small antiferromagnetic
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exchange coupling for BITPAN (2°°).

In conclusion, it was shown that BS DFT methods are capable of predicting
exchange interactions in good agreement with experimental values for nitroxide
biradicals provided that suitable computational methods are used. However, the
potential and advantage of the theoretical methods lies in the possibility of sep-
arating different contributions to the overall exchange coupling constant thus
gaining deeper insight into the physical processes leading to the molecular mag-
netic properties. The BS DFT methods are also applicable to metal complexes
[19, 20| or clusters [21|. This may especially be helpful when studying biologi-
cal systems with exchange coupled paramagnetic centers / metal clusters or when

trying to design and modify molecular magnets and other magnetic materials.

5.1.2 Spin Density Distributions and Hyperfine Couplings

for Aromatic Nitroxides

Novel aromatic nitroxides were synthesized and their structural and magnetic
properties characterized with EPR spectroscopy and DFT calculations to inves-
tigate whether they might be promising candidates as DNA-intercalating spin
probes (cf. also Section 6.2 and Ref. 5).

Spin labeling of DNA |22, 23] or RNA |24] with nitroxides is used to gain in-
sight into the structure [25] and mobility [26] of these biopolymers. Nevertheless,
spin labeling on the periphery of DNA or RNA may yield less insight if mo-
tions or electronic properties of bases within oligonucleotides, e.g. spin-exchange
coupling through DNA bases, are studied. One way to overcome this problem
would be to use nitroxides that intercalate between two base pairs. These inter-
calating nitroxides need to be stable in liquid solution and to possess extended
planar and heterocyclic m-systems. They should also be polarizable and polar or
charged, as the well-known diamagnetic intercalators ethidium [27] or acridine
[28|. Furthermore, they ought to intercalate with the N-O group between the
bases or the spin density should be delocalized into the intercalating part of the
nitroxide. Aromatic nitroxides [29, 30] may be a class of substances, which could
match these criteria. However, they are rare and mostly characterized as unsta-
ble |29, 30|. Therefore, syntheses of novel aromatic nitroxides (3°, 4° and 5° in
Figure 5.3) were developed [5] and the properties of these aromatic nitroxides
were studied using EPR spectroscopy [5] and DFT calculations. The main goal

of the theoretical investigation was to get more insight into their molecular and



5.1. Organic Radicals in Model Systems 97

N
o
2
Br. Br  Ni(dppp),Cl,  HsC CHs Ml 3 3/
;
—_— 5
J R 1 6
X ) S
H H
3 3
Rin Ry Ri8 Ry
\ v s
QL) = 0
.
N TN )
H (6]
4 R =R,=CN 4"R;=R,=CN
5 R;=CN 5'R,=CN
R, = C(O)OCH,CHj R, = C(O)OCH,CHs

Figure 5.3 Structures of aromatic nitroxides 1°—5° and reaction schemes.

electronic structure as well as to assign the experimental hyperfine couplings.

Figure 5.3 depicts the structures of the carbazole-based aromatic nitroxides
1° and 3°® as well as the acridane-based nitroxides 2°, 4° and 5° together with
reaction pathways to synthesize the radical species. Measurements of the room
temperature EPR signal intensity as a function of time for diluted solutions of the
aromatic nitroxides [5] (1°-5°®) revealed that the stability of 1°* and 3° is too low
to use them as DNA intercalators whereas 2°, 4° and 5° are suitable candidates
from a stability point of view. The X-band EPR spectra for all nitroxides were
also simulated in Ref.5 and gis-values as well as isotropic 'H and *N hyperfine
coupling constants (see Chapter 3 for an explanation of EPR parameters) were
obtained from best fits of the simulations to the experimental spectra. The
detection of 'H HFCs from ring protons together with the fact that the N HFC
constants are considerably reduced compared to alkyl nitroxides |29, 30| (~7—
9 G vs. ~14-15 G) indicate a delocalization of spin density from the N-O groups
into the ring systems, leaving only roughly 50% of the spin density on the N-O
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nitrogen.

DFT-based geometry optimizations (PBE0/6-31G(d)) of all five nitroxides
revealed that the carbazole nitroxides 1* and 3° are planar whereas the three
acridane nitroxides 2°, 4°* and 5° possess a ring system structure that deviates
from planarity by roughly 20° due to steric interaction of the 3 and 3’ hydrogens
with the phenyl, nitrile or ester substituents.

In contrast to the localized singly occupied molecular orbitals (SOMOs) of
alkyl nitroxides |2, 31] the SOMOs of all five aromatic nitroxides are extended
over the whole m-system and even onto the substituents in the case of 3°, 4® and 5°
as shown for 3° and 5° in Figure 5.4a and c. The positive spin density distribution
(Figure 5.4b and d) follows the shape of the SOMOs. Due to spin polarization,
negative spin density is induced at those carbon atoms of the rings for which
the SOMOs possess a node [32]. The spin density on the ring hydrogens is also
caused by spin polarization, as indicated by the opposite sign of the spin density
at the corresponding carbon atom (Figure 5.4b and d). On the other hand,
the spin density at the hydrogens of the methyl groups of 3° is transferred by
hyperconjugation, leading to the same sign for the spin density as for the methyl
substituted ring carbon atoms. Finally, it should be mentioned that the total
atomic spin density of about +0.50 on the oxygen of the N-O group observed for
the aromatic nitroxides is comparable to those found in alkyl nitroxides, whereas
the spin density on the nitrogen (+0.25) is diminished by 50%.

With these spin density distributions, isotropic '*N and 'H hyperfine coupling
constants were calculated that are in very good agreement with the experimen-
tally obtained ones, allowing a reliable assignment of the experimental hyperfine
couplings to the respective nuclei. Yet, the calculated isotropic *N hyperfine
coupling constants of the N-O group are slightly smaller than the experimental
ones, as commonly found in DFT calculations for nitroxides [33].

Additionally, the dipole moments and average polarizabilities of compounds
1°-5° were calculated. A comparison of the dipole moments showed that they
are increasing from 2.7 to 5.6 D in the order 1°, 2°, 3°, 5° and 4°, which is
attributed to the increasing number and strength of electron-withdrawing groups.
The dipolar vectors point from the nitriles to the N-O group for 4* and 5° and
along the O-N bond axis from the oxygen to the nitrogen for 1°, 2° and 3°.
Hobza and coworkers have shown that the intercalation between base pairs is
mostly driven by dispersion forces caused by the polarizability [34]. The average
calculated polarizabilities for the aromatic nitroxides are relatively large with
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Figure 5.4 Singly occupied molecular orbitals (SOMOs; a and c)
and spin density distributions (b and d) of the aromatic nitroxides
3° and 5°, respectively, showing the delocalization of the unpaired
electron due to the heterocyclic m-system. Computations were per-
formed on the unrestricted PBE0/6-31G(d) level of theory. Positive
amplitudes or spin densities are shown in light gray and negative
ones in blue.

values up to 260 B3. A comparison of the large dipole moments of 5.6, 4.4 and
3.0 D as well as the large polarizabilities of 204, 222 and 260 B? calculated for 4°,
5° and 2°, respectively, with the ones of ethidium (2.3 D, 236 B®) and daunomycin
(18.6 D, 297 B?) [34], both well-known and strong DNA intercalators, makes all
three aromatic nitroxides promising candidates as DNA intercalators.

In summary, it could be shown by EPR spectroscopy in combination with
DF'T calculations that among the five different aromatic nitroxides under study

the compounds 2°, 4° and 5°® are the most promising potential DNA intercalators.
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This is due to their high stability in solution, their (almost) planar molecular
structure and because of the delocalisation of spin density into the m-system and

their large dipole moments as well as polarizabilities.

5.1.3 Influence of Hydrogen Bond Geometry on Quadru-

pole Coupling Parameters of Imidazole Complexes

In order to systematically elucidate the influence of hydrogen bond geometry
on “N quadrupole coupling (QC) parameters of diamagnetic imidazole—water as
well as paramagnetic imidazole-semiquinone complexes a theoretical study based
on DFT was carried out (cf. Section 6.4 and Ref. 4).

Various magnetic resonance spectroscopic techniques such as electron nuclear
double resonance (ENDOR), electron spin echo envelope modulation (ESEEM),
nuclear quadrupole resonance (NQR) or nuclear magnetic resonance (NMR) can
provide nuclear QC tensors that contain valuable information about the electro-
static environment and bonding situation of the interacting nuclei [35-37]. It
has been shown in the past that DFT methods are capable of predicting QC
parameters (QC constants x and asymmetry parameters 7; cf. also Chapter 3)
of different types of nuclei and molecules [6, 38-46| thereby demonstrating the
reliability of theoretical predictions.

Hydrogen bonding plays a crucial role in structural and functional aspects
of many biologically relevant systems [47]. Since hydrogen bonding interactions
may strongly influence the observed QC parameters of involved nuclei, a deeper
understanding of the dependence of these parameters on the geometry of the
hydrogen bond is of great importance. Even though it is usually difficult to in-
vestigate systematic structure—property relationships experimentally, theoretical
approaches can contribute substantially in this context. Imidazole-water and
imidazole—semiquinone complexes were chosen as model systems in this work due
to the widespread biological importance of imidazole (histidine side chain) as
a common ligand of metal ions or clusters [48-54] as well as of quinone cofac-
tors |53, 54]|. Thus, results of this study might be directly applicable to current

problems in structure determination, e.g. of quinone binding sites.

Imidazole—Water Complexes The effects of a variation of the hydrogen bond
length (r(O-N)) as well as of in- (o) and out-of-plane (3) distortions (Figure 5.5)
on the QC parameters are visualized in Figure 5.6 for the imidazole-water sys-
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B (e, f) on the asymmetry parameters 7 as well as the QCCs x of the nitro-
gen atoms of charge neutral imidazole—water complexes as calculated on the



102 Chapter 5. Summary of Results and Discussion

tem. A significant effect of hydrogen bond length variation was found for the QC
parameters of the amino nitrogen N1 whereas the effect on the N3 coupling pa-
rameters is negligibly small. The asymmetry parameter 17 of N1 decreases and the
QCC increases when elongating the hydrogen bond, i.e. the electric field gradient
(EFG) tensor becomes more axially-symmetric and the V., component increases.
Very similar observations could be made for in- or out-of-plane distortions of the
hydrogen bond. In both cases a trend towards axial symmetry of the EFG tensor
as well as an enlargement of the V., component was found for N1. Thus, the de-
formation or weakening of the hydrogen bond by variation of any of these three
geometric parameters leads to an electronic situation around the amino nitrogen
which is increasingly symmetric. Comparison with QC parameters of an isolated
imidazole molecule revealed that the value of x for the hydrogen bonded nitrogen
N1 is always lower than that for free imidazole, whereas the value of n approaches
the value for free imidazole when r, o or (3 are increased. Based on these find-
ings it should be possible to identify imidazoles which are involved in hydrogen
bonding by simply comparing the amino nitrogen QC parameters with those of
unbound imidazole: the QCC values will be lower and the asymmetry parameter
values will be higher for typical hydrogen bond geometries. Especially the asym-
metry parameter 7 also seems to be a sensitive indicator for the hydrogen bond

length.

Imidazole—Semiquinone Complexes Having identified the QC parameters
as sensitive probes to detect hydrogen bonding interactions and to gain valuable
information about the hydrogen bond geometry, a wider applicability of these
trends was verified for paramagnetic methylimidazole-benzosemiquinone com-
plexes. Such complexes are supposed to be good models for quinone binding
pockets in biological systems containing histidines as ligands, e.g. in bacterial
reaction centres (bRCs) [53| or photosystem II (PSII) [54]. It was found for the
amino nitrogen QC parameters that the QCC x is always smaller and the asym-
metry parameter 7 is always larger than for a free methylimidazole molecule.
Thus, again it is possible to identify hydrogen bonding to the amino nitrogen
just by comparison with the non-bonded species. The largest effect on 1 as well
as on x of the amino nitrogen was found for an alteration of the bond length. A
shortening of this variable lead to a huge increase of the asymmetry parameter
and a decrease of the QCC. Any distortions of the bonding geometry by intro-

ducing in- or out-of-plane angles resulted in a much smaller increase of the QCC
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and a much smaller decrease of the asymmetry parameter. Analysis of these
trends made it possible to map specific (x,n) values onto specific hydrogen bond
characteristics, e.g. allowing predictions of hydrogen bond lengths based on QC

parameters of the amino nitrogen.

Transfer to Biological Systems To finally test whether the results of this
systematic study are transferable to quinone binding pockets in biological sys-
tems, available experimental QC and hydrogen bond geometry data for histidine
residues involved in binding of semiquinone anion radicals in bRCs [55] and PSII
[56, 57] was analyzed and compared with some of the theoretical results. In
this comparison solely the hydrogen bond length was considered since this pa-
rameter has by far the strongest influence on the QC parameters. Based on the
experimental y and 7 values and employing the structure—property correlations
found in this study, O-N distances of 2.50-2.75 A were predicted theoretically.
Taking into account experimental uncertainties these predictions agree well with
distances obtained from experimental hyperfine coupling constants for both bio-
logical systems. Thus, this application to biological systems clearly demonstrates
a more general validity of the trends found for the model systems and emphasizes
the predictive power of the computational methods.

The systematic insight into the sensitivity of quadrupole interaction param-
eters towards changes in the hydrogen bonding geometry provided by this work
may be used as an aid to interpret experimental *N quadrupole coupling data
involving imidazole derivatives or histidines and to relate them to geometric fea-

tures of hydrogen bonds.

5.2 Organic Radicals in Biological Systems

5.2.1 Structure of the Nitrogen-Centered Radical Formed
During Inactivation of RNR by N;UDP

EPR spectroscopic studies on the interaction of 2-azido-2'-deoxy-3'-'7O-uridi-
ne-5"-diphosphate (3'-'TO-N3UDP, 5, Figure 5.7) with ribonucleotide reductase
(RNR) in conjunction with DFT calculations were conducted to elucidate the
structure of the nitrogen-centered radical (N*) generated during the inactivation
of RNR by N3UDP (cf. also Section 6.5 and Ref. 7). The results provide direct ev-
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idence for the trapping of a 3’-ketonucleotide (2 or 3, Figure 5.7) in the reduction
process catalyzed by RNR.

RNRs catalyze an essential step in DNA replication and repair, conversion of
nucleotides to deoxynucleotides, by providing the monomeric precursors required
for these processes [58—60]. The class I RNRs are proposed to be composed of a 1:1
mixture of two homodimeric subunits: R1 and R2 [61, 62]. R1 is the business end
of the RNR containing the active site with three cysteines essential for catalysis
[63-68| and allosteric sites that govern substrate specificity and turnover rate
[69-72]. R2 contains the radical initiator, the diiron tyrosyl radical (Y*) cofactor
[73]. This Y* is proposed to generate a thiyl radical (S*) in the active site on R1
that then initiates nucleotide reduction. The mechanism of nucleotide reduction
has been studied for more than two decades using biochemical, chemical, and
structural probes.

It was recently shown that the rate-determining step in Escherichia coli RNR
is a physical step prior to generation of the putative S®* on C439 [74|. This has
precluded detection of intermediates in the reduction process with the normal
substrate. Perturbation of the system using mechanism-based inhibitors and
site-directed mutants of R1 and R2 has provided the bulk of the insight into the
reduction mechanism by inference.

2'-Azido-2'-deoxynucleoside-5'-diphosphates, N3NDPs, have been studied in
detail since their discovery as potent mechanism-based inhibitors of RNRs by the
Eckstein and Thelander groups in 1976 [77]. These early studies revealed that
incubation of RNRs with N3NDPs resulted in loss of the Y*. Subsequent studies
revealed that this loss was accompanied by formation of a new nitrogen-centered
radical (N*®) and provided the first evidence for the involvement of nucleotide
radicals in the reduction process [78, 79]. Despite the wealth of knowledge about
the interaction of this inhibitor with RNR, the structure of the N*® has remained
an issue |76, 80, 81]. Two options (structures 6 and 7, Figure 5.7) have been
considered based on isotopic labeling experiments using 1'-, 2/-, 3'-, 4-2H, 13C,
and N labeled N3UDP and analysis of the resulting N* by EPR and ESEEM
spectroscopies at 9 and 140 GHz |76, 81].

The availability of 3'-1TO-N3UDP [82] allowed further EPR studies to distin-
guish between the two structural models (6, CNS, and 7, ONS, Figure 5.7) that
were originally proposed [76] for the long-sought N°®. The new X-band (9 GHz)
and 140 GHz EPR spectra [7]| exhibited considerable hyperfine broadening due

to the interaction of the unpaired electron with the 7O nuclear magnetic mo-
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Figure 5.7 Two previously proposed structures for N® (6 and 7) and pathways for their

generation. The blue pathway is proposed based on theoretical studies [75], while the black

pathways were proposed by van der Donk, Stubbe and coworkers [76]. The major differences

involve the timing of Ng release and the role of E441.

ment. It was possible to quantify this HFC and simulations yielded a YO HFC
tensor with |A,,| = 85 G, |4, = 1.5 G and |A,.| = 1.0 G. However, there
is no information in the literature on hyperfine couplings of R-"O-N°*-S-R- or
H-'"O-C-N*-S-R-type radicals. Thus, it was not feasible to distinguish between

6 and 7 solely based on direct comparison of the observed 7O hyperfine tensor

with literature data.

To interpret the EPR data and get more insight into the structure of the

unusual N*® radical and into the mechanism of the 'O hyperfine coupling, DFT

calculations were employed. To make the calculations tractable, models of N*

were generated in which the 5-diphosphate group was removed and the nucle-
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HO NH,
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Figure 5.8 Structure of the CNS model M L
of the N*® radical including the definitions N ? H

of the dihedral side chain angles ¢ and . (SQS\U_CHS

obase was replaced by an NHy group (cf. Figure 5.8 for CNS model). Finally, the
(225 in the active site of R1 was represented by —S-CHj. These models were
structurally optimized without constraints (BP86/TZVP) to obtain the equilib-

rium geometries.

Ab Initio Validation Before calculating the EPR parameters of these model
compounds, the DFT method was validated by ab initio CCSD(T) calculations
on smaller substructures of the ONS and CNS radical models.? A comparison
of the HFC tensors obtained at CCSD(T) and DFT levels (Table 5.2) reveals
that DFT calculations (B3PW91) employing the IGLO-II basis sets [83] yield
satisfying spin densities and HFC constants for the systems under study, even
though the Fermi contact contributions (Ajs; cf. Chapter 3 for a description of
EPR parameters) may be underestimated. Thus, this computational model was

used for all further calculations on the larger model structures.

Identification of N* Using DFT Methods After method validation, the
EPR parameters for the larger freely optimized model systems ONS and CNS were
computed (see Figure 5.8 for CNS structure). For both types of radicals the 1N
HFC tensors were in good agreement with experiment. However, a comparison
of the 'O HFC tensors allowed to rule out ONS-type structures as candidates
for N*. The direct bonding of the oxygen nucleus to the N* gives rise to a 7O
HFC tensor much larger than the one calculated for the CNS structure and the
one observed experimentally. This preliminary calculation with free structure
optimization gave YO HFC constants for the CNS model that are smaller than
the values found experimentally for N°®, but suggested that this structure should
be considered for further refinement.

To find a better model for N*, focus was turned to CNS-type structures in

which the orientation of the N-S-CHj side chain relative to the sugar ring was

2The CCSD(T) computations of the HFC tensors were conducted by S. Kacprzak and M.
Kaupp (Wiirzburg).
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Table 5.2 Comparison of isotropic (4jso) and dipolar (T};) hyperfine coupling constants ob-
tained by UB3PW91/IGLO-II and IGLO-III and by ab initio CCSD(T)/IGLO-III calculations
for small model substructures of ONS- and CNS-type radical structures (all coupling constants
in G)

HO-N*-SH (ONS) HO-CHy-N*-SH (CNS)

B3PW91  B3PW91  CCSD(T) B3PW91  B3PW91  CCSD(T)

IGLO-II  IGLO-III  IGLO-III IGLO-II  IGLO-III  IGLO-III

HN Ajgo +9.43 +10.91 +14.56 +8.19 +9.16 +9.05
T —13.80 —14.05 —13.77 —11.41 —11.50 —10.30

Tao —12.90 —13.15 —12.94 —11.16 —11.27 —-9.93

T3 +26.70 +27.20 +26.70 +22.57 +22.77 +20.23

70 A, —6.05 —6.35 —7.98 —3.46 —3.86 —5.87
T —20.34 —19.97 —17.90 —6.03 —5.96 —5.55

Tao +10.87 +10.65 +9.84 +3.16 +3.11 +2.55

Tss +9.47 49.32 +8.07 +2.87 +2.85 +3.00

altered. For these computations, the dihedral angle ¢ (cf. Figure 5.8) was set to
a specific value and kept fixed during the structure optimizations, while all other
degrees of freedom were allowed to fully relax. Furthermore, a different sugar
ring conformation corresponding to a shorter N-H1’ distance was tested in cal-
culations with two fixed constraints (angle ¢ and r(N-H1’)). Freezing of the side
chain orientation or N-H1’ distance was done to mimick structural constraints
imposed on the sugar conformation by the protein surroundings, in particular the
positioning of the C225 side chain on the « face of the sugar ring [84].

From calculations on many different conformers of the CNS model it was pos-
sible to obtain a CNS-type structure (Figure 5.9) exhibiting a 1O HFC tensor
with A,, = —8.80 G, A,, = +0.88 G and A,, = +1.11 G. The EPR proper-
ties of this model are in good agreement with all available experimental data
(not just YO HFCs) thus providing strong support for the N* structure being
best represented by 6 with a conformation as depicted in Figure 5.9. Further-
more, the energy difference between this model (CNS7,,, Figure 5.9) and the CNS
equilibrium structure amounts to only 2.5 kcal/mol, a value reasonably small to
represent structural influences of the protein surroundings on the geometry of N°.

During these studies a critical dependence of the YO HFC on the confor-
mation of the side chain connecting the protein to the plane of the sugar ring
determined by C1’, C3’, and C4’ could be observed. A rotation of this side chain
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Figure 5.9 Structure of the N°
radical with the CNS7,, conformation
as obtained from the quantum chem-
ical calculations (¢ = 140° and r(N—
H1')=3.33 A).

into a position in which the S-CHj points below and almost perpendicular to
the sugar ring plane (CNS?,, model, Figure 5.9) leads to a ?O HFC tensor in
good agreement with the experimental data. These results have now allowed us
to qualitatively rationalize the mechanism of the O HFC and the substantial
value of roughly —3 G for Ay, ('70). Since the main portion of spin density in
N* is localized in the p.-orbitals of the nitrogen and sulfur, rotation of the side
chain can produce overlap between the nitrogen p,-orbital and the p.-orbital of
the 3’-oxygen for some specific conformations, inducing spin density at the 7O
nucleus. The situation is best illustrated in Figure 5.10, where the calculated
spin density distribution is displayed for two different side chain conformations.

In summary, sophisticated chemical, biochemical, spectroscopical and com-
putational methods were combined to elucidate the structure of the nitrogen-
centered radical that is generated upon incubation of RNR with the stoichiomet-
ric inhibitor N3UDP. It was possible to interpret the EPR data with the help
of DFT calculations for a number of possible model structures thus correlating
the experimental findings with molecular structure parameters. Identification of
the structure of the nitrogen-centered radical that had been subject to debate for
more than 20 years has furthermore for the first time provided evidence for the
trapping of a 3’-ketonucleotide in the reduction process catalyzed by RNR. Thus,
the structural information obtained with the help of DFT calculations also lead
to valuable insights into the catalytic mechanism of RNR. Since the first reaction
steps of reduction and inhibition are similar to the normal reduction reaction for
mechanism-based inhibitors as N3NDPs, such an approach is also mechanistically

informative about the normal NDP reduction.



5.3. Transition Metals in Model Complexes 109

Figure 5.10 Plot of the spin density distribution for two different ¢-conformers
(CNS100 and CNS7 ) of the CNS-type model structure (isodensity cutoff value £0.0045
a.u.). Rotation of the side chain about the N-C3’ bond leads to a better overlap between
the nitrogen p,-orbital and the p.-orbital of the 3’-oxygen for the (=140" conformer,
enabling a more efficient transfer of spin density from the nitrogen to the 3’-oxygen.
Thus, one observes a larger 3'-oxygen spin density for the CNS},, model. The arrows

indicate the different spin densities at the 3’-oxygen for the two structures.

5.3 Transition Metals in Model Complexes

5.3.1 Computational Studies of g-Tensors and Molybde-
num Hyperfine Couplings for Paramagnetic Molyb-

denum Complexes

DFT methods were employed to calculate electronic g-tensors and molybdenum
HFC tensors (see Chapter 3 for an explanation of EPR parameters) of different
paramagnetic molybdenum species in order to test the capabilities of standard
DFT methods to predict EPR parameters for the 4d transition metal molybde-
num (cf. also Sections 6.7 and 6.8 as well as Refs. 1 and 3). The first part [1] of
this project deals with small and medium-sized systems such as the Mo atom,
MoN as well as several Mo"¥ complexes whereas the second part [3] extends the
studies to larger MoY model complexes relevant to molybdenum enzymes. For
the application of DFT methods to ‘new’ or more complicated systems (e.g. heav-
ier transition metals) validation studies are of great importance to discover the

performance of different exchange—correlation functionals and basis sets and find
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out about systematic errors of the various computational models.?

A number of molybdenum-containing enzymes, like e.g. sulfite oxidase, ni-
trate reductase, xanthine oxidase, xanthine dehydrogenase, dimethylsulfoxide
(DMSO) reductase or polysulfide reductase, play an important role in biologi-
cal two-electron redox processes [85-88|. Since these catalytic reactions directly
involve the molybdenum ion, it is of great importance for a deeper understand-
ing of the reaction mechanism to study the structure of the catalytically active
molybdenum binding site [88]. Due to the occurrence of paramagnetic MoV
species during the catalytic cycles of these enzymes, electron paramagnetic res-
onance (EPR) spectroscopy can be a valuable tool to reveal details about the

molybdenum coordination sphere [85, 88-92].

The parameters that can be extracted from EPR spectra, like electronic g-
tensors, hyperfine coupling (HFC) tensors or nuclear quadrupole coupling (QC)
tensors, contain indirect information about the electronic and molecular structure
of the metal binding site. However, it is often difficult or even impossible to relate
these spin Hamiltonian EPR, parameters to structural information. It may even
be hard to find a unique solution for the simulation of the EPR spectra using the
spin Hamiltonian concept. Thus, models or theories are needed that are able to

provide the link between molecular structure and EPR parameters.

For the study of molybdoenzymes (as well as for other biological systems) it
has been made use of paramagnetic model complexes that have been designed
and synthesized to mimick the structure of molybdenum binding sites in the
enzymes. Comparison of the EPR properties of these model compounds of well-
known structure with EPR data from the corresponding biological systems al-
lowed structural insight into the catalytic site of the enzyme in a number of
cases [87]. The larger MoY model complexes that are subject of this work (cf.
Figures 5.12 and 5.14) have also been used to investigate molybdenum binding
sites in molybdoenzymes, like e.g. sulfite oxidase or xanthine oxidase |93-100].
However, the development of suitable paramagnetic model systems may be very
difficult or impossible in many cases and even if potentially suitable complexes
are available the analysis and interpretation of their EPR spectra will often not

be straightforward.

In some specific cases ligand field theory, semiempirical McConnell relations or

3See also Section 4.3 concerning problems of DFT methods to systematically approach exact

results for different properties with the same series of computational methods.
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the point-dipole approximation are suitable for the interpretation of EPR param-
eters. In general, these approaches fail for systems that possess a complicated
electronic structure or that are not yet calibrated for the use of semiempirical
theories [7].

At that stage quantum chemical DFT-based calculations come into play and
turn out to be very useful for correlating experimental EPR data with molecu-
lar structure. Such computations may help to find species and geometries with
calculated EPR properties similar to those found experimentally thus revealing
the type and structure of the system under study. Quantum chemical methods
may also aid in the primary analysis of EPR spectra by providing precise starting
parameters for spectral simulations based on spin Hamiltonians.

Before dealing with molybdenum binding sites in biological systems and draw-
ing extensive conclusions about their structure based on computational results,
a critical validation of the available DFT methods and basis sets for treating
such types of model systems containing the 4d transition metal molybdenum is
necessary in order to avoid misinterpretation.

Until now only very few computational studies of g- and molybdenum HFC
tensors of Mo" compounds have been performed [94, 99, 101-110]. Only the two
most recent theoretical studies [99, 110] employ modern DFT methods for the
computation of the EPR properties of two larger MoY complexes modeling the
active site of molybdenum enzymes: MoOCIL! and |[MoO(SPh),|~. However,
although very promising results were obtained in these works, until now no sys-
tematic validation of modern DF'T methods for the computation of g- and HFC
tensors of MoV species has been performed.

Therefore, in this work such a validation of DF'T methods was carried out
together with an in-depth analysis of the physical origin of the EPR parame-
ters. Electronic g-tensors and molybdenum HFC tensors were calculated with a
recently developed methodology [103, 111, 112| using unrestricted Kohn-Sham
DFT together with hybrid functionals. The results of the computations were

then compared with experimental values from literature.

Molybdenum Basis-Set Studies Due to the lack of molybdenum basis sets
specifically tailored for the calculation of EPR parameters, calculations on the
Mo atom, the MoN molecule and the two well-studied small MoV complexes
[MoOCl,]™ and [MoOF5|>~ were used to construct a suitable basis set for molyb-

denum which is accurate but sufficiently efficient computationally to be applied
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to large systems. From the results of these g- and HFC tensor calculations using
various uncontracted TZVP-based [113] molybdenum basis sets together with the
B3PW091 functional and the AMFI approximation [114, 115] for the matrix ele-
ments of the SO operator it could be deduced that the influence of basis set size
on the g-values and the dipolar HF'C constant Ty;, is rather small. In contrast, the
isotropic HFC constant A, is substantially influenced by basis set contractions
if the s-function part is contracted from 12s to 9s. Thus, the 12s6p5d basis was
identified as the smallest basis set that still yields EPR parameters close to the
‘basis-set limit’ values and was therefore used as a standard molybdenum basis

for all further EPR parameter calculations.

Dependence on Functional: [MoOCIl,|~ and [MoOF5]?>~ The second task
of the molybdenum study was to find generally applicable exchange—correlation
functionals providing accurate EPR parameters for MoV complexes. Results of
initial calculations for the Cy, symmetrical model complex [MoOCly|~ revealing
the dependence of the g- and HFC values on the choice of the density functional
are shown in Figure 5.11. These data showed that the negative perpendicular
g-shift component Ag, reaches the experimental value at an exact-exchange ad-
mixture of 30-40%. However, even at 70% HF exchange admixture, the negative
Ag)-values cannot be reproduced. This points to a systematic error of the one-
component second-order perturbation approach used (see also below).

Closer analysis of the different contributions to the g-tensor showed that the
dominant contributions to Ag, arise from d—d couplings of the SOMO (essentially
Mo-4d,,) to d,.- and d,,-based virtual MOs, and Agy is dominated by a negative
contribution due to coupling of the SOMO to a d,2_,2-based virtual MO and a
positive contribution from a double-SOMO excitation from a Mo—Cl-o bonding
orbital to the 3 component of the SOMO. Furthermore, it was possible to quantify
the role of ligand SO effects on the g-values. Such an atomic analysis showed
that oxygen SO contributions are negligible and that the Ag, -shift is totally
dominated by metal SO coupling. In contrast, Ag; would be much more negative
with metal SO coupling alone and is rendered more positive by sizeable chlorine
SO contributions. Thus, for the g-tensor analysis not only ligand-field transitions
but also effects of ‘charge-transfer-type’ couplings as well as the role of metal—
ligand covalency and ligand spin—orbit coupling have to be considered.

To check whether the insufficiently negative Agj-components for [MoOCl4|~
(and [MoOF;]?7) are due to the neglect of higher-order SO contributions in the
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Figure 5.11 Dependence of a) Ag, (squares) and Ag (circles) and b) Mo Ajgo

(squares) and Ty}, (circles) — both with (open symbols) and without (closed sym-
bols) SO-HFC corrections — on the choice of the density functional for [MoOCl4]~
(?Bz). The calculations were performed using the 12s6p5d basis set for molybde-

num and IGLO-II basis sets for all other atoms. The dashed lines indicate the

experimental values [116].
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second-order perturbational treatment of the g-tensor, a relativistic non-collinear
two-component DKH approach including spin polarization [117] was applied.
While changes in Ag; compared to the one-component results are moderate, the
more negative two-component Ag-values are notable and lie appreciably closer
to the experimental values than the one-component results. Thus, it becomes ob-
vious that the Agj-components depend on higher-order SO contributions and are
insufficiently described by the standard second-order perturbation approaches.

Turning to the Mo HFC tensors it could be noted that large HF exchange
admixtures are required to approach the experimental values. Interestingly this
holds for both isotropic and anisotropic contributions. However, already around
40% HF exchange, where good g-tensors may be obtained, the agreement with
experimental hyperfine tensors is acceptable. Furthermore, it can be clearly seen
from Figure 5.11 that an inclusion of SO corrections is absolutely necessary to
approach the experimental values. The SO corrections can by no means be ne-
glected for Mo" complexes and are on the order of 12-15% for [MoOCly|~ and
[MoOF5]*~.

EPR Parameters of MoOLCl, and MoSLCl, Next, the validation study
was extended to larger Mo" complexes providing a more challenging test of the
methodology due to their lower symmetry. The latter point renders the ori-
entations of the g- and HFC tensors non-trivial. The first group of complexes
to be studied were MoOLCly and MoSLCl, (L = tris(3,5-dimethylpyrazolyl)hy-
droborate) which are schematically depicted in Figure 5.12. Since very reliable
single-crystal EPR studies are available [93] for these two compounds, the per-
formance of DF'T methods for the prediction of relative as well as absolute tensor
orientations could be evaluated. Therefore, these two complexes served as ‘refer-
ence’ systems before dealing with other complexes.

Analysing the results of the g-tensor computations for the structurally opti-
mized (BP86/TZVP) complexes where a number of different exchange—correlation
functionals were employed, a similar behaviour as for the smaller models could
be seen: Hybrid functionals with about 30-40% HF exchange admixture provide
good agreement with experiment for the ‘perpendicular’ components (Agso and
Agss) but insufficiently negative ‘parallel” Ag;i-values. As explained above, the
latter point is due to the neglect of higher-order spin—orbit contributions in the
perturbational treatment.

For the HFC tensors good agreement with experimental couplings was also
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found at 30-40% exact exchange admixture. Thus, this ratio seems to provide
a reasonable description of core-shell spin polarization. It should be noted here,
that the MoSLCl, system is the only Mo" complex in the whole study where
spin contamination was observed upon increasing the HF exchange admixture
beyond 20%. This renders the choice of an ideal functional more difficult for this
particular complex and probably B3PW91 calculations would appear the most

reliable approach in this case.

Again, an inspection of the SO contributions to the HFC tensors indicated
that they are about 15-25% for the isotropic HFC constants and around 10% for
the anisotropic part. In both cases the HFC values tend to move closer to the
experimental data emphasizing that SO corrections should always be included in
accurate calculations.

Another aspect that was investigated is the orientation of the g- and HFC
tensors — either with respect to each other or in an absolute sense with respect to
the molecular frame. Figure 5.13a visualizes the computed tensor orientations for
MoOLCl,. The A;; axis points along the Mo—O bond, the Ass axis lies between
the two chlorine atoms and the A, axis between a chlorine and an equatorial
nitrogen atom. The g9o axis is almost collinear with A,y and g11 and g33 are simply
rotated clockwise around the gos/ Agy axis with respect to the principal axes of the
HFC tensor. Comparison of the computed angles between the axes of the g- and
HFC tensor principal axis systems with those obtained from single-crystal EPR
experiments showed a very satisfying agreement for both complexes. In general,
the influence of the density functional is rather small and SO corrections do not
alter the relative tensor orientations much in both cases. The BPW91-30HF and
BPW91-40HF functionals (including SO corrections to the HFC tensor) yield

smallest deviations from experiment which amount to below 5% for the large
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Figure 5.13 Computed orientations of the g- (green) and HFC (yellow, including SO
corrections to the tensor orientation) tensors in the molecular frame for a) MoOLCl,
and b) MoOSHL! (BPW91-40HF results). Principal axis systems are taken to be
right-handed coordinate systems. For the sake of clarity hydrogen atoms (except for
SH group) and parts of the lower phenyl ring of MoOSHL! are omitted.

gui—A and gs3—Ass angles.

The orientation of g- and molybdenum HFC tensors in the molecular frame
was also reproduced very well by the calculations, with the same influence of
functional and SO corrections as discussed for the relative tensor orientations.
Deviations from experiment were usually smaller than 5° for the angles between
the principal tensor axes and the Mo—X (X = O/S, Cl1, CI2, N1, N2, N3) bonds.

These results support thus the predictive power of appropriate DF'T methods

for the relative and absolute tensor orientations.

EPR Parameters of Larger MoV Model Complexes In this paragraph
mainly results from the second part [3] (Chapter 6.8) of the molybdenum stud-
ies will be summarized. Since these data essentially support the trends and
conclusions found in the first part [1] (Chapter 6.7) and discussed above, the pre-
sentation will be kept rather concise and only specific aspects will be described
explicitely. Further details can be found in Chapter 6.8.

The second part of the study focussed on larger MoV compounds which have
been designed and synthesized to mimick molybdenum sites in molybdoenzymes
such as sulfite oxidase or xanthine oxidase. The structures of these model com-
plexes are schematically depicted in Figure 5.14. Their geometries were also
optimized at the DFT level (BP86/TZVP) and for the EPR property calcula-
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Figure 5.14 Schematic structures of larger MoV model complexes stud-

ied in this work. Abbreviations: dtMes = 1,2-dimethyl-ethene-1,2-dithio-
late (dimethyldithiolene ligand), bdt = 1,2-benzenedithiolate, L'Hy = N,N'-
bis(2-mercaptophenyl)-N,N’-dimethyl-1,2-diaminoethane, L?Hy = N,N’-bis(2-

hydroxyphenyl)-N ,N’-dimethyl-1,2-diaminoethane and L = tris(3,5-dimethyl-

pyrazolyl)hydroborate.

tions the molybdenum 12s6p5d basis as well as IGLO-II basis sets [83] for all

other atoms were used.

The overall performance of EPR parameter calculations for the larger MoY
model complexes will be summarized at the end of this section in combination
with the results for the small and medium-sized compounds. In the following

only some special aspects will be touched.

Among the complexes under study there is a group of compounds with two
terminal oxo/sulfido ligands ([MoO,L!|~, [MoO,L?|~ and [MoOSL!|~) which rep-
resent a very special type of electronic structure leading to very low gss-values (as
low as e.g. 1.754) and thus large g-anisotropies. A closer analysis of the major
MO contributions to the g-tensor of these complexes indicated that the negative
Agsz-components are dominated by SOMO-virtual couplings, with one particu-
lar excitation being dominating (cf. Figure 5.15 for an example). The important

difference to the other complexes with only one terminal oxo ligand is that the
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spin density is more metal-centered and less delocalized onto the ligands. More-
over, the presence of low-lying excited states with appreciable metal character
also plays a role in this context.

Another interesting feature of the dioxo complexes is the character of the
SOMO. In complexes with only one strong m-donor oxo ligand X, the SOMO is
essentially orthogonal to the Mo—X vector. However, the presence of two strong
m-donor oxo ligands requires the SOMO to lie in the bisector plane of the O-Mo-O
angle which is also reflected in a different orientation of the g- and HFC tensors
(911- and Ajj-components are pointing between the two oxo ligands) compared
to the other MoV complexes (A1 lies along Mo—O bond and usually g7 is also
roughly pointing along this bond).

The Agii-component for the dioxo and oxo-sulfido complexes obtains positive
contributions from couplings between Mo-ligand bonding MOs and the SOMO,
especially for [MoOSL!|™ due to the larger covalency of the Mo—S bond (see
Figure 5.15). Thus, for the description of the Ag;;-component, effects of metal-
ligand covalency, ‘charge-transfer-type’ excitations as well as ligand SO coupling
have to be considered.

Notably, all three complexes exhibit unusually large SO corrections to the
HFC tensor which may be attributed to the same reasons that are responsible
for the large g-anisotropies.

The complexes MoOOHL!, MoOSHL! and MoOSEtL! possess an oxygen- or
sulfur-containing ligand (OH, SH, SEt) which has some rotational freedom, i.e.
there may be different conformers with respect to the orientation of the hydro-
gen atoms or the ethyl chain. To test the sensitivity of the EPR parameters
upon structural changes of such type, for MoOOHL! the results of the energy-
minimized conformer (dihedral angle Z(H-O-Mo-0O) of 80.5°) were compared
with those from a geometry with a different OH orientation (£(H-O-Mo-O) —
175.0°). For the altered geometry one obtains a slightly increased Ajq, constant
(5%), slightly decreased T;; values (roughly 5%) and smaller g-values than for the
equilibrium structure. The most pronounced effect of the altered OH orientation
is found for ¢33 (about 23000 ppm) which is the component of the g-tensor point-
ing towards the OH ligand. The second largest change is obtained for g5 (about
15000 ppm), the other g-tensor component in the equatorial plane of the molyb-
denum coordination sphere. Moreover, the tensor orientation is also influenced
by the structural changes. However, the altogether agreement with experimental

data is better for the equilibrium structure.
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Figure 5.15 MO scheme and g-tensor MO analysis for [MoOSL!|~. Isosurface plots
of selected MOs (£0.05 a.u.) as calculated with the BP86 functional are shown together
with main g-shift contributions from excitations involving these orbitals. Positive am-

plitudes are shown in gray, negative amplitudes in blue.
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In Figure 5.13b the g- and HFC tensor orientation within the molecular frame
is depicted exemplarily for MoOSHL! showing that the different local symmetry
around the molybdenum — compared to MoOLCl, in Figure 5.13a — leads to a

different orientation of the tensor principal axis systems.

It should be noted that a general problem for the validation of computed
molybdenum HFC constants and HFC tensor orientations is the difficulty of find-
ing precise and reliable experimental data. The reason for this is on the one hand
side the low natural abundance of molybdenum nuclei with a nuclear spin I > 0
(PMo: 15.9%, 9"Mo: 9.6%; both with I = 5/2) and on the other side spec-
tral overlap for CW EPR spectra taken at S- or X-band microwave frequencies
(roughly 3 and 9 GHz). Therefore, in some of the cases where the agreement be-
tween theory and experiment was not satisfying for the HFC tensors (MoOLbdst,
[MoOLS,CNEt,|* and [MoOCladtMes| ™), new simulations of EPR spectra using
the computed HFC values as starting parameters were performed. It could be
shown that these new simulations are very similar to simulations using the HFC
values from literature. Thus, both sets of parameters are ‘equally’ suitable to
reproduce the experimental EPR spectrum and no unique solution of the simu-
lation problem exists. In other words, the disagreement between the calculations
and the values taken from literature is most likely not due to problems of the
computational method but rather due to erroneous simulations of the experimen-
tal data to extract HFC values and tensor orientations. The agreement of the
calculated HFC tensors with the ‘new’ experimental data (from own simulations)
is very satistying. Thus, DF'T computations may also aid in the simulation of
EPR spectra.

Additionally, also for the larger Mo complexes detailed analyses of the shape
of the SOMOs and spin density distributions as well as the influence of exact-
exchange admixtures on both were carried out leading to a deeper insight into
physical mechanisms governing e.g. HFC in such compounds. Moreover, analyses
of MO contributions and atomic SO contributions to the g-tensor were performed
for a number of the larger complexes leading to in-depth understanding of dif-
ferences and similarities between the different MoY model complexes. Such an
analysis of the different g-tensor contributions originating from couplings between
different MOs is depicted exemplarily in Figure 5.15 for [MoOSL'|~. However,
the results of these analyses will not be discussed any further here. Details can
be found in Chapters 6.7 and 6.8.
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General Performance of the Computational Model Considering a com-
promise between computational accuracy and computing time these studies on
paramagnetic molybdenum complexes suggest to use hybrid DFT methods with
about 30-40% exact-exchange admixture in a one-component perturbational un-
restricted DFT treatment together with the developed 12s6p5d basis set for
molybdenum and IGLO-II basis sets for all ligand atoms to compute the g-
and molybdenum HFC tensors of large MoV complexes. The inclusion of SO
corrections to the molybdenum HFC constants is very important for accurate
calculations and the qualitative influence of higher-order SO effects on the g-
tensor should always be kept in mind when discussing g-shifts (since an explicit
computation in a two-component framework may not be feasible in most cases).

It is in principle possible to achieve good agreement of computed HFC ten-
sors with experimental data employing the abovementioned methods. Usually
isotropic HFC constants are underestimated by roughly 5% and anisotropic HFC
constants are under- or overestimated by roughly 4-16% at the BPW91-40HF
level including SO corrections to the HFC tensor. Isotropic SO correction terms
amount to 14-17% of the first-order Fermi contact term and the size of the
anisotropic orbital HFC correction term is 5-16% for around 40% exact-exchange
admixture. Notably, there are also cases (e.g. [MoOL!|~ and [MoOSL'|™) where
the SO corrections are even larger (around 25% for the isotropic HFC constants
and up to 59% for the anisotropic couplings).

Comparison of the calculated (using around 30% HF exchange) and experi-
mental g-tensors revealed that generally two of the computed components (goo
and gs3) are in good or at least fair agreement with the experiment whereas
the g-shift for the third component (gi;) is considerably underestimated, i.e. in-
sufficiently small / negative. This deviation could be attributed to higher-order
relativistic effects.

Furthermore, it was also shown that computations may also provide relative
and absolute tensor orientations in good agreement with experimental data —
properties that are not straightforward to obtain experimentally. The orientation
of the HFC tensor was in general not much affected by SO corrections for the

systems under study except for the case of [MoOSL'|~.

Implications for Future Computational Studies of Molybdoenzymes
This validation study may help to differentiate between (systematic) errors caused

by the computational method and deviations from experimental values due to a
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different / wrong molecular structure. Thus, in the future, DFT-based calcula-
tions may be employed to correlate experimental findings with structural infor-
mation by selecting species with a specific constitution and conformation which
possess computed EPR parameters in accordance with experimental EPR param-
eters (within the limits of inherent inaccuracies of the computational methods).

However, the deviations from experiment as well as the variance of the com-
puted EPR parameters might not allow a distinction of very tiny conformational
changes as is possible for organic radicals [4, 7, 118, 119] but in many cases not
even the number or nature of molybdenum ligands in various intermediate states
of the catalytic cycle of molybdenum enzymes are known [85-88, 120]. It seems
very probable that one may indeed discriminate between such types of structural
differences. Hence, in the future, the DFT methods used and validated in this
work can and will be applied to systems of biological relevance where experimen-
tal data is available but the structure of the molybdenum binding site is not yet
fully resolved (e.g. the MoV state of polysulfide reductase [120]).

5.4 Transition Metals in Biological Systems

5.4.1 Structural Characterization of a Mn?*" Binding Site

in the Hammerhead Ribozyme

EPR spectroscopic and quantum chemical calculations were employed to study
the structure of a single high-affinity Mn?" binding site in the hammerhead ribo-
zyme (Figure 5.16) and to determine whether the binding site in frozen solution
is identical to the A9-G10.1 site found to be occupied by Mn?" in crystals (cf.
also Section 6.3 and Ref.6).

Metal ions are important for the structure and function of RNA [121-123|.
While monovalent ions can promote the folding of RNA into its secondary struc-
ture, divalent metal ions such as Mg?" are usually required for its folding into a
biologically active tertiary structure. In addition to their structural roles, diva-
lent metal ions have also been implicated as Lewis acid or base cofactors in the
catalysis of chemical reactions by RNA [124, 125]. Substantial knowledge about
RNA-metal ion interactions has come from the study of ribozymes. A major driv-
ing force for extensive structure—function investigations on ribozymes, in addition

to study of how RNA catalyzes reactions, is the fact that the catalytic activity
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Figure 5.16 Secondary structure of the hammerhead
ribozyme. The cleavage site is indicated by the arrow.
The position of the Mn?" binding site as found in the
crystal structure [126] is marked by the box.

can be used to monitor reaction conditions and chemical modifications. This fact
has enabled chemical and biochemical experiments to probe the functional role
of metal ions in RNA.

EPR spectroscopy can be used for the direct determination of metal ion coor-
dination to RNA through the replacement of Mg?" with the paramagnetic Mn?"
ion. This approach has been used by DeRose and coworkers to study metal ion
binding to the hammerhead ribozyme in solution [127-130]. They deduced from
their electron spin echo envelope modulation (ESEEM) and electron nuclear dou-
ble resonance (ENDOR) studies that a nitrogen and a phosphorous nucleus are
located in the coordination sphere of the Mn?" ion and they speculated that this
metal ion binding site may be situated between nucleotides A9 and G10.1 as
found by X-ray crystallography [126] (cf. Figure 5.17).

Continuous wave (CW) EPR titration experiments have been used to show
that the hammerhead ribozyme possesses a single high-affinity binding site with
a Kg-value of 4.3 uM at a salt concentration of 1 M NaCl [6]. Furthermore, a
combination of ESEEM and HYSCORE (hyperfine sublevel correlation) experi-
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c * = optimized

Figure 5.17 a) Partially geometry-optimized (UHF/3-21G) large model of the
Mn?*t binding site based on the crystal structure [126]. Water ligands were added
to the open coordination sites of the Mn?* ion and hydrogen atoms were included to
saturate valences where necessary. Optimized atoms are marked by an asterisk; all
other atoms were kept fixed. b) Reduced structure of the geometry-optimized model
of the Mn?T binding site, as used for the EPR parameter calculations.

ments revealed that the paramagnetic Mn?" ion in this binding site is coupled
to a single nitrogen atom with a quadrupole coupling constant x of 0.7 MHz, an
asymmetry parameter 7 of 0.4, and an isotropic hyperfine coupling constant of
Ajso(1*N)=2.3 MHz. Since all of these EPR parameters are sensitive to the ar-
rangement of the Mn?" ligand sphere they can be used to determine the structure

of the binding site.

To investigate whether the structure of the binding site in frozen solution (as
studied by EPR) is the same as the structure of the A9-G10.1 binding site from
the crystal structure [126] DFT calculations of EPR parameters (hyperfine and
quadrupole couplings; see Chapter 3 for a description of EPR parameters) were
performed for binding site models based on the structure of the Mn?" site in the
crystal (Figure 5.17). The results from these computations were then compared

with the experimental data.

For the computation of EPR properties for the model in Figure 5.17b sev-
eral density functionals were compared. The results of the calculations reveal a
strong influence of the choice of functional on the isotropic manganese hyperfine
coupling constant. On going from BP86 to BHPW91, the coupling varies by over

60%. This large effect is due to the increasing admixture of exact Hartree-Fock
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exchange which leads to an increase of spin polarization effects and thus to an
increase of negative spin density at the manganese nucleus and a larger negative
isotropic hyperfine coupling constant. Such polarization mechanisms are espe-
cially important for paramagnetic transition metal centers in which the unpaired
electrons are mainly located in d-type orbitals, as in high-spin Mn' [131, 132].
The BHPWO1 functional containing 50% exact exchange therefore yields a value
for the isotropic manganese hyperfine coupling constant Ajs,(°°Mn) that comes
closest to experimentally determined values for Mn!'' complexes. In contrast to
the Ais(*°Mn) hyperfine coupling, the 1*N hyperfine and quadrupole parameters
are less strongly altered by the different functionals and lie within the experimen-
tal error ranges for all methods used.

Computations with the BHPW91 density functional in combination with a
9s7p4d basis set [131] for manganese and the IGLO-II basis sets |83] for all other
atoms yielded values of x("*N)=+0.80 MHz, n—0.324, and Ay, (**N)=+2.7 MHz,
in excellent agreement with the experimentally obtained EPR parameters. Since
these parameters are very sensitive to geometrical changes, the results suggest
that the binding site found in the crystal and in frozen solution are the same.
Thus, a combined use of advanced EPR spectroscopic and DFT computational
methods allowed to solve the structural problem posed at the beginning of this

project.

5.4.2 Structural Characterization of the Metal Binding Site

in Ras

High-frequency electron nuclear double resonance (ENDOR) spectroscopy was
employed to gain structural information about the metal binding site of Ras. In
this context quantum chemical calculations of EPR parameters were used to aid
in the interpretation of the experimental data (cf. Section 6.6 and Ref. 8).

The human Ras (rat sarcoma) protein plays a central role as molecular switch
in cellular signal transduction, regulating important processes such as differenti-
ation, proliferation, and apoptosis of cells [133]. Specific oncogenic mutations in
Ras proteins can be found in up to 30% of all human tumors [134]. Ras binds
Mg?*« GDP and Mg?" « GTP with nanomolar to picomolar affinity in the active
center if an excess of Mg?" is present. With GTP bound, Ras interacts with effec-
tors such as Raf-kinase or PI(3)-kinase and activates the corresponding signaling
pathway. The signal is switched off when GTP is hydrolyzed to GDP either by
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Figure 5.18 Structure of the metal-
GDP complex of Ras. The coordination o—a
of Mn?T «GDP in Ras is depicted from Thr35 Gly12

the X-ray structure of Ref. 136.

the intrinsic GTPase activity of Ras or by GTPase activating proteins (GAPs).
The oncogenic variants contain point mutations, which block the GTPase activ-
ity in the presence and absence of GAP. This leads to the accumulation of Ras
in the active form and thus contributes to tumor formation. Since the bound
nucleotides control the activation state of the protein, a detailed knowledge of

their interaction with the surroundings is of central importance.

Substitution of the diamagnetic Mg?" ion with a paramagnetic Mn?" ion al-
lows to apply EPR spectroscopy to study the local structure of the metal binding
site (cf. Figure 5.18). High-field EPR spectroscopy of the GDP complexes in
solution displayed differences in the ligand sphere of the wild-type complex as
compared to its oncogenic mutant Ras(G12V) [135]. Only three water ligands
were found in the former with respect to four in the G12V mutant. For the
first time, spectroscopic results showed a difference in the ligand sphere of the
catalytic center between the wild-type and the oncogenic mutant of the protein—
nucleotide complex in its inactive state. These differences were not detected in
previous X-ray structures in the crystalline state. The question about the na-
ture of the ligand that would replace one water molecule in the Ras(wt)+ GDP
complex is the starting point of this investigation. Two types of ligands would
be the most likely candidates: an amino acid from the protein environment or a

free phosphate ion.

High-frequency 94 GHz ENDOR, spectroscopy in conjunction with selective
isotope labeling was used to search for this “missing” ligand [§8]. The *'P and
13BC ENDOR spectra of the Ras(wt)+«GDP complex and its oncogenic mutant
Ras(G12V) did not show differences within the signal-to-noise and the ENDOR
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Table 5.3 Hyperfine tensor components for Rasenucleotide complexes obtained from EN-
DOR studies and DFT calculations®

nucleus nucleotide A Ago Ass Aiso T,
13C(Ser17) GDP exp. —0.19 —0.19 +1.76 +0.46 —0.65
calc. +0.07 +0.19 +1.63 +0.62 —0.49
13C(Thr35) GppNHp exp. —0.07 —0.07 +1.72 +0.62 —0.55
calc. —0.03 +0.13 +1.91 +0.67 —0.63
13C(Ser17)  GppNHp exp. +0.52 +0.52 +2.02 +1.02 —0.50
calc. +0.27 +0.42 +2.10 +0.93 —0.59

@ All hyperfine values are given in MHz. For the experimental HFC constants, the sign of
the largest tensor component was taken from the DFT calculations.

line width in frozen solution. Additional comparison with spectra of the non-
hydrolyzable GTP analogue GppNHp did not give evidence that any of the pro-
posed candidates is ligated to the Ras(wt)« GDP complex.

However, the interpretation and simulation of the experimental 3C ENDOR
spectra of Ras« GDP and Ras+ GppNHp was not straightforward. Therefore, DE'T
computations of EPR parameters were performed for two structural models of the
Mn?" binding site based on the crystal structures of the GDP [136] and GppNHp
|137] complexes. The models consist of the Mn?* ion, the directly bound water
molecules, the di- or triphosphate chain of the GDP or GTP (GppNHp), the Serl7
residue and in the case of the GppNHp complex also the directly ligated Thr35
residue. For these structures, DFT-based (BP86/3-21G(d)) partial optimizations
of the H atom positions were performed. For the computation of the 3C hyper-
fine coupling tensors (see also Chapter 3 for an explanation of HFC parameters),
the B3PW91 hybrid functional was chosen together with a 9s7p4d basis set [131]
for manganese and the IGLO-II basis sets [83] for all other atoms. The computed
HFC values (Table 5.3) were used as starting parameters in the spectral simula-
tion procedure enabling simulated spectra to be in very good agreement with the
experimental ones (by only slightly varying the starting values). An important
information that can easily be obtained from calculations but is not easily acces-
sible experimentally are the signs of the HFC constants. Hence, the signs of the
HFC constants were taken from the computations to fully determine the exper-
imental HFC tensor. Since the couplings obtained from the DF'T computations

and the simulations of the EPR data are in very good agreement (Table 5.3), it
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was furthermore possible to assign the different experimental HFCs to the specific
13C nuclei of the ligating amino acid residue(s) Serl7 as well as Ser17 and Thr35
for the GDP and GppNHp complexes, respectively.

The results of this study emphasize that DFT calculations of EPR, parameters
may be a valuable tool to interpret complicated experimental spectra and aid in
the simulation of these data thus leading to a correlation of EPR spectra with

molecular structure.
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“The more progress physical sciences
make, the more they tend to enter the
domain of mathematics, which is a
kind of centre to which they all
converge. We may even judge the
degree of perfection to which a science
has arrived by the facility with which
it may be submitted to calculation.”
A. QUETELET, 1796-1874

Chapter 6

Publications

In this chapter the publications that have thus far originated from the authors’
doctoral studies are presented. Each section starts with a very brief introduction
to the different manuscripts presenting the persons that have been involved as
well as the complete citation of the work. Furthermore, the main objectives
and/or results of the publications are decribed in very few sentences to give a
general overview of the different research topics.

It should be noted here that the manuscript presented in Sections 6.8 has
been submitted to Inorg. Chem.

The contributions of the author of this Ph.D. thesis to the different publica-
tions shall be clarified in the following. In almost all cases the computational
work contained was performed by the author of this thesis independently. Fur-
thermore, he was always involved in the interpretation of the theoretical results
in the context of the experimental (EPR) data. In case of the work presented
in Section 6.5 the CCSD(T) calculations were performed by S. Kacprzak and M.
Kaupp. The studies in Sections 6.7 and 6.8 were carried out in close collaboration
with M. Kaupp. Here, P. Hrobarik was instructed by the author of this thesis
and performed many of the computations under his supervision.

All publications where the author of this thesis is first author were to large
parts written by himself. In all other cases those parts of the manuscript dealing

with computational methods or results were written by himself.
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6.1. Exchange Mechanisms for a Nitroxide Biradical 141

6.1 Synthesis, Structure and Magnetic Properties
of a Novel Nitroxide Biradical. Theoretical

Investigation of the Exchange Mechanisms

These studies were performed by Jorg Fritscher, Mario Beyer and Olav Schie-
mann and were published in Chem. Phys. Lett. 2002, 36/, 393—401. They are
mainly dealing with the synthesis and characterization of a nitroxide biradical. Its
magnetic properties were measured and different mechanisms (e.g. through-bond
or through-space) leading to the observed (and computed) exchange interaction
were analyzed theoretically employing broken symmetry DEFT methods. Thus,
this work contributes to a deeper understanding of exchange interactions and
especially the correlation of exchange coupling with structural parameters.

The experimental analysis of the structural and magnetic properties of the ni-
troxide biradical was already part of the author’s diploma thesis (“EPR-spektros-
kopische und quantentheoretische Untersuchungen an Nitroxid-Spinlabeln”, Jorg
Fritscher, Diploma Thesis, Frankfurt am Main, 2000).
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Due to copyright restrictions the article manuscript is not

included in the online wversion of thts work.
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6.2. Novel Aromatic Nitroxides as Potential DNA Intercalators 145

6.2 Synthesis of Novel Aromatic Nitroxides as Po-
tential DNA Intercalators. An EPR Spectro-
scopic and DFT Computational Study

These studies were performed by Mario Beyer, Jorg Fritscher, Emiliano Feresin
and Olav Schiemann and were published in J. Org. Chem. 2003, 68, 2209-2215.
They are mainly dealing with the synthesis of aromatic nitroxides and a detailed
spectroscopical and DFT computational analysis of their hyperfine coupling con-
stants as well as their delocalized spin density distributions. In conclusion, the
properties of several of these radicals render them promising candidates as DNA-

intercalating spin probes.
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6.3. Investigations of a Mn'' Binding Site in the Hammerhead Ribozyme 149

6.3 Structural Investigations of a High-Affinity
Mn" Binding Site in the Hammerhead Ribo-
zyme by EPR Spectroscopy and DFT Calcu-
lations. Effects of Neomycin B on Metal-Ion
Binding

These studies were performed by Olav Schiemann, Jorg Fritscher, Natalja Kisse-
leva, Snorri Th. Sigurdsson and Thomas F. Prisner and were published in Chem-
BioChem 2003, 4, 1057-1065. Here, a single high-affinity Mn2" binding site in
the hammerhead ribozyme was investigated in order to gain structural informa-
tion about the coordination of the metal ion. By using ESEEM and HYSCORE
experiments in combination with DF'T calculations it was possible to conclude
that the Mn?" binding site found in frozen solution is very likely to be the same

as the one found by X-ray crystallography.
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6.4. Influence of Hydrogen Bond Geometry on QC Parameters 153

6.4 Influence of Hydrogen Bond Geometry on Qua-
drupole Coupling Parameters: A Theoreti-
cal Study of Imidazole—Water and Imidazole—

Semiquinone Complexes

These studies were performed by Jorg Fritscher and were published in Phys.
Chem. Chem. Phys. 2004, 6, 4950-4956. In this publication DFT methods
were used to investigate the dependence of *N quadrupole coupling tensors
of (methyl-)imidazole on the hydrogen bond geometry for imidazole-water and
methylimidazole—benzosemiquinone complexes. Pronounced influences of the in-
termolecular arrangement on the electric field gradients were found allowing a
characterization of specific hydrogen bonding interactions to the amino group of
imidazole or histidine. Furthermore, implications of these results for the inter-
pretation of experimental QC data of biologically relevant semiquinone—histidine

systems were discussed.
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6.5. Nitrogen-Centered Radical Formed During Inactivation of RNR 157

6.5 Structure of the Nitrogen-Centered Radical
Formed During Inactivation of E. col: Ribo-
nucleotide Reductase by 2'-Azido-2'-deoxyuri-
dine-5-diphosphate: Trapping of the 3'-Keto-
nucleotide

These studies were performed by Jorg Fritscher, Erin Artin, Stanislaw Wnuk,
Galit Bar, John H. Robblee, Sylwia Kacprzak, Martin Kaupp, Robert G. Griffin,
Marina Bennati and JoAnne Stubbe and were published in J. Am. Chem. Soc.
2005, 127, 7729-7738. In this work sophisticated chemical, biochemical, spec-
troscopical and computational methods were combined to elucidate the structure
of the nitrogen-centered radical that is generated upon incubation of RNR with
the stoichiometric inhibitor N3UDP. It was possible to interpret the EPR data
with the help of DF'T calculations for a number of possible model structures thus
correlating the experimental findings with molecular structure parameters. Iden-
tification of the structure of the nitrogen-centered radical that had been subject
to debate for more than 20 years has furthermore for the first time provided ev-
idence for the trapping of a 3’-ketonucleotide in the reduction process catalyzed
by RNR.
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Erratum In the original publication (J. Am. Chem. Soc. 2005, 127, 7729—

7738) some minor mistakes can be found in Figure 2 (protonation state of C462

during proposed CNS generation process). A corrected version of this figure is

provided below.
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Figure 2. Two previously proposed structures for N* (6 and 7) and pathways for their gen-
eration. The blue pathway is proposed based on theoretical studies, while the black pathways

were proposed by us. The major differences involve the timing of Ng release and the role of

E441.
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6.6. ENDOR Characterization of the Metal Binding Site in Ras 161

6.6 High-Frequency 94 GHz ENDOR Characteri-
zation of the Metal Binding Site in Wild-Type
Ras:-GDP and Its Oncogenic Mutant G12V in

Frozen Solution

These studies were performed by Marina Bennati, Melanie M. Hertel, Jorg Frit-
scher, Thomas F. Prisner, Norbert Weiden, Roland Hofweber, Michael Sporner,
Gudrun Horn and Hans-Robert Kalbitzer and were published in Biochemistry
2006, 45, 42-50. Here the Mn?" binding sites in the wild-type Ras« GDP com-
plex and the Ras(G12V) « GDP mutant were characterized using 94 GHz ENDOR
spectroscopy. In this context DF'T methods were employed to aid in the inter-
pretation and simulation of the ENDOR spectra and to facilitate an assignment
of the experimental hyperfine couplings to specific nuclei. In conclusion, no dif-
ference between the Mn*" coordination spheres of the Ras(wt) and Ras(G12V)

complexes could be detected.
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6.7. EPR Parameters for Small and Medium-Sized Mo Complexes 165

6.7 Computational Studies of EPR Parameters for
Paramagnetic Molybdenum Complexes.
I. Method Validation on Small and Medium-

Sized Systems

These studies were performed by Jorg Fritscher, Peter Hrobarik and Martin
Kaupp and the corresponding manuscript has been accepted for publication in
J. Phys. Chem. B In this work a variety of DF'T methods were tested for the
calculation of EPR parameters of paramagnetic molybdenum systems such as the
Mo atom, MoN as well as several MoV complexes. A moderate-sized molybde-
num basis set with a very good performance was developed and it was found that
functionals incorporating 30-40% Hartree-Fock exchange yield the best results.
Furthermore, the importance of spin—orbit corrections to the hyperfine coupling
tensor and higher-order relativistic effects on the g-tensor were emphasized. It
was found that the employed computational methods possess a very promising

predictive power for the treatment of molybdenum species.
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6.8. EPR Parameters for Larger MoV Systems 169

6.8 Computational Studies of EPR Parameters for
Paramagnetic Molybdenum Complexes.
II. Larger Mo"Y Systems Relevant to Molybde-

num Enzymes

These studies were performed by Jorg Fritscher, Peter Hrobarik and Martin
Kaupp and the corresponding manuscript has been submitted to Inorg. Chem.
In this second part of the molybdenum validation study DFT methods were ap-
plied to a set of larger MoY model complexes that were originally designed and
synthesized to mimick molybdenum binding sites of various molybdoenzymes. In
line with the results from the preceding work the good predictive power of DFT
methods for the computation of EPR parameters of Mo" species was confirmed.
Finally, implications for further computational studies of molybdoenzymes were
discussed.
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“The electron is not as simple as it

looks.”
W. L. BrRAGG, 1890-1971

Chapter 7

(General Conclusions

In this thesis different EPR parameters such as electronic g-tensors g, hyperfine
coupling tensors A, quadrupole coupling tensors Q as well as exchange cou-
plings J have been calculated for organic radicals or paramagnetic transition
metal systems using modern DFT methods. Since all of these interaction pa-
rameters are strongly dependent on the structure of the paramagnetic species, a
comparison of experimental EPR data with results from EPR parameter compu-
tations allows a correlation between experimental spin Hamiltonian parameters
and molecular structure. Thus, valuable information about e.g. the constitution
and conformation of radicals, their hydrogen bonding situation as well as metal
complex symmetry and ligand sphere can be obtained using this approach. The
structure-function paradigm of biology [1-3| renders this information even more
important as it often leads to further correlations of the three-dimensional molec-
ular structures with the function of the systems under study. This includes e.g.
mechanisms of enzymatic catalytic reactions if paramagnetic intermediates are
investigated or functions of proteins in a more general way if the investigation
of the paramagnetic centers yields some information about protein structure. In
this work DFT methods were applied to Mn?" binding sites of the Ras protein
and the hammerhead ribozyme, MoV complexes relevant to molybdoenzymes and
a radical intermediate of the RNR inhibition reaction thereby demonstrating the
large success and wide range of applicability of the quantum chemical methods.

Besides direct application to systems of biological relevance, another major
advantage of quantum chemical calculations is the possibility to conduct sys-
tematic investigations of the interdependency of EPR parameters and structural

features and to gain further insight into the physical origin of the observed mag-
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netic interactions. Such type of data is usually not straightforward to obtain
experimentally. In this thesis various examples like the systematic study of QC
parameters of hydrogen-bonded imidazole complexes, the investigation of the
properties of novel aromatic nitroxides as well as of the exchange mechanisms
for a nitroxide biradical and the in-depth study of the magnetic properties of
Mo" complexes were presented. The results of these projects again emphasize
the power of the theoretical methods.

Within this work it was furthermore shown what kind of demands concerning
the computational model have to be considered when treating different kinds of
systems and EPR parameters. Usually, best overall performance was achieved
employing hybrid density functionals in combination with flexible (partially un-
contracted) basis sets. The choice of the functional and basis set is critical for
transition metal systems in general and calculations of Fermi contact interactions
for all types of systems whereas the results of g- and dipolar HFC tensor com-
putations for organic radicals are less dependent on the computational model.
Often, one has to use increased amounts of Hartree-Fock exchange, include spin—
orbit corrections to the HFC tensor or even employ relativistic two-component
approaches for g-tensors in order to obtain accurate results for transition metals.

In conclusion, it was demonstrated in this thesis that the interplay of sophis-
ticated experimental and quantum chemical methods represents a powerful and
fruitful approach in the field of EPR spectroscopy and that it may be essential
to employ EPR parameter computations to extract the full information content
from EPR spectra. Therefore, great potential lies in future applications of DFT
methods to the large number of systems where detailed and reliable experimental
data is available but where an unequivocal correlation of these data with struc-
tural information is still lacking. Examples from research areas closely related to
projects from this work are — amongst many others — e.g. quinone binding sites
in different proteins such as bacterial reaction centers [4], other radical interme-
diates in RNR [5, 6] or molybdenum binding sites in enzymes such as polysulfide
reductase [7].

However, it should also be mentioned in the end that a number of draw-
backs and deficiencies are encountered when performing EPR parameter cal-
culations using standard DFT approaches and/or when small or medium-sized
models are used for much larger biological systems. One problem of standard
DFT is that it cannot describe multi-determinantal low-spin states (e.g. open-

shell singlet states). Thus, one has to use the broken symmetry formalism for
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such electronic states. Different approximate formalisms can then be employed to
extract exchange coupling constants or mapping procedures with spin projection
methods have to be used to estimate other parameters such as HFC constants or
g-values. Furthermore, a rigorous implementation of zero-field splittings in the
DFT framework is not yet available even though a number of people are heavily
working on this topic [8]. It was also shown (e.g. for Mo¥ complexes in this work)
that higher-order relativistic effects may be very important for an accurate pre-
diction of g-shifts. These are e.g. accounted for in a recent two-component DFT
treatment [9]. However, such methods can solely be applied to small systems
due to their high computational efforts. Another property that is often diffi-
cult to predict quantitatively with DF'T methods is the isotropic HFC constant.
Thus, in all the described areas methodological developments are necessary in
order to increase the reliability and predictive power of quantum chemical meth-
ods. This may either be achieved by efficiently including relevant algorithms
and corrections in the DFT framework or by developing other methods that are
comparable to DFT from the point of view of computational demands (e.g. the
SORCI (spectroscopy oriented CI) approach for computations of J [10]).

Finally, it should also be mentioned that it is desirable and in many cases
indispensable to include environmental effects into the EPR parameter calcula-
tions [11]. These may be solvent effects or influences by protein surroundings
— e.g. different electrostatic influences on local electronic structures of paramag-
netic centers and/or local structural changes due to constraints imposed by the
surroundings. In this context continuum models [12, 13], QM /MM hybrid meth-
ods |13] or linear scaling approaches [13| can be used (cf. e.g. Ref. 14 for a recent
example). Furthermore, it may also be interesting to include dynamic effects in
the calculations to account for ensemble averaging leading to average EPR pa-
rameters in order to achieve better agreement with experimental values. Here,
either Monte Carlo methods |13, 15, 16|, classical molecular dynamics (MD) ap-
proaches |13, 15, 16] or Car—Parrinello (CP) quantum dynamics |17, 18| may be
applied (cf. e.g. Refs. 19 and 20 for recent examples).

It seems to be very promising for the future that further methodological de-
velopments considering the abovementioned points together with increased com-
puter speed will allow even more precise theoretical EPR parameter predictions
and enlarge the field of applicability of quantum chemical methods. It is the
hope that this would lead to an even more fruitful interaction of experiment and

theory.
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Appendix A

Abbreviations
ACM adiabatic connection method
AMFI atomic (one-center) mean-field approximation to SO integrals
AO atomic orbital
BITPAN  1,8-bis(3-ethinyl-2,2,5,5-tetramethyl-3-pyrroline-1-oxyl)-naphtalene
bRC bacterial reaction center
BO Born-Oppenheimer
BP Breit—Pauli
BS broken symmetry
CC coupled cluster
CCSD(T) coupled cluster theory with single and double excitations and
a perturbative treatment of triple excitations
CGTO contracted Gaussian-type orbital
CI configuration interaction
CNDO complete neglect of differential overlap
CPp Car—Parinello
CP(SCF) coupled-perturbed (SCF)
CW continuous wave
DF density functional
DFT density functional theory
DKH Douglas—Kroll-Hess
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DNA deoxyribonucleic acid

DZ double zeta

ECP effective core potential

EFG electric field gradient

ELDOR electron—electron double resonance
ENDOR electron—nuclear double resonance
EPR electron paramagnetic resonance
ESEEM electron spin-echo envelope modulation
ESR electron spin resonance

GAP GTPase activating protein

GD(T)P guanosine-5'-di(tri)phosphate

GGA generalized gradient approximation
GIAO gauge-including atomic orbitals

GTO Gaussian-type orbital

HF Hartree-Fock

HFC hyperfine coupling

HFCC hyperfine coupling constant

HMO Hiickel molecular orbital

HOMO highest occupied molecular orbital
HYSCORE hyperfine sublevel correlation

IGLO individual gauge for localized orbitals
INDO intermediate neglect of differential overlap
IR infra-red

KS Kohn-Sham

LCAO linear combination of atomic orbitals

L(S)DA local (spin) density approximation
MCSCF multiconfiguration self-consistent field

MD molecular dynamics
MO molecular orbital
MP(n) Moller—Plesset perturbation theory (of order n)

MRCI multi-reference configuration interaction
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NMR
NQR
N3;U(N)DP
PGTO
PSIT
QC
QCC
QED
QM/MM
R

Ras
RNA
RNR
RO
SCF

SH
SO(C)
SOMO
SO0
SORCI
SOS
SQUID
STO
TF(D)
TPA
TZ(VP)
U
UV/Vis
VB

ZFS
ZORA

nuclear magnetic resonance

nuclear quadrupole resonance
2'-azido-2'-deoxyuridine(nucleoside)-5'-diphosphate
primitive Gaussian-type orbital

photosystem II

quadrupole coupling

quadrupole coupling constant

quantum electrodynamics

quantum mechanics/molecular mechanics
restricted

rat sarcoma (protein)

ribonucleic acid

ribonucleotide reductase

restricted open

self-consistent field

spin Hamiltonian

spin—orbit (coupling)

singly occupied molecular orbital

spin—other orbit

spectroscopy oriented configuration interaction
sum-over-states

superconducting quantum interference device
Slater-type orbital

Thomas—Fermi(-Dirac)

3-ethinyl-2,2,5 5-tetramethyl-3-pyrroline-1-oxyl
triple zeta (valence polarized)

unrestricted

ultra-violet/visible

valence bond

zero-field splitting

zeroth-order regular approximation



182 Appendix A. Abbreviations




Appendix B

Constants and Conversion Factors

A very good collection of all physical constants can be found at:

http://physics.nist.gov/cuu/Constants,/

Conversion factors for energy equivalents are listed at:

http://physics.nist.gov/cuu/Constants/energy.html

Avogadro number
Bohr magneton
Boltzmann constant
Electron rest mass
Elementary charge

Fine structure constant

Free electron g-value
Gas constant

Nuclear magneton
Permeability of vaccum
Permittivity of vacuum

Planck constant

Proton/electron mass ratio
Proton rest mass

Speed of light (vacuum)

N, = 6.022137 - 102 mol~!

Be = 9.274015- 1072 A m?

k — 1.380658 - 1072 J K~!
me,m = 9.109390 - 1073 kg

e — 1.602177-107¥ C

« — 7.297353-1073

a~ ! = 137.035999

Ge = 2.0023193043718

R — 8.314472 J mol™t K7t

BN — 5.050787 - 107" A m?

o — 1.256637-107% Vs A=tm™!
€0 — 8.854188 1072 As Vim™!
h — 6.626076-1073* J s

h = h/2m = 1.054589 - 1073 J s
my/m. = 1836.15

m, = 1672623107 kg

c — 299792458 m s~ !
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1 Hartree — 4.359744-1071% J
1 Hartree — 627.5095 kcal/mol
1 Hartree — 219474.6314 ¢cm™!
1 Hartree = 27.211385 eV

1eV = 23.06037 kcal /mol
1eV = 8065.478 ¢cm™!

1J = 7.242963 - 102 K
1J = 5.386117-1022 T
1T — 1.856625- 1072 ]
107% em™! = 2.9979 MHz

1G = 2.802 MHz

1G =107*T

1 Bohr  — 0.5291772083 A
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