Zentrum fiir Allgemeine Sprachwissenschaft,
Sprachtypologie und Universalienforschung

ZAS Papers in Linguistics

Volume 26
Dezember 2001

Edited by

Niina Zhang

ISSN 1435-9588




Syntax of Predication

Proceedings of the Workshop on Syntax of Predication
Nov. 2-3, 2001, ZAS-Berlin

Edited by

Niina Zhang’

"This volume is dbwnloadab]e: http://www.zas.gwz-berlin.de/papers/zaspil/infos/index.htm

ZAS Papers in Lingu_istics 26, 2001




Syntax of Predication

Edited by
Niina Zhang
Contents
Preface _ o "
David Adger & Gillian Ramchand '
Predication and Equation : ' S
Tor A. Afarli & Kristin M. Eide ;o
Predication at the Interface » ' s 35 g
Ana Ardid-Gumiel | : . _ A
The Syntax of Depictives, Subjects, Modes of Judgement and I-L/S-L Properties 61
Kleanthes K. Grohmann _
On Predication, Derivation and Anti-Locality - : 87
" Youngjun Jang & Siyoun Kim :
Secondary Predication and Default Case - o 113
Jaume Mateu _ \ '
Small Clause Results Revisited =~ ~ » 127
Joan Rafel _ , .
The Syntax-of Small Clause Predication - i o 153 |
Kylie Richardson _ .
What Secondary Predicates in Russian Tell us About the Link Between :
Tense, Aspect and Case 171
Peter Svenonius : : ‘
Case and Event Structure ' - o ' 197

Niina Zhang ‘ A |
On Nonprimary Selectional Restrictions : 219

i




Preface

This volume presents working versions of presentations heard at and selected for the
Workshop on Syntax of Predication, held at ZAS, Berlin, on November 2-3, 2001 (except the
editor’s own paper).

Predication is a many-faceted topic which involves both syntax and semantics and the
interface between them. This is reflected in the papers of the volume.

Tor A. Afarli & Kristin M. Eide's paper 'Predication at the Interface' asks a basic
question what role predication plays in the computation of human language. They aim to
show that syntactic operations are basically semantically driven. David Adger & Gillian
Ramchand's 'Predication and Equation' investigates how the structures of predication,
especially that of nominal predication, tell us the relationship between syntax and semantics.

Peter Svenonius' 'Case and Event Structure' and Kylie Richardson's "What Secondary
Predicates in Russian Tell us About the Link Between Tense, Aspect and Case' both reveal
the interpretable side of formal features such as case in primary and secondary predication.

Ana Ardid-Gumiel's 'The Syntax of Depictives, Subjects, Modes of Judgement and I-
L/S-L Properties,' explores the syntactic and semantic properties of depictives in Spanish.
Readers will see an interesting link between the conditions she finds for Spanish Individual
Level depictives and Richardson's description of Russian depictives in Instrumental case.

Focussing on Pseudo-Relatives in Romance, Prepositional Infinitival Constructions,
and regard-as & take-for constructions, Joan Rafel's contribution, 'The Syntax of Small
Clause Predication,' proposes a unified syntactic configuration for predication in general.

In Kleanthes K. Grohmann's 'On Predication, Derivation and Anti-Locality,' the
proposed constraint on movement, i.e., Anti-Locality, is tested in the derivations of secondary
predication constructions.

Three papers touch the topic how to explain cross-linguistic variations in secondary
predication. Jaume Mateu's 'Small Clause Results Revisited' provides a morpho-syntactic
account for the well-known typological distinction between ‘satellite-framed languages’ such
as English and German and ‘verb-framed languages’ such as Catalan and Spanish. In
'Secondary Predication and Default Case,' Youngjun Jang & Siyoun Kim claim that the fact
that if a verb is intransitive, the subject of a secondary predicate is nominative in Korean,
rather than Accusative as expected from the English point of view, is the result of default
case. Finally, Niina Zhang's 'On Nonprimary Selectional Restrictions' makes a proposal that
in computing nonprimary predication, verbs show a special type of c- and s-selectional
restrictions, which account for cross-linguistic and language-internal variations in the
constraints on category and semantic type of nonprimary predicates.

The contributions represent research on central syntactic and semantic topics that
throws light on properties of primary and secondary predication from different point of view.

Papers presented at the workshop that do not appear in this volume:

Primary Predicates as Matrix Small Clauses (John Frederick Bailyn)

The Recursion of Predication (Edit Doron & Caroline Heycock)

Building Complex Events in Hindi/Urdu (Miriam Butt & Gillian Ramchand)

Primitive Elements of Verbal Predicates: Evidence from Persian (Karine
Megerdoomian)

ZAS Papers in Linguistics 26, 2001



It has been a pleasure to be both an organizer of the workshop and an editor for this
volume. I thank all participants and local colleagues for contributing to the success of the
workshop, and the authors of this volume. I also thank Mathias Kriiger for making this first
online volume of ZASPIL possible.

I hope you will enjoy these papers as much as I did.

Berlin, December 20, 2001
Niina Zhang

ZAS Papers in Linguistics 26, 2001



Predication and Equation

David Adger and Gillian Ramchand
August 9, 2001

1 Introduction: Predication and the Syntax-Semantics
Interface

Natural language propositions are often considered to contain a thematic core expressing predicate argu-
ment relationships (often termed a small clause). Work exploring this idea has been foundational, both
to our understanding of clause structure (Williams 1980, Williams 1983a, Manzini 1983, Hoekstra 1984,
Bowers 1993, Stowell 1981 and many others) and the semantic construction of predicational relationships
(Higginbotham 1985, Rothstein 1995, Doron 1983, Rapoport 1987, among others). This paper defends the
view that there is an extremely tight relationship between the syntax and semantics of predication, and that
semantic predication always feeds off a syntactic structure containing a predicational head (following Bow-
ers 1993; Svenonius 1994). We do this on the basis of data from Scottish Gaelic, which appears to challenge
such a tightly constrained relationship between syntax and semantics. We show that this data, when under-
stood properly, actually provides extra motivation for this approach. This means that it is not necessary to
postulate different types of underlying structure to account for apparent differences in the interpretation of
predication (contra Rothstein 1995, Rapoport 1987, Pereltsvaig 2001).

More specifically, the view that we defend is that a clause consists of a predicational core where thematic
relations are licensed, and which is delimited by a head, Pred. Pred acts as the syntactic edge of the predi-
cational core (Chomsky 1998, Chomsky 1999) and its projection is surmounted by an articulated functional
domain containing heads which check formal features, trigger displacement, and mediate other important
grammatical and information structural properties of the clause. The predicational core itself is asymmetri-
cally constituted such that the ‘argument’ of the predicate constructed by the head and its complement sits
in the specifier position of the predicate phrase.

(1) FP

PredP
subj ect PArﬁ
Pred XP



This kind of view of the lower domain of clause structure developed from early work by Stowell (1981)
which took lexical categories themselves to be predicational. Once it is assumed that predication is medi-
ated through an (essentially) functional head (see, for example, Hornstein and Lightfoot 1987, Raposo and
Uriagereka 1990, Moro 1988), the question arises as to what may be the complement of this head. More
specifically, are there constraints upon the category, or the semantic type, of XP? A natural translation of
Stowell’s original insight into the current framework answers this question with a yes: the syntactic category
of XP is restricted to the set of lexical categories (N, V, A, P) and semantically these categories may all be
unsaturated, in the Fregean sense (see Higginbotham 1985).

The most pressing empirical challenge then becomes equative sentences. Equatives consist of two DPs
and a copular verb:

(2) Mairead’s songs are Micheal’s joy

Since DPs are not lexical categories, and since at least some DPs are usually assumed to be saturated
(Higginbotham 1985; Higginbotham 1987), it appears that we have a type of sentence which cannot be
reduced to the predicational structure outlined above.

One way of dealing with this problem, is to site the source of the two kinds of predication in the copular
verb be. This entails that the copula is ambiguous, appearing as both a semantically empty auxiliary, and as
a true verb signifying identity between its arguments (Higgins 1973, Rapoport 1987, Zaring 1996, Carnie
1997, Higginbotham 1987). From this perspective, (1) has a reading familiar from classical logic, where the
identity predicate is introduced by the copula:

(3) Mairead’'s-songs= Micheal’sjoy

Closely related to this idea are analyses where there are two different types of small clause, one un-
derlying equative sentences, and the other underlying predicative sentences (Heycock 1994, Carnie 1997,
Heycock and Kroch 1999), each with an associated logical representation. This idea divorces the kind
of predication from the copula itself, thus avoiding having to specify an ambiguous copula. However, it
weakens the tight one-to-one mapping between the syntax and semantics of predication represented by (1)
above.

An alternative is to reject the assumption that proper names and other DPs such as possessives and
definites are obligatorily saturated. This approach has been taken by Heggie (1988), Moro (1997) and,
for pseudo-clefts, Williams (1994). These authors argue that, in cases where two DPs appear in copular
sentences, one of them is semantically and syntactically the predicate, while the other is referential:

(4) (a) Jenny is the doctor.
(b) The doctor is Jenny.

Under this view, the doctor is the predicate in both these examples. Syntactically, the (b) example
involves raising this DP predicate to some higher position ([Spec, CP] for Heggie (1988), [Spec, IP] for Moro
(1997)). Heggie and Moro provide syntactic evidence (from extraction, cliticisation, pronominalisation,
focus effects etc ) that there is a syntactic asymmetry in these cases. This kind of analysis entails either that
we give up the PredP framework, or that somehow DPs may be the complement of Pred.

Assuming that we maintain the PredP framework, and that Pred always takes an unsaturated comple-
ment, we are forced to assume a more complicated picture of the relationship between the syntax and seman-
tics of nominal projections. We have to allow DPs to have more than one interpretation, since they can be
referential but also apparently predicative (Partee 1987). If DPs can be both predicative and referential then
we do not have an obvious way of maintaining a strict one-to-one mapping between the syntactic category
and the semantic type.



Summarizing then, there are two broad lines of attack on the problem of how to approach sentences
which contain two DPs: (i) adopt the idea that there are two kinds of predicational structure available,
correlating roughly with predicational and equative interpretations; (ii) take the perspective that there is only
one kind of predicational structure, but that the complement of Pred is not restricted to lexical categories.

English is one language where equative sentences and non-equative sentences have a similar surface
syntax (but see Heggie 1988 and Moro 1997 for a discussion of more subtle differences). In this paper we
address the fact that many other languages appear to use radically different morphological means which
seem to map to intuitive differences in the type of predication expressed. We take one such language,
Scottish Gaelic, and show that the real difference is not between equative and non-equative sentences, but is
rather dependent on whether the predicational head in the structure proposed above is eventive or not.

We show that the aparently odd syntax of “equatives” in this language derives from the fact that they
are constructed via a non-eventive Pred head. Since Pred heads cannot combine with non-predicative cat-
egories, such as saturated DPs, “equatives” are built up indirectly from a simple predicational structure
with a semantically bleached predicate. This approach not only allows us to maintain a strict one-to-one
syntax/semantics mapping for predicational syntax, but also for the syntax of DPs. The argument we de-
velop here, then, suggests that the interface between the syntactic and semantic components is maximally
economical — one could say perfect.

2 Scottish Gaelic Predicational Structures

One of the major arguments we present in this paper is that DPs cannot be the complement of Pred, a
fact, which if true, receives an explanation based on the function of the D-layer in a DP and the syntactic
requirements of Pred. We begin by outlining the syntax of clauses, and specifically predicative clauses in
Scottish Gaelic with a view to establishing this claim.

2.1 Basc clause structure

Scottish Gaelic is a language closely related to Modern Irish. It has a basic VSO structure, with the finite
verb preceding the subject and object. The arguments adduced by McCloskey (1983) to show that Modern
Irish VSO is derived from an underlying SVO order can be replicated for Scottish Gaelic (Adger 1996,
Ramchand 1997). We assume, therefore, that an example like the following has the structure indicated, with
the verb raising from its base position to some head within the functional domain of the clause.

(5) Chunnaic; Calum [ ¢; Mairi].
See-PAST Calum Mairi
‘Calum saw Mairi.’

The difference between Scottish Gaelic and more familiar SVO languages is just that in Scottish Gaelic,
the main verb raises to T while the the subject phrase remains in situ. Chung and McCloskey (1987) provide
a compelling range of arguments which show that in Irish, when the verb does not raise (because T is absent,
or filled with an auxiliary), the string containing the in situ subject and predicate behaves like a constituent.
Once again, the same arguments can be made for Scottish Gaelic (Ramchand 1997).

This general picture of Irish and Scottish Gaelic clause structure is uncontroversial. For concreteness,
however, we will translate these basic ideas and intuitions into a broadly Minimalist framework, following
the notation and some of the ideas of Pesetsky and Torrego (2000), Chomsky (1999) and Chomsky (1998).

The approach to clausal structure we will follow is roughly that of Adger (2001). We adopt the idea
that the VP domain is split into more than one head position (Larson 1987; Chomsky 1995b), and that the
subject is Merged in the specifier of a ‘little v’, which is a particular flavour of Pred.



We assume that heads and phrases consist of syntactic features, some of which are specified as unin-
terpretable. Uninterpretable features must be marked for deletion during the derivation, since they are not
tolerated by the interface systems of Spellout or LF-Interpretation. We notate a feature [F] as uninterpretable
by prefixing it with a u: [uF], following Pesetsky and Torrego (2000).

In addition to interpretability, features may also have an EPP property. The EPP property of a feature
[Frzpp] is satisfied by filling the specifier of the head which [F] sits on (H(F)) with some XP with which
F has Agreed, where the XP contains phonological material. This means that we adopt a view of the EPP
which sees it as a structural licensing requirement for particular heads which feeds into well-formedness
requirements of the spellout component. In some ways, EPP on a head is like an affixal-feature.

As far as head movement is concerned, we assume that if XP is the complement of H(F), then the head of
XP (H(XP)=X) moves and adjoins to H(F). Once again, we assume that the satisfaction of EPP is sensitive
to phonology, making EPP which attracts heads even more like a stray-affix requirement.

To implement the generalisation that some overt material always appears in T, we assume that T bears
an EPP feature as a sub-feature of its category feature [Tgpp] (following Pesetsky and Torrego 2000).
We follow Alexiadou and Anagnostopoulou (1998), who propose that languages differ in whether the EPP
feature of T is satisfied by movement to T or [Spec, TP], and assume that the parameter is set for T° in
Scottish Gaelic.

In Scottish Gaelic, the EPP feature of T can actually be satisfied in one of two ways. The first way
involves movement of the main verb from V throughv and up to T (as in (6, 7)).t

(6) Dh’ol Calum an t-uisge beatha.
Drink-PAST Calum the whiskey
‘Calum drank the whiskey.’

T vP
drank /\
DP Vv
Calum /\
\Y; VP

\ DP
the whiskey

The second way to satisfy the EPP feature of T involves the Merge of an independent lexical item
carrying pure tense features; compare (6) above with (8).

(8) Bha Calum ag ol uisge beatha.
Be-PAST Calum AsP drinking whiskey
‘Calum was drinking whiskey.’

1This movement is mediated by the relation of Agree and is driven by the existence of uninterpretable v and T features on V
and v respectively. See Adger (2001) for the details of the implementation in the Scottish Gaelic case.



In this example T is filled by the finite auxiliary shown in the example above, which is usually a form
of the verb bith, ‘be’. Bith is, in the traditional grammatical literature, termed the substantive auxiliary
and we will accordingly refer to these constructions as Substantive Auxiliary Constructions (SACs). The
SAC allows us to see more clearly the range of constituents which can appear in the PredP position of the
sentence. We demonstrate some of these possibilities in the following examples?:

(9) Tha Calum faiceallach.
Be-PRES Calum careful
‘Calum is (being) careful.’

(10) Tha Calum anns a’bhuth.
Be-PRES Calum in the shop
‘Calum is in the shop.’

In the above examples, we see an AP predicate and a PP in the predicate position. We will assume that
the subjects of these predicates are introduced by another variety of a little v head, which we will notate as
Pred (Bowers 1993, Svenonius 1994, Adger 2001). Pred contains only interpretable features and so does
not enter into an Agree relation with T. The EPP property of T’s tense features is satisfied by Merging in a
version of the substantive auxiliary bith.

(11) TP
A/T\
T PredP
is
DP Pred
Calum
Pred PP/AP
in the shop/careful

We adopt the same kind of analysis in the case of constructions where the little v head encodes some
aspectual property, such as (8) above:

2The forms bha and tha are respectively suppletive past and present versions of the substantive auxiliary.



(12) TP
is /\

A
I
A

drlnklng

Cdum

This approach predicts that the string Calum ag ol leann in (8) is a constituent independent of the appear-
ance of the substantive auxiliary, a prediction which is backed up by the appearance of [Subj AspP/AP/PP]
strings in small clause structures such as the tenseless absolutive construction in the following examples:

(13) Chunnaic mi Calumagus [e  ag ol leann].
See-PAST | Calumand [ him prog drinking beer ]
‘I saw Calum while he was drinking beer.’

(14) Chunnaic mi Calum agus [e  air a mhisg].
See-PAST | Calum and [him on his drunkenness]
‘I saw Calum while he was drunk.’

(15) Chunnaic mi Calumagus [e  uamhasach toilichte].
See-PAST | Calumand [him terribly happy]
‘I saw Calum while he was really happy.’

2.2 Nominal predication and the Substantive Auxiliary

We now turn to cases where the predicative core of the clause consists of two nominals. In such cases, a
simple NP predicate is barred:

(16) *Tha  Calum tidsear.
Be-PRES Calum teacher
‘Calum is a teacher.’

(17) *Chunnaic mi Calum agus [e  tidsear].
See-PAST | Calumand [him teacher]
‘I saw Calum while he was a teacher.’

Similar facts are noted for Irish by Chung and McCloskey (1987). In place of a simple NP predication,
we find a richer structure:



(18) Tha Calum “na thidsear.
Be-PRES Calum in+3sg teacher
‘Calum is a teacher.

(19) Chunnaic mi Calumagus [e  “na thidsear].
See-PAST | Calumand [him in-3Ms teacher]
‘I saw Calum while he was a teacher.’

The particle ‘na seen before the NP in these sentences consists, morphologically at least, of the preposi-
tion ann, “in,” incorporating a possessive pronoun which agrees in ¢-feature specification with the subject,
so as well as (18), we have (20):

(20) Tha mi ‘nam thidsear.
Be-PRES | in+1sg teacher
‘l am a teacher.’

Why should there be this extra material? Under the system of assumptions we have built up so far,
we might expect to be able to use the Pred head which cooccurred with APs, and PPs with NPs too, an
expectation which is clearly not met.

We put this difference down to the different denotational properties of NPs as opposed to PPs, APs,
and verbal constructions: NPs denote properties of individual entities, whereas APs, PPs and verbal con-
structions denote properties of individuals with respect to an eventuality. The idea that nominals lack an
eventiality variable in their logical representation has been argued for by Higginbotham (1985) and Parsons
(1990), among others. One way of expressing the distinction is to say that NP predicates are individual-level
in this language, while APs etc. are stage-level. We follow Ramchand (1996) in taking the SAC in Scottish
Gaelic to have an obligatorily stage-level type interpretation because the substantive auxiliary must bind an
eventuality variable, and thus will reject the use of NP predicates as the complement of the null Pred head.
Instead, the language employs an expletive prepositional head ann-‘in” which by virtue of being a P pos-
sesses an eventuality variable, and also selects an NP complement. This PP projection is now possible as the
complement of the null Pred head, which needs to bind an eventuality variable in its complement domain. In
essence all that the overt prepositional head does is semantically convert the NP into a stage-level predicate
with an appropriate variable position to bind (see Ramchand 1996 for details and evidence).?

The data we have presented so far does not constitute a challenge for the PredP approach to predication,
and, in fact, provides some support for the existence of a separate predicative head. NP predication uses the
same mechanisms as AP and PP predication, and in fact is unified with finite verbal structures at the right
level of abstraction. All of these structures involve a predicative head which introduces an external argument
and which enters into various feature-checking relationships with other heads and XPs in the structure.

However, it is worth noting at this point that, although NPs may be predicates within an SAC, DPs
cannot be:

(21) *Tha  Calum an tidsear.
Be-PRES Calum the teacher
‘Calum is the teacher.’

This is equally true in other constructions which take a PredP, such as the absolutive construction we
met earlier:

3Note here also that the aspectual heads found in Scottish Gaelic are also etymologically derived from a prepositional source,
suggesting the naturalness of this kind of diachronic reanalysis of preposition to event structural functional head from a language
internal point of view.



(22) *Chunnaic mi Calum agus [e  an tidsear].
See-PAST | Calumand [him the teacher]
‘I saw Calum while he was the teacher.’

(23) *Bhuail mi Calumagus[e  mo bhrathair].
Hit-PAST | Calum and [ him my brother]
‘I hit Calum while/though he was my brother.’

(24) *Bhuail mi Calum aguse [an caraid as fhearr agam].
Hit-pasT | Calum and him the friend best at-me
‘I hit Calum while he was my best friend.’

Unlike in the case of NP predication, there is no way of “saving” this structure by using some extra
morphological material, such as the ann particle we saw earlier:

(25) *Tha  Calum anns an tidsear.
Be-PRES Calum in the teacher
‘Calum is the teacher.’

Summarizing, then, whereas projections of lexical categories such as NP, PP, VP or AP may occur as the
complement of Pred, DPs cannot. We return to a more formal discussion of this restriction in section 4.2.

3 A Challenge: Inverted Copular Clauses (ICCs)

In addition to the Substantive Auxiliary Constructions, Scottish Gaelic has another, more unusual, way
of forming predicative structures. These constructions appear to involve the inversion of the predicate to
a position in front of the subject, and we will therefore refer to them as Inverted Copular Constructions
(ICCs). In Scottish Gaelic, inverted copular constructions are less productive than they were only a century
ago, and, except for (an admittedly large number of) idiomatic locutions, they have an archaic flavour, or are
high register.

3.1 Copular Inversion structures

Inverted copular constructions consist of the defective copula is/bu which is immediately followed by the
predicate and then the subject. This verb has only these two forms, in contrast to the substantive auxil-
iary bith, which inflects for four tenses (present, past, conditional, future). The form is is used when the
predication is present, while bu marks past, future or conditional®:

(26) Is  mor an duine sin.
Cop big that man
‘That man is big.’

(27) 1Is le Calum ancu.
Cop-PRES with Calum the dog
‘The dog belongs to Calum.’

41t may be that the functional head that appears within clauses of this type is not T at all, but a modal category signalling realis
vs. irrealis features. We continue to assume the T functional projection here for concreteness, and because nothing crucial hinges
on the particular properties of the functional head here.



The copular verb here is phonologically weak and cliticises to the following predicate. There is evidence
that the copula actually forms part of the onset of the syllable following it, suggesting it is incorporated into
the following phonological word. This evidence is of two types: the is form of the copula is pronounced
with a palatalised s sound when a front vowel follows, a process which happens within but not between
phonological words; if the copula is followed by an aspirated voiceless stop, this stop loses its aspiration,
following a general restriction on aspirated stops in word initial s-clusters.

Example (26) shows an adjectival predicate, while (27) shows a PP predicate. There is no alternative
order, with the subject preceding the predicate:

(28) *Is an duine sin mor.
Cop thatman  big
‘That man is big.’

(29) *Is ancu leamsa.
Cop-PRES the dog with+ me
“The dog belongs to me.’

As is shown by the translations, the predication in these examples is never tied to particular situations.
The ICC always signifies that the predicate is conceived of as holding inherently of the subject, rather than
accidentally. This contrast can be seen most clearly through examples like the following, where the use of
the past copula is only felicitous if Calum is no longer alive. This is explained if the ICC, in contrast to the
SAC, does not contain an eventuality variable. We return to the semantics of the ICC below.

(30) Is tidsear Calum.
Cop-PRES teacher Calum
‘Calum is a teacher.’

(31) Bu thidsear Calum.
Cop-pPAsT teacher Calum

‘Calum was a teacher.’

Notice that NP predication follows the same pattern as AP and PP predication: the copular verb is
followed immediately by the predicate, which in turn is followed by the subject.

A related restriction on the simple copular construction is that it does not tolerate bare existential subjects
(32).

(32) *Is mor duine.
Cop-PRES big a man
‘A man is big.’

The lack of an existential reading is expected, given the individual-level nature of the predication.® A
detailed analysis of the interaction between generic and existential interpretations of nominals and the rela-
tion to the individual-level/stage-level distinction is beyond the scope of this paper (but see Ramchand 1996
for an analysis of the relevant constructions in Scottish Gaelic). We merely note the restriction here, and
correlate it with the lack of eventuality variable in these constructions: we surmise that the default existential

51t is possible to have a generic reading of the bare nominal in this kind of sentence type. Ramchand (1996) shows that the bare
nominal is not independently kind-referring (i.e. this is not a case of D-genericity in the sense of Krifka et al. (1995)) but that the
generic reading arises from the binding of the individual variable provided by the nominal by a default Generic operator. Crucially,
only this operator is available in ICCs, while default existential closure is only possible in SACs.



closure found in stage-level propositions (Heim 1982, Diesing 1992) is responsible for the indefinite reading
of common nouns in those constructions. This is absent in the inverted copular clause because of the lack of
an eventuality variable.

The ICC might be thought to pose an immediate challenge for the PredP approach to predication, since
the predicate appears on the ‘wrong’ side of the subject. There is a debate in the literature as to the exact
analysis of these structures which we will only mention here (see Doherty (1996), Carnie (1995), Doherty
(1997), Ramchand (1996), Cottell (1997) for fuller exposition, and see Rouveret (1996) for discussion of
related questions in Welsh.) The two broad lines of attack can be characterised as follows: (i) these clauses
are completely different in their structure from SACs and are built up from different syntactic atoms; (ii)
ICCs are derived from SACs via inversion of the predicate phrase.

The empirical evidence which might allow us to choose between these two approaches is rather equiv-
ocal, and both approaches seem to be compatible with the data. In the interests of reducing predication to
a single structural configuration, we will pursue the second strategy. We assume that the copula is a mani-
festation of the Pred head, and that it encodes the peculiar semantics of this construction (see below for our
explicit proposal). The following shows the phrase structure we assume for sentence (33) below.

(33) Is leamsa an cu.
Cop-PRES with-me (emph) the dog
“The dog belongs to me.’

34) TP
=
T PredP
DP Pred
the dog /\
Pred XP
Copula %me

As before, we adopt the idea that T has the EPP property which must be satisfied by an element which
the tense feature Agrees with. The extreme phonological weakness of the copula means that it cannot, on
its own, satisfy the EPP property of T. This means head movement of the copula to adjoin to T does not take
place. However, the [uT] features of the copula are present on its projection, and so Pred’ raises into the
specifier of T. In essence the copula pied-pipes its complement to ensure that enough phonological material
is carried along to satisfy the EPP requirement of T.6

5Note that within a Bare Phrase Structure type theory (Chomsky 1995a, Chomsky 1995b) Pred’ is a syntactic object just like
any other, and so may move and target a position where it can satisfy the EPP requirements of T. Unlike Carnie (1995), we do not
assume that satisfaction of this requirement takes place adjoined to T° but rather to T’

10



(35) TP

_— ]

Pred; T
T PredP
DP t;
the dog

The ICC is reminiscent of a discussion in the literature about inverted copular structures in other lan-
guages. As mentioned in the introduction, Heggie (1988) and Moro (1997) argue that inversion of a predicate
takes place in copular clauses in English examples like the following”:

(36) (a) Jenny is the teacher.
(b) The teacher is Jenny.

In both of these examples, these authors claim that the doctor is the predicate and has raised to its surface
position, inverting over the subject.

However, although the ICC construction in Gaelic is reminiscent of these approaches, it cannot be
reduced to them for a number of reasons. Firstly, whereas this kind of predicate fronting is restricted to
definite DPs in English, as we have seen, it applies to all lexical categories except finite Vs in Gaelic. This
gives the following minimal contrast, where an indefinite or bare NP cannot be fronted in English, but must
be inverted in a Gaelic ICC:

(37) *(A) teacher is Jenny.

(38) Is tidsear Calum.
Cop-PRES teacher Calum
‘Calum is a teacher.’

(39) *Is Calum tidsear.
Cop-PRES Calum teacher
‘Calum is a teacher.’

Even more strikingly, the same generalisation that we saw with SACs also holds of ICCs: DPs are
incompatible with the predicate position of an ICC.

(40) *Is an tidsear Calum.
Cop-PRES the teacher Calum
‘Calum is the teacher.’

(41) *Is Calum an tidsear.
Cop-PRES Calum the teacher
‘Calum is the teacher.’

"We discuss the case of English constructions in more detail in section 5
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Note that constructions with the defective copula in Pred accept NP as well as AP and PP as comple-
ments. This copula, unlike the substantive verb, does not require an eventiality variable to bind but rather
predicates the property denoted by its complement directly of its subject.® We assume that NPs denote sim-
ple atomic properties (see Chierchia (1984) and (4.1) for fuller discussion) and propose that the semantics
of the defective copula is as follows:

(42) [is] = AxAx[holds(r, X)]

Here, 7 is the semantic type of simple properties. The copula’s function is to state that the property
denoted by its complement holds of its specifier. The lack of any variable signifying spatio-temporal location
is what results in the distinction in interpretation between the defective copula and the substantive one.®

We noted earlier that these constructions were not fully productive in Scottish Gaelic, and this is also
true in Irish for APs and PPs (Stenson 1981). We assume that this is because the defective copula in the
colloquial language is now highly selective of the lexical items with which it can combine. However, the
forms that do exist all conform systematically to the syntax and semantics we have outlined above, and our
informants possess robust intuitions about them.

3.2 A Further Challenge: Augmented Copular Constructions (ACCs)

We have now seen the two major ways of constructing predicational structures in Scottish Gaelic: the SAC,
where the predicate stays in situ unless it is a tensed verb, and the ICC where the movement of the copula
pied-pipes the copula’s complement, leading to an inverted structure. Both of these constructions can be
profitably analysed as involving the PredP structure discussed in section (1), and neither is compatible with
a DP predicate.

However, it is possible to join two DPs with the defective copula as long as an extra element appears.
This extra element is morphologically a third masculine singular pronoun, and is traditionally termed the
pronominal augment. We will therefore refer to these copular constructions as Augmented Copular Con-
structions (ACCs). In an ACC, the augment imediately follows the copula, which is then followed by the
two DPs:

(43) ‘'S e Calum an tidsear
Cop 3sg Calum (DP1) the teacher (DP2)
‘Calum is the teacher.’

Augmented copular constructions are not restricted to Scottish Gaelic and Irish. Pronominal elements
appear in copular clauses in Hebrew (Doron 1988); Arabic (Eid 1983); Polish (Rothstein 1986); Zapotec
(Lee 1999) and other languages. Our contention is that where such pronominals appear, they are the true
predicates of the construction, which means that one of the DPs is interpreted via a link with this pronominal.
We shall argue that this account both allows us to maintain a maximally simple relation between the syntax
and semantics of predication, as well as explaining a range of empirical properties of these constructions.

8The intuitive difference between SACs and the ICCs shown in this section could be described in terms of the stage- vs.
individual-level distinction of Kratzer (1995). However, we way we implement this does not involve a difference in lexical entries
of predicates. Rather, we follow Ramchand (1996) in seeing the difference as a syntactic/semantic property of the construction:
in the SAC the proposition involves the assertion of the existence of an event of a particular type; in ICCs, an atomic property is
predicated directly of an individual.

Note that this implies that APs and PPs also denote nominalised properties in these constructions. This seems to be the right
result: ICCs are fully productive in Irish for NPs but restricted in a fairly idiosyncratic way for APs and PPs. Where APs are
productive in this environment is in comparative forms, which have been independently argued to be nominalisations by Stenson
(1977) and Adger (1999). See section (4.2) for further discussion.
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ACCs have been previously addressed in the literature on Irish copular constructions. Carnie (1997)
argues that these constructions are true equatives, and that there is a null copula which takes two arguments
and equates them (see also Zaring 1996). Under this view, the pronominal element is simply an agreement
head (following proposals of Doron (1983) for Hebrew). Schematically, this analysis looks as follows:

0 /CP\
C TP
Is /\
T CopP
/\_
Agr DP Cop
Cop DP

This proposal appears to receive support from considerations brought to bear by Heycock and Kroch
(1999) who argue on the basis of sentences like (45), that true equatives really do exist:

(45) (a) Your attitude towards Jones is my attitude towards Davies.
(b) My attitude towards Davies is your attitude towards Jones.

In these examples it is difficult to treat one or the other of the two DPs as truly a predicate. Either
one can be the syntactic subject with little apparent difference in interpretation. If such sentences exist in
English, then one might be tempted to argue that this is what is going on in the Irish and Scottish Gaelic
ACCs. However, there are a number of arguments against going down this path. Perhaps most strikingly,
there is always an interpretive asymmetry between the two DPs in Scottish Gaelic (and also in Irish: see
Stenson 1981). In (46), the only interpretation is that DP2, Hamlet is the name of a role. If we swap the two
DPs around, it is impossible to interpret the sentence in the same way, even given world knowledge about
actors and parts in plays:

(46) ’S e Sean Hamlet a-nochd
Cop he Sean Hamlet tonight
‘Sean is (playing) Hamlet.’

(47) *’S e Hamlet Sean a-nochd
Cop he Hamlet Sean tonight
‘Sean is (playing) Hamlet.’

We see here a contrast with what happens in other languages. Williams reports that the inverted sentences
are fine in English (Williams 1983b), as does Pereltsvaig (2001) for Russian.

(48) Sean is Hamlet tonight.

(49) Hamlet is Sean tonight.

10

Owe will give our account of the differences between English and Scottish Gaelic in section 5.3. In fact, we will argue that there
are asymmetries in interpretation even in the English cases, which indicate syntactic and predicational asymmetries at work. But,
regardless of the analysis given to the English cases, the point here is that it is impossible to avoid the conclusion that there is no
identity predicate in the case of Scottish Gaelic.
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(50) Vysotskij byl Gamlet
Vysotsky-NOM was Hamlet-NOM
‘Vysotsky is (playing) Hamlet.’

(51) Gamlet byl Vysotskij
Hamlet-NOM was Vysotsky-NOM
‘Vysotsky is (playing) Hamlet.’

To further emphasise the point, an equality interpretation is simply not available in ACCs. This means

that an example like (53) is not an appropriate translation of (52). The paraphrase in (54) must be used
instead.

(52) Cicerois Tully.

(53) *‘Se Cicero Tully
Cop-PRES aug Cicero Tully
‘Cicero is identical to Tully.’

(54) ‘Se Cicero agus Tully an aon duine
Cop-PRES aug Cicero and Tully the same man.
‘Cicero and Tully are the same person.’

Aside from the semantic asymmetry, there are a number of other difficulties with an equality predicate
based approach to ACCs. Note that such an analysis makes these ACCs structurally identical to a true
transitive verb construction, with the second DP in object position. Given this, one would expect that the
first DP would behave just like the subject of a transitive verb, and the second just like an object. This
expectation is not borne out in a number of ways.

Firstly, certain temporal and speaker-oriented adverbs are barred from appearing between the subject
and object in a transitive sentence:

(55) * Chunnaic Mairi an uair sin Sean
See-PAST  Mairi then Sean
‘Mary saw Sean then.

(56) * Chunnaic Mairi gu fortanach Sean
See-PAST  Mairi fortunately Sean
‘Mary fortunately saw Sean.’

However, these adverbs may appear between DP1 and DP2 in an ACC:

(57) 'B e  Mairi an uair sin an tidsear
Cop-PAST Aug Mairi then the teacher
‘Mairi was the teacher then.’

(58) ’'S e  Calum gu fortanach Hamlet a-nochd
Cop Aug Calum fortunately Hamlet tonight
‘Calum is fortunately (playing) Hamlet tonight.’

Secondly, either the subject or object of a transitive verb may be questioned or relativised upon:

14



(59) Co; achunnaicthu t;?
Who saw you
‘Who did you see?

(60) Co; achunnaict; Calum?
Who saw Calum
“‘Who saw Calum?

However, speakers report that there are asymmetries in extraction from ACCs: DP1 is extractable, but
DP2 is not:1!

(61) Co an tidsear/Hamlet?
Who the teacher/Hamlet
Answer: ’s e Calum (an tidsear)/(Hamlet)

(62) ??Co Calum?
who Calum
(seeking the answer: ‘S e Calum an tidsear’)

In addition, interpreting the augment as agreement raises problems of its own: in Scottish Gaelic, agree-
ment is always in complementary distribution with overt DP arguments (see Hale and McCloskey 1984 for
Irish and Adger 1996 for Gaelic); if the augment were an agreement marker, it would be the only agreement
of its kind in the language.

The ACC then does look like a prima facie challenge for the strong claims made about the syntax and
semantics of predicational structures in the introduction. It cannot be reduced to a transitive construction,
and we have seen already that the Pred head in predicative constructions does not accept a DP complement.

We mention two further facts about ACCs that we believe any analysis of these structures should be able
to account for. Firstly, no analysis assimilating ACCs to transitive clauses with agreement accounts for the
generalisation that these structures have the property that the first DP after the augment is in presentational
focus and receives the main sentence stress. An extremely natural way of answering a wh-question like (61)
above is by using the appropriate ACC, with the new information occurring immediately after the augment.
It is impossible to answer this question with the DPs the other way around:

(63) CO an tidsear?
Who the teacher?
Answer: ’s e Calum an tidsear.

Answer: * ‘s e an tidsear Calum.

The focus properties of the ACC are especially striking considering that, in all other cases, nuclear stress
always falls on the rightmost stressable element of the final phrase in the clause, unless some dislocation
operation has taken place:

(64) Chunnaic Mairi SEAN
See-PAST Mairi Sean
‘Mary saw Sean.’

stenson (1981) reports that such asymmetries are also marked in Irish, although she does not give the same judgement as we
report here. All that we wish to emphasis is that there is a contrast between the behaviour of the ACC and that of simple transitive
clauses. The marked nature of these constructions appears to be dependent on their informational status, which, in section (4.4) we
tie down to their syntax.
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The second fact about ACCs is that they involve the same morphological material as ICCs. An analysis
which treats the ACC as involving an equality predicate misses this generalisation.

In the next section, we will argue that, despite appearances, we do not need to allow a different structure
for the kind of predication that involves two DPs. We will analyse ACCs as a subtype of ICCs, involving the
copula. We will argue that the augment is the predicate in these constructions, and that it inverts with the
subject in the same way that other predicates in copular clauses do. The difference between ACCs and ICCs
is not really the augment, it is rather the presence of an extra DP which is semantically linked to the augment,
in much the same way as DPs are linked to argumental pronouns in pronominal argument languages (see
Jelinek 1984).

4 Analysisof ACCs

At this stage, it is clear that definite DPs give rise to serious deviations from the normal predicational
structures found in this language. We will argue that the special status of these DPs derives from their
semantics, and moreover that the semantics of nominal projections is correlated with their syntactic status
within an articulated DP projection (Zamparelli 2000, Longobardi 1994). Firstly, we lay out our assumptions
concerning the number and type of projections found within the DP, assumptions based on Zamparelli
(2000). Then, we analyse the different types of nominal projection found in Scottish Gaelic and demonstrate
the way in which pronouns, proper names, and common nouns pattern together to the exclusion of definite
DPs. We use these results together with the semantics of the copula given in section (3.1) to motivate the
existence of pronominal predicates in copular constructions. Finally, we show how the analysis of ACCs as
involving a pronominal predicate related to a right-adjoined nominal phrase accounts for all the syntactic,
semantic and discourse related properties of the construction and allows us to maintain the idea that there is
only one underlying predicational structure in the language.

41 The Semanticsof DPs

We follow Zamparelli (2000) in decomposing the DP into different layers of functional projection. Zampar-
elli argues on the basis of a wide range of data from English and Italian, that (i) three distinct semantic types
can be distinguished within nominal projections, and (ii) these semantic types correlate with distributional
and morphological facts to motivate a straightforward one-to-one mapping between syntactic projection and
the semantics. These levels of projection and their semantic correspondences are shown below in (65).

(65) SDP,
/\
SD PDP. s>
A
PD KIP,
N
NP

According to Zamparelli, the only truly referential part of the nominal projection is the element heading
the Strong Determiner Phrase (SDP) position. At this level the DP is of semantic type e. > The PD
projection is the site of numerals and of certain types of adjectives, it is a Predicative Determiner Phrase of

27amparelli assumes, in addition, that all quantified phrases raise at LF, leaving behind a variable of type e. We will not be
concerned with quantified NPs in this paper.
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type (e, t). The KIP, the Kind Determiner Phrase, is the phrase which denotes an atomic property, or a kind
(related to the nominalised properties of Chierchia (1984)). We have already appealed to such a semantic
type in our discussion of the semantics of the defective copula. There, we proposed that the defective copula
is/bu takes an atomic property of type = as its argument and predicates this property of its subject.

Thus, Zamparelli argues for the following correspondences between projections in nominal phrases and
their syntactic/semantic distribution:

e SDPs are referential, and only they can appear in argument positions
‘Thedog is barking.’

e PDPs are predicative and can appear in certain contexts which host, for example, APs
‘Fido is adog.’

e KIPs represent pure properties, and can appear, for example, as the complement of the ‘kind of’
construction in English.
‘This is a friendly kind of dog.’

We adopt this basic proposal, that there are layers of projection within the nominal phrase, and that
these layers correspond to distinct semantic types in a one-to-one fashion. This proposal clearly fits in
well with the general perspective on the syntax semantics interface that we adopt. We will show that, for
Scottish Gaelic, at least two of these levels can be independently motivated: the referential SDP level, and
the property-denoting or KIP level .3

The semantics associated with SDP and PDP are familiar enough. We assume a semantics for the head
Kl of KIP which results in KIP denoting an atomic property:

(66) [ KI] = Ax[em: where 7 is the relevant distinguishing property associated with x]

Take a case where the head of KIP combines with the lexical root dog. Once the KIP layer has been
projected, we have the following semantics:

(67) [KIP] =[r: where 7 is the relevant distinguishing property associated with dog]

Other approaches are compatible with what we will say below, as long as the KIP denotes some kind of
an atomic type associated with spatio-temporarily undifferentiated properties (see Carlson 1977, Chierchia
1984 for different approaches).

Within Zamparelli’s system, there are a number of different ways in which the referential level of projec-
tion (the SDP) can be instantiated in natural languages. Firstly, languages may come equipped with lexical
determiners that are of category SD. It can also be argued that some pronouns, e.g. clitic pronouns in Ital-
ian, are base generated in SD (see Cardinaletti 1993 for a proposal along these lines). Secondly, some Ns
can bear a feature which allows them to raise from the lowest position to fill the SD slot of the extended
projection. This is plausibly the case with proper names and some pronouns (cf. Longobardi 1994). A third
possibility is the insertion of an expletive determiner in the SD position, if one exists in the lexical inventory

B\We will not make use of Zamparelli’s PDP projection in what follows. In our analysis, nominal phrases have only two distinct
semantic types: property-denoting or individual denoting. The PDP layer, if it exists in Scottish Gaelic, appears to be syntactically
and semantically inactive and we have been unable to identify any empirical effects. However, the analysis we will develop is,
with minimal elaboration, broadly compatible with the existence of such a projection. If it truly turns out to be the case that PDP is
always inactive in Scottish Gaelic, then this raises interesting questions about the limits of syntactic and semantic variation language
allows. In our system, the projection that is interpreted as being of type <e,t> is PredP, and it can select for any projection which
is property denoting, regardless of its syntactic category.
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of the language.’* In the case of common nouns, a null expletive head can be generated to create SDPs when
found in argument position. In general within this framework, null expletive SD heads need to be bound by
anaphoric reference or default existential closure to be semantically well-formed (see Zamparelli 2000:sec
4.4).

Within this overall framework, we will argue that Scottish Gaelic nominals come in two flavours: SDP
and KIP. Crucially, we will show that pronominal elements may be bare KIPs in positions where they are
not arguments. This will open up the way to an analysis of ACCs.

4.2 Nominal Projectionsin Scottish Gaelic

In comparing Scottish Gaelic nominal phrases with their English counterparts, the most obvious difference
is that Scottish Gaelic possesses an overt definite determiner (see (68)), but no indefinite one (69).

(68) an tidsear - the teacher
(69) tidsear - a teacher

The form in (68) is obligatorily definite, and as we have seen, may never appear as the complement
of Pred in a small clause selected in SACs by the substantive auxiliary bith (70) (unlike nominal phrases
headed by “the in English), or as the complement of the copular Pred head is in ICCs (71).

(70) *Tha  Calum an tidsear.
Be-PRES Calum the teacher

(71) *Is an tidsear Calum.
Cop-PRES the tidsear Calum

From this evidence, we infer that Scottish Gaelic definite determiners are base generated in SD, and that
DPs headed by such determiners are obligatorily SDP and can only appear in non-predicative positions. In
particular, they can never denote properties and therefore never appear as the complement to Pred.

On the other hand, a bare determinerless nominal can have the meaning of either a nonspecific indefinite
(72), or a specific indefinite (73):

(72) Tha mi a’lorg tidsear.
Be-PRES | seeking a teacher
‘I am looking for a teacher.’

(73) Bha tidsear ann an seo a-raoir.
Be-PAST a teacher in here  last night
‘There was a teacher in here last night.’

This indicates that determinerless nouns in Scottish Gaelic can also project to full SDPs and appear in
argument position. In general then, nominals may project the SDP layer in argument positions. Nominals
with overt determiners are obligatorily SD by virtue of the category of the determiner, while bare nominals
project to SD by virtue of the fact they are in argument positions.

14Zamparelli argues that some dialects of Italian possess such null expletive determiners for proper names, as opposed to others
which raise proper names to SD.
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We implement this observation by adopting Zamparelli’s idea that certain DPs may contain expletive
determiners in SD. Bare NPs in argument position contain an SD layer with an expletive determiner. The
projection of SD in argument positions can be forced by assuming that SD is the locus of Case features in the
language. Since DPs in argument positions require Case, they have to project to SD. Recall that the ability
of the bare noun to get an existential interpretation (whether specific or not) is dependent on the existence of
an eventuality variable in the representation. The binding of the individual variable introduced by the null
expletive SD head in these cases is achieved via default existential closure triggered by the existence of an
eventuality variable. Recall also that in individual-level constructions (specifically, the ICC), bare nouns are
impossible as existential subjects of predication, due to the lack of an appropriate binder that semantically
identifies the variable supplied by the SD head.

In addition to its use as an argument, the bare noun can also appear as the predicate in the SAC (74)
and in these circumstances the particle ann inflected with ¢-features appears. We showed in section (2.2)
that whereas adjectives and prepositions could provide an event variable for the null Pred head to bind, an
expletive prepositional head is required with nominals, since nominals lack an eventuality variable of their
own. This expletive prepositional head appears as na in (74).

(74) Tha Calum “na thidsear.
Be-PRES Calum in+agr teacher
‘Calum is a teacher.’

We assume, then, that bare nouns are KIPs where the function of the Kl head is to turn the lexical
concept expressed by the root into a property, in the way discussed in (4.1). In (74) Pred combines with a
bare KIP and adds an eventuality variable into the representation. Note that the complement of Pred is not a
Case position, and so no expletive SD is generated.

Bare KIPs may also appear as the complement of the defective copular Pred head in the ICC (75),
where they are again Caseless. We argued in section (3.1) that the Pred head in an ICC does not contain an
event variable but rather predicates the atomic property directly of its subject, leading to an interpretation
analogous to the individual level predication of Kratzer (1995):

(75) Is tidsear Calum.
Cop-PRES teacher Calum
‘Calum is a teacher (by vocation).’

We will assume that APs and PPs also combine with the Kl head in ICC constructions, and that this
combination is lexically restricted, accounting for the differential productivity of these categories. The KI
head nominalises the eventuality-bearing predicate expressed by the AP or PP. As mentioned in section (3.1)
there is independent evidence for the idea that APs and PPs are nominalised in ICCs.

In summary, then, nominal projections in Scottish Gaelic are either SDPs, in which case they are may
appear in argumental positions, or they are KIPs, in which case they occur as the complement of some Pred
head.

The next main categories of nominal we need to examine are proper names and pronouns. Once again
there is cross-linguistic variation in how these elements are syntactically represented. There are at least
three ways in which pronouns and/or proper names can give rise to SDPs in Zamparelli’s sense: (i) they
could be base generated in SD (as in the case of Romance clitic pronouns); (ii) they could possess a null
expletive determiner (as in some varieties of Italian) or (iii) they could raise from the base position to the
SD functional head. If (i) were the case, we would expect pronouns and proper names to pattern with DPs
headed by overt determiners in Scottish Gaelic in not appearing as the complement of a Pred head. However,
if either (ii) or (iii) is the case in Scottish Gaelic, then we would expect that they would pattern with bare
nouns in allowing the less articulated property-denoting projection, side by side with the full referential
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projection of SDP. SDP would be obligatorily projected in positions where the pronouns check Case, while
KIP projections would be licensed elsewhere.

We show that the evidence is that pronouns and proper names do not pattern with the full determiner
nominals of the type shown in (68). In what follows, we will concentrate on the analysis of pronouns, since
they will be crucial to our analysis of the augment in ACCs, but we will also make passing reference to the
facts concerning proper names as well.

4.3 Pronominal Predicates

There is interesting evidence that pronouns in Scottish Gaelic are not generated directly in SD. This evidence
comes from a peculiar agreement marking on prepositions (see Adger 2000 for fuller discussion of the
contexts for prepositional inflection).

Consider the following paradigm. In Scottish Gaelic, prepositions change form depending on whether
the DP following them contains an overt determiner. Thus, in (76) we see a preposition ri, ‘with’ in its plain
form; while (77) shows what we will call its D-agreeing form ris when it occurs with a determiner headed
nominal.

(76) ri tidsear
with-INDEF. tidsear
‘with a teacher’

(77) ris an tidsear
with-DEF. the teacher
‘with the teacher’

(78) ris na tidsearan
with-DEF. the-PL teachers
‘with the teachers’

(79) *ri an tidsear
with-DEF. the teacher
‘with the teacher’

The same agreement appears on prepositions with the determiner gach, ‘each/every’:

(80) ris gach tidsear
with-DEF. the teacher
‘with each teacher’

(81) *ri gach tidsear
with-DEF. the teacher
‘with the teacher’

D-agreement does not occur with bare nouns (76), or with nouns which have adjectival quantifiers or
numerals:

(82) ri/*ris  moran tidsearan

with-DEF. many teachers
‘with many teachers’
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(83) ri/*ris  tritidsearan
with-DEF. three teachers
‘with three teachers’

We will not develop an analysis of this construction here (see Adger (2000)), but will simply appeal to
the generalisation that D-agreement appears on the preposition when there is an overt element in SD. Under
the analysis developed in section (4.2), bare NPs contain a null expletive determiner in SD, and so do not
trigger D-agreement.

With pronouns, the parallel cannot be made in its most straightforward form, since pronominal objects
of prepositions in PPs always appear as pro with agreement appearing on the preposition (84).

(84) rium
with-1SG ‘pro’
‘with me’

(85) rithe
with-3FsG “pro’
‘with her’

The presence of ¢-features on the preposition means that it is impossible to determine whether the
following pro is triggering D-agreement. However, there is another context where D-agreement shows up,
and where the nominal is not the actual complement of the preposition. The contexts in question concern
sentences which contain what looks like the equivalent of exceptionally case marked subjects. Consider
(86) below, where the preposition ri selects a whole clausal complement, and appears in its ris form with
the determiner-headed nominal in subject position of the non-finite clause. See Adger (2000) for motivation
for this structure:

(86) Dh’fheuch mi ris [an leabhar a leughadh].
try-PAST | with-DEF [the book to read]
‘| tried to read the book.’

Crucially, when the subject of the nonfinite clause is a bare nominal, the preposition ri reverts to its bare
form (87).

(87) Dh’theuch mi ri [leabhar a leughadh].
try-PAST | with-INDEF. [book to read]
‘| tried to read a book.’

The interesting case for us is what happens when the subject of the nonfinite clause is a pronoun: it turns
out that the preposition retains its bare form (88).1°

(88) Dh’theuch mi ri [esan a bhualadh].
try-PAST | with-INDEF. [he-EMPH to hit]
‘| tried to hit HIM.’

All of these nominals are SDPs since they appear in argument positions. However, since pronouns in
Scottish Gaelic do not trigger a change in prepositional form, they are not base generated in SD nor do
they obligatorily raise there, unlike clitic pronouns in Romance. This eliminates options (i) and (iii), set

B\We use the emphatic form of the pronoun here, because the non-emphatic pronoun is obligatorily realised as proin this position.
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out at the end of section (4.2) and suggests an analysis where pronouns occurring in argument positions are
SDPs by virtue of a null expletive determiner.1® This predicts that in contexts where Case is not checked, it
should be possible to find pronouns in KIP, with a property denotation. The relevant context is of course the
complement position of Pred. This prediction is confirmed: pronouns are well-formed in the complement
position of the copular Pred head, as the examples in (89) and (90) attest.'’

(89) Is mise Catriona.
Cop-PRES me  Catriona
‘l am Catriona.’

(90) Is iadsan na h-oileanaich.
Cop-PRES they  the students
“They are the students.’

On the other hand, pronouns cannot appear as the complement of the null Pred head found in bith
clauses, as we saw in section (2.2). We repeat the example here:

(91) *Tha  Calum mise.
Be-PRES Calum mise
“??Calum is me.’

However, this is straightforwardly accounted by the fact that pronouns are implausible stage-level pred-
icates; interpretations constructed by combining a pronoun with an eventuality variable are pragmatically
ill-formed. Interestingly, it is marginally possible to force proper names to appear in an SAC in special
contexts, where a spatio-temporally bound interpretation is forced, such as the following:

(92) Tha e naEinstein an diugh.
Cop-PRES he in-his Einsten today
‘He’s being an Einstein today.’

This contrasts sharply with the ungrammatical cases with SDPs we saw in (2.2), where it is not even
clear to native speakers how to do the appropriate morphology.

To summarise, the morphology and distribution of pronouns in this language is consistent with them
allowing both KIP and SDP syntax, showing that they are not generated in SD. Assuming that pronominals
are really functional categories, it follows that they are simply Kils in Scottish Gaelic. The particular inter-
pretation we associated with KIPs in section (4.1) can be straightforwardly carried over to pronouns, with
the caveat that there is no root category for the KIP to attach to. We suggest the following interpretation for
pronouns:

(93) [ KIP ] =[ ¢vw: where 7 is the relevant distinguishing property associated with some contextually
given individual x]

where the interpretation of x is filled in by the context, and constrained by the grammatical features of
the pronoun. Given the interpretation of the defective copula that we motivated in section (3.1), an example
like (90) has a paraphrase like that in (94):

®The data from proper names is exactly the same as for pronouns here: no D-agreement is triggered either in the simple PP
cases or in the nonfinite clause cases.

YProper names, on the other hand are never good in this position in SGaelic. This is not surprising, given the highly restricted
set of lexical items that can be selected by the copula in the modern language.
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(94) “The relevant distinguishing property associated with a plurality of some contextually given individu-
als’ holds of ‘the students’

In this particular case, the relevant distinguishing property might be identified via deixis, or anaphora,
depending on the context of the utterance.

In the next section, we exploit this set of ideas about simple copular clauses to provide a natural (but to
our knowledge novel) analysis of the Augmented Copular Construction.

4.4 The Syntax and Semantics of ACCs

Recall the analysis we developed for ICCs in section (3.1). The idea was that the defective copula headed
PredP, and combined with a property denoting element. We gave the following rough semantics to the
copula:

(95) [is] = AmAx[holds(r, X)]

In order to satisfy the EPP property of T, the copula raises and pied-pipes its complement, ending up in
the specifier of TP. This means that an example like (96) has a structure like that in (97):

(96) Is tidsear Calum
Cop-PRES teacher Calum
‘Calum is a teacher (by nature or vocation).’

(97) TP
_—
Pred; T
Cop teacher
T PredP
DP t;
Calum

The bare nominal here is a KIP, is the complement of the copula, and raises with it to the specifier of TP.

Now recall that we have shown that pronouns may be KIPs with a KIP interpretation. Our expectation is
that pronominals may also occur as complements to the defective copula, and we saw cases of this in section
(4.3). If we take an unmarked, third person masculine pronoun, we predict the following well-formed
structure:

]

(98)

TP
Pred; T
T PredP
A
DP t;
Calum
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This derivation, under the assumptions we have defended so far, predicts the well-formedness of (99),
with the interpretation in (100):

(99) ‘Se Calum.
Cop-PRES Aug Calum
‘It’s Calum.’

(100) “The relevant distinguishing property associated with some contextually given individual’ holds of
‘Calum’.

In fact such sentences are perfectly well formed, and are used as answers to wh-questions, or as excla-
mations to introduce someone after some event has taken place (such as someone knocking at the door).
Clearly the interpretation given in (99) is exactly correct for these situations. In wh-questions, the relevant
distinguishing property is that given by the stated content of the question, while in the exclamation case it is
supplied directly by the context.

This particular result immediately offers us a way of understanding ACCs: the augment is no more
than a pronominal generated in the complement of Pred, with exactly the interpretation of a KIP pronoun.
The DP which appears immediately after the augment is simply the subject of the construction, while the
second DP is right adjoined. The right adjoined DP’s function is to explicitly identify the *contextually given
individual® in the semantics of the pronominal augment with overt linguistic material.

The way that this identification takes place is via a purely semantic operation, akin to cross-sentential
anaphora, or apposition. The adjoined SDP fills in information within the semantic representation of the
pronoun without reference to any syntactic agreement or coindexing information, in much the same way as
certain appositional phrases can. See (101) in Spanish (and its English translation) for a situation where the
subject pronoun and the coreferential left-adjoined phrase are mismatched in number and person features.

(101) Las mujeres somos contentas.
The women ‘pro’-1pL/F be-1PL happy
‘We, the women are happy.’

The operation of referential identification of the augment with the right-adjoined DP is a case where the
semantic mechnisms and the syntactic specification is decoupled. Although the mapping between the syntax
and the semantics is tightly constrained, there are purely autonomous semantic operations which establish
this kind of effect.

Take an example like (102):

(102) 'S e Calum Hamlet.
Cop he Calum Hamlet
‘Calum is Hamlet.

The interpretation predicted is given in (103):

(103) “The relevant distinguishing property associated with some contextually given individual’ holds of
‘Calum’.
Where: The contextually given individual is referentially identified with ‘Hamlet’.

Clearly this interpretation, in conjunction with world knowledge about what names are parts in plays,

gives the right meaning for the example. If the two DPs are swapped around, the sentence is perfectly
grammatical, but clashes with our word knowledge, and appropriate contextualisation renders it perfectly
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acceptable (if, for example, Calum is a part in a play and Hamlet is an actor). In general, the meaning of the
second DP forms part of a property description, which accounts for the role interpretation.

This approach also correctly explains the fact that ACCs can never have the meaning of pure identity
statements, and require the paraphrase discussed in section (3.2). There is no identity statement in the
semantic representation which is built up on the basis of the syntactic atoms and they way they have been
combined. Instead, there is always a predicational asymmetry stemming from the fact that an ICC ascribes
a property to an individual.

In addition to correctly predicting the interpretational asymmetries observed in ACCs, the idea that the
second DP is adjoined rather than being a true argument explains the fact that adverbs may occur between
the two DPs of an ACC, in contrast to the impossibility of adverbs between the subject and object of a
transitive sentence. We repeat the relevant data here:

(104) * Chunnaic Mairi an uair sin Sean.
See-PAST  Mairu then Sean
‘Mary saw Sean then.

(105) 'B e  Mairi an uair sin an tidsear.
Cop-PAST Aug Mairi then the teacher
‘Mairi was the teacher then.’

The adjoined nature of this second DP also explains why it does not take the primary sentence stress,
in apparent violation of normal clausal stress patterns in the language. The semantic function of the DP
is to provide information usually given by the context, since this is the interpretation of the augment. As
such, this DP signifies backgrounded information, and is destressed. The same fact accounts, of course,
for the focus properties of this construction. Since there are essentially only two major constituents in the
proposition, and one is destressed, the other is obligatorily in focus. It is this that also accounts for the strict
constraints on the two DPs in an ACC which answers a wh-question:

(106) Co an tidsear?

Who the teacher?
Answer: ’s e Calum an tidsear.

Answer: * ‘s e an tidsear Calum.

Since the DP immediately after the augment (the subject) is in focus, only it can felicitously serve as the
element that introduces the new information required by the fact that the utterance is being used to answer a
wh-question.

The analysis we present here also explains why only a definite DP can appear in the second position in
an ACC:

(107) ‘Se Daibhidh *tinn/*tidsear/an tidsear.
Cop-PrRES aug David  sick/teacher/the teacher
‘Its David who is *sick/*a teacher/the teacher.’

(108) “The relevant distinguishing property associated with some contextually given individual’ holds of
‘David’.
Where: The contextually given individual is referentially identified with “the teacher’.

Since the function of the pronominal predicate is to provide a property containing reference to an in-
dividual which needs to be contextually specified, the role of the right-adjoined element is to identify that
individual. Thus, the right adjoined element must be an SDP. Recall that bare NPs are KIPs and only project
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to SDP when they are arguments (a fact which is perhaps related to Case). This means that an SD determiner
must be present in the adjoined DP, or else the adjoined DP would not be referential, and would not be able
to identify the relevant individual.

Finally, the restrictions on the subject of an ACC also follow directly on our account. The defective
copula states that a property holds of some individual, as an inherent fact. Thus, the subject of such a clause
must be individual denoting. We saw that in the simple ICC construction, the subject position had to be
a name or a determiner-containing definite because of the restriction of bare NPs to eventive predication.
That restriction carries over straightforwardly to the first Nominal of the ACC, since under our analysis this
position is identical to the Subject position of a simple ICC.

The approach we have developed here is remarkably successful in explaining a range of semantic and
syntactic facts about the ACC which appear, at first, to be seemingly unrelated. Furthermore, it does so on
the basis of plausible and independently motivated syntactic and semantic specifications for the constituent
parts of the ACC, so that the apparently peculiar properties of the ACC are all reduced to well-motivated
properties of other constructions. Perhaps most importantly, the ACC no longer constitutes a challenge, in
this language at least, to the idea that predication is always constituted via the same basic syntactic structure.

5 Linguistic Variation in Copular Constructions

The hypothesis we have been exploring here is that apparently different types of predicational structure all
reduce to one underlying case. In Scottish Gaelic, the differences arise because of the particular semantic
specification of the predicational head (whether it is eventive or not) and its syntactic and phonological
properties (how and where it satisfies EPP). This particular language has no identity predicate and obligatory
projection of SDP. The use of a pronominal predicate to link two DPs is one of the strategies that can be
followed. In this section we explore how this strategy might be adopted in slightly different guises by a
range of other languages.

51 Polish

Polish marks the distinction between temporary/accidental properties and inherent properties not with differ-
ent copulas, but rather via case marking. A predicate NP or AP which is eventive is marked with instrumental
case (109), while an individual-level predicate is marked with nominative (110):

(109) Ewa jest studentka.
Eva be-PRES student-INSTR.
‘Eva is a student.’

(110) Ewa jest studentka
Eva be-PRES student-NOM
‘Eva is a student.’

Rothstein (1986) describes the difference between the two examples above in the following way: the
instrumental version is the neutral unmarked version of the sentence; while the nominative one is more
affective and indicates a closer psychological identification of the subject with being a student. Here, we
assume that the verb byc-‘be’ in Polish is simply a tense carrying functional head. Under the system we
have developed here, two different predicational heads are implicated in this distinction. The eventive head
checks instrumental case of its complement, while the non-eventive head (corresponding to the defective
copula in Scottish Gaelic) checks nominative. Interestingly, like the Scottish Gaelic ICCs, the structures
shown in (110) are reported to be more restricted than the ones of type (109), although, again like Scottish
Gaelic they are commonly used for simple statements of identity such as ‘I am Janek’ (111).
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(111) Janek jestem.
Janek-NOM be-PRES1SG
‘I’'m Janek.’

When two definite DPs are to be identified, neither of these structures is possible. Instead, Polish requires
the use of a pronominal demonstrative element to link the two SDPs, as in (112), but allows by¢-‘be’ plus
the instrumental case when the ascription is predicative (113).

(112) Ta pani to premier Anglii.
This woman DEM-3sm premier-NoM England-GEN
“This woman is the premier of England.’

(113) Ta pani jest premierem Anglii.
This woman be[PRES, 3sMm] premier-NoM England-GEN
“This woman is a premier of England.’

Under the analysis proposed in this paper, the use of a pronoun in precisely these identificational contexts
is not accidental, but derives from the strategy of using pronominals to construct predicational structures,
while allowing them to be referentially identified with the predicationally inert SDPs in the language.

5.2 Modern Hebrew

Another well known case of a language in which pronouns are implicated in the construction of identity
statements is Hebrew. Once again, we suggest that the existence of the pronoun is not accidental but derives
from a strategy similar to the one we have already seen for Scottish Gaelic.

To summarise briefly, nominal sentences in the present tense contain a third person pronoun as shown
in (114) below.

(114) dani  hu more.
Danny pron-3MsG teacher
‘Danny is a teacher.”

Doron (1983) argues that the pronoun is not a tensed verb, but is simply the realisation of agreement
features and is located in Infl. In Hebrew, the pronoun is optional in many situations, but there are contexts in
which the deletion of the pronoun is not possible. Many researchers (Doron 1983, Rapoport 1987, Rothstein
1995) have argued that the descriptive generalisation is that the pronoun is obligatory in identity predications
such (115), but optional in predicatives such as (116).1

(115) ha-horim Seli ~ *(hem) shira ve-yosi kats
the parents mine pron-3MpPL Shira and Yosi Kats
‘My parents are Shira and Yosi Kats.’

(116) Bill Clinton xaxam /ba-xeder Seli /more le-"anglit
Bill Clinton wise /in the-room mine /teacher to-English
‘Bill Clinton is wise/in my room/an English teacher.

However, Greenberg (1997), Greenberg (1998) points out that this descriptive generalisation is not quite
right. There are other contexts in which the pronoun is obligatory where there is no statement of identity
being made. Consider the contrast between (117) where the pronoun is obligatory and (118), where it is not.

8The data here is taken from Greenberg 1997.
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(117) zmaxim *(hem) yerukim
plants pron-3mMPL green
‘Plants are green.’

(118) ha-zmaxim ha-ele (hem) yerukim
the plants these  pron-3MPL green
‘These plants are green.’

Greenberg claims that the crucial generalisation is that of genericity, with the pronoun being the “overt
syntactic marker of genericity” in this language.

There are problems with both sorts of descriptive claim here. On the one hand, the proposals of Doron
(1983), Rapoport (1987) and Rothstein (1995) cannot account for why the pronoun is obligatory in these
generic contexts, while it is mysterious under the system developed by Greenberg (1998), why the pronoun
should be obligatory in non-generic identity contexts.

The analysis we have proposed in this paper has the virtue being able to unify the two contexts straight-
forwardly. First of all, notice that in Scottish Gaelic, both identity statements and attributions of a permanent
property to an individual are constructed using the defective copula, is, not the substantive auxiliary. They
form a natural class because they both involve property predication over an individual as opposed to involv-
ing an eventuality variable.

The difference between the identity statements (ACCs) and the simple property predications (ICCs) is
that the former involves the postulation of a pronominal predicate to mediate the relation between the two
SDPs while the latter does not. This is because of the strict syntactic and semantic requirements of Pred.
In accounting for the Hebrew data, we need only assume that grammaticalisation has led to reanalysis of
this pronominal predicate, and that the pronoun hu (in its various forms) is now actually just a spellout
of agreement features on the null copular Pred head in the present tense. In essence, a Hebrew example
with the pronominal is just like a Scottish Gaelic example with the defective copula. This captures the
interpretational similarities between the two constructions.

What of the apparent equative sentences? The system we have developed predicts that there is a null
pro predicate in the structure in these cases, perhaps related to Hebrew’s pro-drop status. Our hypothesis is
that the null present tense true copula (that is, the non-eventive Pred head) is an obligatorily agreeing form,
while the null present tense substantive auxiliary (which simply satisfies requirements of T) is not.

The cases in Hebrew where the agreement is optional are all cases where the predication can be con-
structed using either a situational variable or a simple individual variable as the subject of the predication.
Recall that in Scottish Gaelic, predication using adjectives and predicative nominals could be formed using
both the ICC and substantive SAC construction types. The following examples from Greenberg (1997) make
clear the difference in interpretation. In (119), with the pronominal form, we are unambiguously ascribing
the property of blueness to the sky, where the latter is conceived of as a spatio-temporally unbounded indi-
vidual; while in (120), without a pronoun, the statement is about the present situation, where the sky happens
to be blue.

(119) ha-Samayim hem kxulim
the sky pron-3mMPL blue
“The sky is blue (in general, by its nature).’

(120) ha-Samayim kxulim.

the sky blue
“The sky is blue (now, today).’
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The analysis we have proposed for Scottish Gaelic therefore has the striking property that it can unify
the contexts in which the hu form appears in Hebrew—a unity absent from previous accounts of the phe-
nomenon. It also offers a natural reason for why it is the pronominal form hu that has ended up being the
etymological source of predicate agreement in copular contexts.

5.3 English

The hypothesis we have been defending in this paper is that predicational constructions all reduce to the
same syntactic/semantic type: there is a Pred head which takes a property as its complement. the Pred head
may either be eventive or non-eventive, but its basic function is the same in either case. The selectional
requirements of the Pred head are always for a property denoting complement. It follows from the strongest
version of this hypothesis, that no language should have a pred head which takes a complement of SDP type.
This means that Pred can never encode an identity predicate.

This naturally raises a question for English, where it has been argued by various researchers, either that
the verb be itself is ambiguously an identity predicate (Higginbotham 1987), or that one of the small clause
types in English involves an identity predicational head (Heycock and Kroch 1999).

The first obvious difference between English and Scottish Gaelic, is that, in the former language, nomi-
nals headed by many determiners (e.g. the and a) can also appear in predicative contexts. The evidence from
small clause complements of a verb like consider shows that there are environments which demonstrate a
clear predicational asymmetry between the two nominals. Thus, in examples like (121a,b) below, these can
appear in subject position but not in predicate position of the small clause.

(121) (a) I consider [these the best pictures of Mary].
(b) * I consider [the best pictures of Mary these].

Under the approach taken so far in this paper, this is expected. Following Zamparelli, we take deter-
miners in English to be generated lower down in the structure than SD. Zamparelli provides arguments
that English determiners may be generated in PDP. In this sense, they contrast with determiners in Scottish
Gaelic, which are obligatorily generated in SD.

Given this difference, we propose that the English determiners themselves are instantiations of Pred
heads. In an example like (121a), the determiner the is the head of PredP, and the demonstrative these is its
specifier. The ungrammatical (121b) is predicted by the fact that the demonstrative is obligatorily generated
in SD, so there is no preceding position for the subject of a predication. However, the crucial challenge to
this simple picture comes from the contrast between the examples above and the constructions using the
verb be as in (122a,b) below, where no asymmetry is found.

(122) (a) I consider these to be the best pictures of Mary.
(b) The consider the best pictures of Mary to be these.

If we assume that the verb be in English is, optionally, the identity predicate, or alternatively, that English
possesses a null predicational head with identity semantics that can be selected by this auxiliary verb, then
these data receive a straightforward explanation. However, this weakens the force of our discussion in
general.

The contrast also receives an explanation within the system of Moro (1997), who posits that the pred-
icate, rather than the subject, may raise to the specifier of TP (see the discussion in section (3.1)). In this
framework, the verb be provides extra functional material in the clause to which either of the two DPs in
the lower predicational structure may raise, giving rise to an apparently inverted structure. Such functional
material is missing in the complement of a consider-type verb.
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While this latter account is more consistent with the general approach taken in this paper, it faces the
problem of how to constrain and motivate the operation of predicate-raising in sentences using be. The facts
are that only nominals (and not AP, PP or verbal projections) may undergo predicate raising. Furthermore,
it appears that only identificational meanings are possible in the inverted sentence type. Consider sentences
(123) and (124) below.

(123) (a) I consider what you are talking about to be garbage.
(b) What you are talking about is garbage.

(124) 1 consider garbage to be what you are talking about.
(b) Garbage is what you are talking about.

While (123a,b) are ambiguous between an identificational and a specificational meaning (Higgins 1973),
(124a,b) can only have an identificational interpretation. In other words, predicate raising of garbage can-
not be the method by which (124) is derived, unless predicate raising is restricted to small clauses with a
particular kind of meaning. It seems that once again we are forced into assuming a null predicational head
with identity semantics.

We would like to offer a slightly different account of these data, still along the lines of Moro (1997),
which maintains the strongest hypothesis we have been entertaining so far (that there is only one kind
of predicational structure mediated by a Pred head). This account relates the existence of identificational
readings to the verb be in English, and, in some ways, goes back to the spirit of the type-shifting framework
of Partee (1987). We assume as before that SDPs must be arguments and that only PredPs are predicates;
English nominals headed by the can be of either type, but some, like these or what | am talking about can
only be SDPs. This explains the small clause data in (125) and (126).

(125) *1 consider garbage what you are talking about.
(126) 1 consider what you are talking about garbage.

The verb be represents extra lexical material— a verbal head which can select either property denoting
projections (APs, PPs or KIPs), or referential SDPs. In this respect, it is unlike the Pred head, which is part
of an extended projection and which can only combine with properties. Be is a lexical head which combines
with anything of an atomic type (either = or e) to create a derived property (127). This derived property can
then be selected by the null Pred head.

(127) Ax[ew: where 7 is the property relevantly associated with x]

19

If the verb be can combine with either KIPs or SDPs to create something uniformly of type <e,t>, then
this explains why (123) is ambigous in English: garbage can either be a KIP or an SDP and will give rise
to slightly different predicates in each case; while what I am talking about which is in subject position will
be an unambiguous SDP. We assume, in addition, that English allows the raising of a projection to satisfy
the EPP feature of T. However, we stipulate that the projection so raised must be an SDP. Technically, we
assume that SDPs are the only potentially Case bearing projections, and that only these are of the right
syntactic category to bear the syntactic feature that will satisfy EPP in English.2° This means that only in

¥The semantics of the property constructed is left deliberately vague and contextual, since properties constructed using the verb
be in English are notoriously variable.

DThis remains a stipulation in our account at the moment, but it might find a deeper explanation in generalisations concerning
the semantic partition of syntactic structure a la (Diesing 1992).
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cases where ‘be’ has selected an SDP as its complement, will the projection embedded inside the PredP be
able to raise to give an inverted structure. This explains the lack of ambiguity in (124): only the SDP version
of ‘garbage’ as the complement of ‘be’ is a possible source for the inversion structure here. Consider again
the situation in (128) below in English.

(128) Hamlet is Sean tonight.

Even though *Hamlet’ is an SDP, it is still interpreted as a role here, because it has been selected as the
complement of ‘be’. It is in subject position because it has raised to satisfy the EPP feature of T.
The strongly symmetrical equatives such as (129) also have an account in this system.

(129) Cicero is Tully.

We argue that there are two possible derivations for this sentence. Under the first, “Tully” is the comple-
ment of ‘be’ and gives rise to the derived property ‘the property of referring to Tully”. This property is then
predicated straightforwardly of the SDP “Cicero’ which raises to satisfy the EPP property of T. The other
derivation involves ‘Cicero’ being selected as the complement of ‘be’, giving rise to the derived property
‘the property of referring to Cicero’”. ‘Cicero’ is then raised to satisfy the EPP feature of T. Thus, in either
case there is always a predicational asymmetry, depending on whether the speaker wishes to convey new
information about the name “Tully’ or about the name ‘Cicero’. We believe that the asymmetry of predica-
tion is difficult to detect in the sentence above because of the subtlety of the difference in interpretation and
because both readings are actually possible because of inversion.

There are thus two crucial differences between English and Scottish Gaelic: (i) in Scottish Gaelic the
copulareally is the Pred head, and is constrained to combining with only property denoting projections, and
(ii) the EPP in English is satisfied only by SDPs, whereas in Scottish Gaelic it is the predicative head that
must raise (pied-piping extra material in the case of the copula).

Of course, this account rests on a basic stipulation about the (perhaps unorthodox) meaning given to
the verb be in English, and the stipulation that only SDPs may raise in English to satisfy the EPP. However,
given that some language-specific stipulation seems to be an irreducible consequence of this data, we believe
that it is a natural one to assume. The point of this section has been to show that it is possible to give an
account of the English data which eschews the use of an identity predicational functional head.

6 Conclusion

Scottish Gaelic seems to show evidence of a number of strikingly different types of predicational structure,
especially when it comes to nominal predication. We have shown in this paper that all of those construction
types actually conform to one simple syntactic predicational structure, correlated with one set of semantic
relationships. Thus, despite the initial appearances of a particularly knotty counterexample to the claim that
there is really only one kind of predicational syntax, Scottish Gaelic ends up confirming the most restrictive
hypothesis concerning the nature of predication in natural language.

In addition, we have examined some classic cases in the literature of languages which construct identity
predications in radically different ways: (i) Polish, which uses morphological case in addition to a pronom-
inal augment; (ii) Hebrew, a language in which the pronominal element is either obligatory or optional; and
(iii) English, which uses neither pronouns nor casemarking and seems to offer evidence for a null identifi-
cational predicate. We have shown that the approach taken for Scottish Gaelic can plausibly be extended
to account for these superficially different language systems as well. We take this as initial but tantalizing
support for the idea that the restrictive hypothesis concerning the syntax and semantics of predication that
we have been defending may be on the right track.
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Predication at the Interface'

Abstract

We try to show that predication plays a greater role in syntax than commonly assumed. Specifically, we
will arque that predication to a large extent determines both the phrase structure of clouses and trigger
syntactic processes that take place in clauses. If we are on the right path, this implies that syntax is
basically semantically driven, given that predication is semantically construed.

1 I ntroduction

We will start out with a receit Chomskyan ideg namely the assumption that the subjed re-
quirement or EPP triggers generalized movement to spedfier paositions (Chomsky 2000,
2007). Thus, in Chomsky’'s newest version d the Minimalist checking theory all core func-
tional projedions in the structure of a dause have heals containing EPP-features, which then
are the feaures that drive movement to the respective spedfier pasitions, cf. (1).

Q) [\
Spec
[\

H
<EPRF> /| \

Spec
/ -\

H
<EPRF>

Notice that Chomsky construes the EPP-features as uninterpretable features that have no se-
mantic import, i.e. the EPRfeaures are just abstrad linguistic properties that trigger syntadic
proceses. However, uninterpretable feaures and cheding theory generally have been criti-
cized, in particular by Roberts & Roussou (1999. Among other things, Roberts and Roussou
argue that cheding theory "requires the introduction d features whaose sole purpose is to be
deleted”, so that these fedures "are redly only diaaitics for movement” (op. cit.: 5). Roberts
and Rousu do no find this stisfadory, espedally not in a minimalist theory. Therefore,
they cdl for a non-cheding theory that contains only interpretable occurrences of features. In
asimilar vein, Chomsky seansto cast some doult on s own naion d EPRfedure. Thus, he

! This paper is a mllocaion of two papers. Sedions 1-8 are written by the first author. Some of the ideas
contained there have been presented at conferences or workshops in Belfast (January 2001), Changsha, China
(Jure 2007, Trondheim (October 2001), and Oso (November 2001). Thanks to the audiences for valuable
feadbadk. Sedions 9-15 are written by the second author. The ideas contained there ae mainly adapted from the
author’s recent doctoral dissertation (Eide 2001). The present joint paper is based on our joint presentation given
at the Workshop a Syntax of Predication, ZAS Berlin in November 2001
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says that an EPP-fedure is "an apparent imperfedion, which we hope to show is not real by
apped to design specificaions[...]"(Chomsky 2001 40-41). In ather words, he seems to sug-
gest that EPPR-features are non-primitive and that they shoud be reduced to more fundamental
condtions.

What we will try to doin this paper, is to show that the EPP-features are not red by
reducing them to the requirement that a propasitional function, i.e. a predicate, must be satu-
rated. Inthat way, we seek to reanstrue the dfeds of Chomsky’s "EPP-features” in terms of
semantic saturation, i.e. by reducing their effeds to condtions of the mnceptual—intentional
interface. Of course, the ideaof reducing EPPeffeds to predicaion is not new, cf. e.g. Roth-
stein (1983, Chomsky (1985), or Heycock (1991). However, as will hopefully become dear
in what follows, we will try to give thisinteresting idea anew twist.

2 Layered predication and propositional skeletons

The first problem we ae facing is to show how predication is able to do the job that EPP
feaures do in Chomsky's analysis, naably to drive movement to the various gecifier posi-
tionsin the functional domain o the dause. In ather words, we have to show that predicaion
is nat only restricted to the canonical subjed—predicate relation d the dause, bu that it is
relevant at ead phrase structural layer of the dause, like Chomsky’'s EPRfeaures are.

Luckily, arelevant conception d predicationis aready at hand, ramely the conception
involved in the idea— extensively argued for in Heycock (1991) — that the phrase structure of
a dause is divided into layers of predicaion, such that there is a predicaiona relation em-
boded in ead of the projections that constitute the basic phrase structure of the dause. This
is depicted in (2), where the shaded relation between Spedifier) and H' in each phrase struc-
tural layer isunderstoodto be apredicaional relation.

) [\

Thus, Heycock claims that there is a predicationa relationship na only in the basic dausal
VP, as usualy clamed, bu in the IP layer and CP layer as well. This is depicted in the Nor-
wegian V2-clause shown in (3), where the shading indicates the three subjed—predicae rela-
tionships emboded in the dause, according to Heycock.”

2 Our example sentences will mainly be taken from Norwegian (our native language), even though conclusions
hopefully will turn out to have general application.
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t V'
/I \
V  dikt
ti
‘Jon reals poems.’

However, whereas Heycock takes predicaiona relations to be "read off" from syntactic
structure, we will claim — assuming a more pronownced semanticaly based analysis than she
does — that predication has a much more fundamental role to play in relation to syntadic
structure. In fad, we will claim that our approach makes it passble to explain why the layered
predicaiona relationshipsidentified by Heycock shoud exist at all.

To be dightly more specific, we will argue that layers of predicational relations con-
stitute the very badkbone of a dause in the sense that, underlying any sentence or clause, there
is an abstrad semantic structure ansisting of independently generated layers of propasiti onal
skeletons. Furthermore, we ague that movement, as well as insertion, are triggered by a re-
qguirement that the dements involved in these propasitional skeletons need to be identified (or
made visible).” In that way, the syntadic structure of the dause will be, to a mnsiderable de-
gree explained by reference to the structure of predication.’

3 Theelementsinvolved in predication

The seand poblem we are fadng isto try to find ou more predsely what predicaionis and
try to identify the dements involved in predication’ Heycock (1991 14, 4243), following
Rothstein (1983, distinguishes between a semantic and a syntactic notion d predication.
Consider the following passage from Heycock (1991 43), where she refers to Rothstein’s
theory.

3 SeeVangsnes (1999 for arelated notion of identification applied inside the DP. Also notice that, despite many
differences, the overall separationist system proposed here is not unlike the separationist systems propcsed in
Distributed Morphology (insertion of Vocabulary Items in structures consisting of abstrad "Morphemes’, see
Hale & Marantz 1993 Harley & Noyer 1999 or in Construction Grammar (constructions that exist
independently of lexicd items, seeGoldberg 1995. On the other hand, it differs from Minimalist systems where
syntadic representations are built "diredly" by means of Merge and Move from an array of items taken from the
lexicon, no separationism being impli ed.

* Interestingly, Chomsky (200Q 2001) assume that the derivation of a dause procesas by phases and that phases
are propositional, thus in effed adopting a notion of layered predication. Otherwise, however, Chomsky's
analysis differs from the one proposed here, and in particular the notions of propasition or predicaion do not
seem to play any roles as explanatory notions for syntax in Chomsky’s theory.

® See Stalmaszczyk (1999 for a very useful overview of how the notion of predicaion has been understood and
applied in generative grammar; also see Svenonius (1994).
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(4) [..] Rothstein clamsthat subjed and predicae ae basic semantic nations and
that the subjed—predicate relation "must be fundamental in a semantic relation™ [..].
Far more central to her analysis, however, is the propasal that there is an independent
syntactic nation d subjed—predicate|...].

The independent syntactic nation d predication mentioned here is also central to Heycock’s
analysis, and it isthe notion d predicaionthat is relevant to her idea of layers of predicaion.
However, in ou view, a separate (primitive) syntactic notion o predication oy beas a
metaphaicd relation to the arrespondng semantic notion, and wsed for instance to accourt
for the eistence of expletive subjeds (as Rothstein and Heycock do), it strictly speaking
amourtsto a stipulation that a syntactic predicate expresson must have asyntadic subject.

Therefore, to try to strengthen the explanatory power of the nation d predicaion, we
want to reformulate the ideaof layers of predicaionin terms of genuine semantic predication,
so that the syntactic dements involved in predicaion, ramely the syntactic predicate expres-
sion and the syntactic subjed, are analysed as the dired expressons of the semantic dements
involved, i.e. the semantic predicae andits predicaion subjea.’

What are the basic semantic dements involved in predication? We have drealy said
that a predicate is a propasitional function. However, we will now take afurther step. Spea-
ficdly, we will follow Chierchia (1985 and Bowers (1993, 20Q) in assuming that predicates
are, in the prototypical cases, propasitional functions that are formed from property expres-
sions by means of a predicaion operator, shownin (5) (in Bowers” 1993 naation).

() <m<e p>

The predication operator is a function that takes the property element <re> and forms a pro-
positional function <e, p>, which in turn takes an entity <e>to form a propasition <p>. Ac-
cording to this analysis, then, a property dencting element does not constitute apredicae on
its own, but can be turned into ore by means of a predication ogerator.’

The predication operator constitutes the kernel of a complex semantic operator struc-
ture that corresponds to a basic propasitional skeleton, cf. (6).

(6) <p>
I\
<e> <ep>

[\

<M <gp>> <>

To incorporate this construal of predication into the ideaof layered predication, we propase
that there is a hierarchy of predicaion operators (<1, <e, p>> and <p,<e,p>>) where the pro-
positional skeleton produced by the lowest operator, isinpu to the next lowest operator, and

® Our approach to the predicaional syntax—semantics relationship is inspired by Bouchard (1995, who proposes
a general principle to the effed that there is a homomorphous relationship between syntadic structure and
semantic structure. The present paper develops an applicaion to predicaion of this genera principle that was
tried out in Afarli & Eide (2000).

" For instance, an attributive aljedive is analyzed as a property denoting element that has not been turned into a
predicate (it functions as a modifier), whereas a predicdive aljedive is analyzed as a property denoting element
that has been turned into a predicae by means of a predicdion operator (the predicate must in turn be saturated
to express a propasition), cf. Eide & Afarli (1999b 157-159). Notice that the idea that a predicae, i.e. a
propositional function, is made from a property element by means of an operator, has ssme precalents in the
phil osophy of language, notably Strawson (1974 and Wiggins (1984).
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so on’ This hierarchical "chaining" of predicaion operators results in a awmplex structure of
propasitional skeletons, asindicaed in (7).

7 <p>
[\
<e> <ep>
I\
<p<gp>> P>
/
<e> <ep>
I\
<p<ep> P>
/
<e> <ep>

[\
<M <ep>> <>

In ather words, (7) isa complex structure of layered propasitional skeletons, which is the kind
of objed that constitutes the semantic backbonre of a dause according to ou propasal.

4 Evidence: Binary branching phrase structure

Asaming the underlying semantic structure in (7), the syntactic structure of the dause may
now be seen as the structural expresson d functional application. For instance, in the most
deegoly embedded propasitional skeleton in (7), the predication operator first takes the prop-
erty element and bulds a propasitional function element, correspondng to an intermediate
phrase consisting of a heal and its complement. Thisis shownin (8).

(8 <ep> H'
/ \ <=> [\
< <ep>> <> H XP

Next, the propasitional function dsplayed as the intermediate phrase takes an entity element,
correspondng to a spedfier, and yields a propasitional element, correspondng to the maxi-
mal phrase. Thisis hownin (9).

9) <p> HP
[\ <=> [\
<e> <ep> Spec H'

This processcan be repeaed to yield a structure like (10) (where the only semantic dements
shown are the two predication gperators correspondng to the two syntadic heads).

8 Noticethat the lowest predicaion operator takes a property element (<1t>) asinput, whereas higher predicaion
operators (typicdly) take apropasitional element (<p>) asinput.
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(20 HP

<p<ep>> [ \
Spec H'
I\
H

<T<ep>>

It can now be seen how an operator structure like (7) constitutes a semantic backbore for the
syntadic representation d a dause like eg. (3). Moreover, the basic phrase structure of the
clause is now explained as the dired expresson d the functional organization d the semantic
elements invalved in the operator structure. In particular, observe that functional applicaion
induces binary branching, which is otherwise motivated on independent grounds (Kayne
1984 IX-X1V). Therefore, onthe analysis proposed here, binary branching phrase structure
must be seen as a syntactic dfect of predication, and to the extent that binary branching is
independently motivated, its existence may be taken as suppat for the predication-based ex-
planation pusued here.

To end this ®dion, ndicethat an operator structure like (7) is avery rudmentary se-
mantic structure. However, a "full” syntadic or syntactico-semantic structure of a dause is
construed after an operator structure is identified by (grammeatical or lexicd) el ements from
the mental lexicon, which come with their own inherent morpho-syntactico-semantic proper-
ties, which then enrich the operator structure by adding syntadico-semantic substanceto it. In
other words, the dements from the lexicon simultaneously identify and enrich the dements of
the underlying operator structure. This view of the syntactico-semantic compasition d the
clause will become particularly important in section 7where the ideathat rudimentary opera-
tor structures are atype of "pro forma" structures is exploited to give asemanticaly based
explanation d the subjed requirement (EPP).

5 Evidence: The existence of predication particles

One small, bu quite striking piece of evidencethat clausal structures are the direct expresson
of underlying operator structures like (6), and in particular that predication is mediated by a
predicaion operator, comes from the existence of predication perticles in nonverbal secon
dary predicaion. To ou knowledge, this point was first made in Bowers (1993 596-597) to
explain the occurrence of the particle asin certain small clause mmplementsin English.

To illustrate, consider examples like the foll owing from Norwegian, dscussed in Eide
(1998 and Eide & Afarli (1994, b).

(1) a Jon vuderer [tilt aket * (som) feil d&tt]
Jon consider enterprise-the a unsuccessul
‘Jon considers the enterprise unsuccessul.’
b. Skjebnen gjorde [Per *(til) taxisjafer]
cestiny-the made Per to taxi-driver
'‘Destiny made Per ataxi driver.'

The bracketed small clauses in (11) contain an oligatory predicaion particle, som 'as' in
(118) andtil 'to' in (11b). The presence of such a particle strongly indicaes that there is more



to predicaion than the two elements assumed traditionally, i.e. the property phrase and its
subjed. On the analysis proposed here, the third element identified by the predication particle
Is the predication operator of a propasitional skeleton like (6). For instance, the small clause
part of (11a) identifies the operator structure in (12), which corresponds to the syntactic repre-
sentationin (13)

(12) <p>
[\
<e> <gp>
tiltaket [/ \
<m<ep>> <>
som feil Slatt
(13) PrP
[\
DP T
tiltaket [/ \
Pr AP

som feil déit

The label Pr used in (13) is propaosed in Bowers (1993 595), where it stands for "Predica-
tion", i.e. the syntactic caegory correspondng to the predication operator. We alopt Bowers’
general understanding of this caegory here, athoughwe do nd adopt every detail of his
analysis of clause structure, as made dea in footnote 12 below.’

Another posshility for the identificalion d the predication operator in a propasitional
skeleton like (6) seems to be by means of the mpua (cf. Eide 1998,Eide & Afarli 199%, b).
We asaume that the mpuais alight verb belonging to the category Pr."” Thus, we daim that
(14) is a possble syntadic representations correspondng to the basic operator structure
(functional projections above PrP are nat shown).

(14) ...[pp tiltaket [pr[prer] [ap feil Sétt]]]
enterprise-the is unsucces<ul

To conclude this ®dion, the small clause mwmplements in (11) and the mpua cae in (14)
constitute strong evidence that there is a third element invalved in predication, which on ou
analysis corresponds to the predication operator. Thus, the data presented here provide further
evidencefor the existence of the underlying operator structure.

6 Evidence: Thetwo-layered structure of the verb phrase

As pointed ou abowe, the construal of a predicae from a property element by means of a
predicaion operator implies that two "terminal” semantic dements are required to constitute a

® SeeFEide (1998) and Eide & Afarli (199%, b) for further discussion of predication particlesin Norwegian. Also
seeBailyn (1995 on the predication particle kak in Russian and Flage (1998 on the predicaion particle alsin
German. Notice that the predication operator of small clauses is phoneticdly redized by a predicaion particle
only in certain circumstances; in Norwegian roughly in cases where its property element is identified by a
nominal phrase or where the small claus is embedded under certain verbs. In other cases, the operator is not
diredly identified by insertion (or movement), even thoughiit is part of the underlying representation, seeEide &
Afarli (19991 for discusson.

9 Noticethat Bowers (1993 does not count the mpula & an instantiation of Pr.
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predicae, namely the operator element and the property (or content) element. Consequently,
on ou anaysis, it is expeded that both these dements have a orrelate in the structure of any
clause expressng a propasition. As we have drealy seen, there are in principle two ways of
identifying the two "terminal” semantic dements that constitute the predicae. The first poss-
bili ty is that they are identified by insertion o separate items, as seen with predicaion perti-
cles and property phrases. The other possbility is identification by movement, as sen with
verb movement in (3), where the verb first identifies the lower predication operator by inser-
tion and then identifies the two higher predicaion ogerators by movement.

Intuitively, a main verb typicdly plays a doule role. It seems to kring abou the
predicaion, bu it also has a lexicd content of its own. Therefore, we would like to propase,
following Bowers (1993 599-600), that a main verb first identifies the property element by
insertion, and that it is then oHdigatorily raised to identify the operator element. Thus, in the
case of ordinary main verbs, the doulle role played by the verb is that it first identifies the
property <> and then raises to identify the predication operator <m,<e,p>>. This corredly
implies that a main verb can either be understood as denating a property or as denating a
propasitional function. It also implies that the old style VP, e.g. as used in (3), is now divided
into a PrP and a complement (new style) VP.

To illustrate, consider (15), which has the semantic structure in (16) and the @rre-
spondng syntadic structurein (17). "

(15 Jonler.
‘Jon laughs.'

(16) <p>
[\
<e> <ep>
Jon [/ \
< <ep>> <
ler; {j

(17) PrP
[\
DP T4
Jon [/ \
Pr VP
I\ Lt

Notice that the analysis of verb phrases with transitive verbs is dightly more complex, cf.
(18)."”

1 'We ae not concerned with the technicditi es of identification in this paper, but for expasitory reasons one
could adopt the mechanics of incorporation suggested in Rizzi & Roberts (1996 106). In our terms that would
amount to a suggestion that the dement to be identified is subcategorized for an item that identifies it, i.e. that
the dement to be identified spedfiesa dot for the identifier.

2 The analysis of the verb phrase given here is different from the analysis given in Eide & Afarli (199%) in
important respeds. There it was propased that the operator and the property element are chunked together in one
syntadic projedion in the cae of main verbs. Here we alopt an analysis that is more similar to the one
originally proposed in Bowers (1993. However, there is gill one important difference @ regrads the analysis of
transitive verb phrases. Whereas Bowers analyzes the dired objed as the spedfier of VP, it is analyzed as the
complement of VP here, cf. (18b). The latter analysis is argued for in Eide & Afarli (1999b 171-176) and we
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(18 a Jonlesdikt.

‘Jon reals poems.’
b. ..[prp Jon [pr' les +Pr [VP t; dikt ]]]
Jon reals p@ms

Here the verb phrase les dikt 'reads poetry' identifies a complex property. Thus, in this in-
stance the property element <1t> of the operator structure has the internal composition shown
in (19) (it must be compatible with the lexicd-conceptua properties of the transitive verb),
and the operator structure underlying (18) is (20).

19 ..[«e<er> [<e>]],

(20) e [<p><e> [<e,p><T[,<ea p>> [<TI><eaT'~> [<e> ]] ]]
Jon les; t dikt
Jon reads pcems

To conclude, an important effed of predicaionisthe division d the verb plrase into a predi-
caional part proper and a property or content part, correspondng to PrP and VP, respectively.
Thisisin acordance with the independently motivated claims of several lingusts during the
last ten years to the effect that the verb phrase shoud be divided into an abstract "light" verb
and the main verb, see eg. Hale & Keyser (1998), Kratzer (1993, Harley (1995, Chomsky
(199%), Collins (1997. Althowh termindogy and particular analyses vary, we take it that
the general thrust of these analyses suppats the present analysis of the verb phraseinto a PrP-
part and aVP-part. Accordingly, we will from now on wse the structure CP-IP-PrP-VP in ou
exposition d basic dause structure.

Given a CP-IP-PrP-VP structure, in main clauses in a V2-language like eg. Norwe-
gian, V raises first from V to Pr, and further from Pr to | and from | to C, the successve
movement operations being triggered by the requirement that the predication operators be
identified. Thus, in aV2 clause the same verb identifies (at least) threepredicaion ogerators."

7 Evidence: The existence of the subject requirement

Perhaps the strongest evidence for the existence of an uncerlying operator structure is that it
fadlit ates an explanation d the subject requirement. In this sdion, we will try to explain
how.

Notice first that Rothstein’s and Heycock’s main motivation for adopting a purely
syntadic notion d predication that isindependent of Theta-role asggnment is the eistence of
expletive subjeds (Heycock 1991 32), as e.g. exemplified in the Norwegian presentational
constructionin (21).

still seethat argument as valid. We take this oppatunity to redify aterminologicd inadvertencein Eide & Afarli
(1999h: 172): the gped to the Left Branch Constraint should preferably be replaced by an apped to Kayne
(1984: 165 ff.) or to ageneralized version of the Subjea Condition.

13 |f C in dedarative main clauses contains a predication operator, non-V 2-languages pose an obvious problem,
given that they have an empty C. Generally, the predse principles that govern identification are not investigated
in this paper, but we have seen that although identificaion by insertion or movement certainly is the general
tendency, there ae spedal cases where an element of the underlying operator structure is not diredly identified.
Naturally, an analysis of identificaion of C in V2- vs. nonV2-languages raises the problem of the role of
parametrization in identificaion. Discussion of issues concerning this particular problem belong to future
research, but seethe brief discussion of parametrization toward the end of section 7.
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(21) Det star gienferd bak mange darer
it stand ghaosts behind many doars
'‘Ghosts gand kehind many doors.'

Since pletive subjeds are semantically empty, they canna ad as the predicaion subject
that a predicate "is abou". Hence, the need for a purely syntactic function to explain the ex-
istence of expletive subjeds according to Rothstein and Heycock. But now the question is:
Since we have @andaned the syntadic notion d predication and substituted it with the se-
mantic notion d a propasitional function, hawv is the existence of expletive subjeds ex-
plained?

This crucial problem was discussed in Afarli & Eide (200Q 35-37), and therefore we
will nat go fully into it here. However, the esentia ideapropaosed there was that the predica-
tion operator shoud be seen as a propasition bulding device that happens to open an argu-
ment position, rather than a devicethat yields a predicate that necessarily bears me kind d
inherent "abounessrelation” to a subjed. Thus, the perspective is sifted from the traditi onal
view that a predicae ascribes sme property to a subject, to a view whereby the formation o
a predicate is £ as a necessxry step in order to form a propasition. One important conse-
guence of this ift, we daim, is that a propasitional function daes not require areferentia
subjed. The predication operator and its propasitional function have performed their semantic
task of building a propasition when their associated entity element is identified by a morpho-
syntadic item, whether or nat that item is also enriched by semantic Theta-role substance, as
it were. Thus, the possbility that there shoud exist a substantive Theta-relation between the
subjed andits predicate is not essntial for predication, bu shoud rather be seen as an extra.'
In ather words, a dause with an expletive subjed is explained in terms of (semantic) predica-
tionjust aswell as clauses with referential Theta-subjects are.

One ould oljed against this analysis that the entity element correspondng to the
subjed could na possbly be semanticdly empty (as it apparently would have to be in those
cases Where it is instantiated by an expletive subjed), since that is at odds with the way the
notion d an entity element is used in semantic type theory. However, recall from the end d
sedion 4that the (uninstantiated) operator structure is a type of "pro forma" structure, i.e. a
structure "provided in advance to prescribe form™, according to one of the definitions of "pro
forma" given in the 10" edition d Merriam-Webster's Coll egiate Dictionary. The adual in-
stantiation d the entity element in a given case will determine the resulting interpretation as
referential (true "entity") or not. Thus, in cases where <e> is instantiated by an expletive sub-
jed, presumably a kind d type-shifting or type-specification takes place, from a pro forma
entity to what could be cdled a pseudo-entity. This is nat surprising, given ou approad,
since identification, i.e. instantiation, d the dements of the operator structure as a rule im-
plies &mantic enrichment, and therefore leals to a shift in, a rather a spedficaion d the

1 This is quite strikingly indicated by certain homophonous verb pairs where one member of the pair is an
impersonal presentational verb that does naot assgn any external role, whereas the other member is an ordinary
transtive-causative verb that assigns an external role. Thisisthe cae with for instancerulle 'roll' in Norwegian.
Thus, (i) is ambiguous between interpreting det 'it' as a referential personal pronoun or as an expletive pronoun,
the expletive subjed det being homonymous with the mrresponding referential personal pronoun.
Q) Det rulla én stein nedover bakken

it rolled a stone down slope-the

(a) 'It (e.g. the cnild) rolled a stone down the dlope.’

(b) Thererolled a stone down the slope.’
The operator structure and syntactic structure arresponding to these two interpretations are identicd, except that
the subjed is enriched by an external Thetarolein (ia), but not in (ib), leaving an expletive subjed in the latter
cese.
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interpretation in relation to the rudimentary operator structure, which only indicates a proto-
typicd interpretation.

Now, an important aspect of the predicaional analysis of the subjed requirement (not
discused in Afarli & Eide 2000), is the assumption that predication daes not license a subjed
in the sense that the entity element that saturates the propasitional function is sufficient for
providing a syntactic subjed. We will rather claim that predicaion triggers the requirement
that the dause must have asubjed. It depends on additional language spedfic principles how
or whether arequired subjed is actually licensed. So, what licenses subjeds? Here we take a
fairly traditional view (that might need refinements): Subjeds are licensed by Theta-role (T)
and/or (abstrad) Case (K). An external Theta-role is assgned to <Spec, PrP>, depending on
the verb raised to Pr, and Case is assgned to <Spec, P>, depending on the finite nature of 1."
Thus, we propcse that the existence of subjeds is a result of the interplay between the re-
quirements of the operator structure and the relevant morpho-syntadico-semantic principles
of the given language.

Motivation for this propcsal comes from contrasts like thase in (22) vs. (23), where the
b-versions are English trandations of the Norwegian a-versions; the As in (23) indicate puta-
tive underlying subjects.

(22) a Det e fint [at det regnar]
b. It isnice[that it raing]

(23) a *Deter fint[A aregne]
b.*Itisnice[A torain]

(223, b) show grammaticd post-adjedival finite dauses (in brackets) with entity elements
identified by expletive subjeds. Here the subjed required by the entity elements in the rele-
vant Speafier positions are licensed by Case. To ill ustrate, consider the representation d the
relevant part of (22a), given in (24):

(29 IP
[\
det ; I
[+K] 7/ \
I PrP
regnar; [\
t P
[-T] / \
Pr VP

{j I

The embedded subjed det 'it' is only licensed by being assgned Case (the enbedded | is fi-
nite), and therefore the subjed is licensed as an expletive subjed.

In contrast, (23a, b), with nonfinite post-adjectival clauses, are ungrammaticad. We
suggest that the reason for the ungrammaticdity is that the (subjed) entity elements provided
by the enbedded predicaion operators fail to be properly identified, because asubjed canna
be licensed in these positions, see(25).

15t is not required that the licensing Theta-role is actually assigned by the verb raised to Pr, cf. structures of the
type det er bra[ PRO; & bli sett t;] it isgood to be seat, where PRO’s Theta-role is assgned by the participle.
Still, PRO thematicdly identifies the entity element in the subjed position.
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(25 IP

[\
<e> I'
[-K] [/ \
| PrP
a [\
<e> Pr'
[-T] /7 \
Pr VP
regne ...t...

That is, the entity elements provided by the operators trigger the subjed requirement, bu the
adua licensing of a subjed canna be accomplished since neither Case nor Theta-role is as-
signed. Hence the ungrammaticality. "

As far as we know, the analysis suggested above provides underpinnings for the sub-
jed requirement/EPP that previous analyses have faled to do. Whereas previous anayses
have spedfied the principles that license subjeds, including expletive subjeds, it seemsto us
that they have failed to explain why there shoud be asubject requirement in the first place.
What the sssumption d the underlying operator structure does, is predsely to explain just
that, namely why there is a subjed requirement in the first place We ansider this an impor-
tant independent motivation for the operator structure. Thus, even though subjeds may be
licensed by different principlesin dfferent languages, the subjed requirement itself and there-
fore the existence of subjeds, naably the eistence of expletive subjeds, is derived from the
semantic nation d predicaion on ar anaysis.

Notice that the analysis proposed here does not exclude the posshility of expletive
null-subjeds in languages like Icelandic and German, which could atherwise be seen as a
problem (also cf. Heycock 1991 50-57). Consider the German example in (26) (from Safir
1985.

(26) a Er sagte [dassgetanzt wurde]
he said that danced was
b. *Er sagte [dasses getanzt wurde]
he said that it danced was

Acoording to ou analysis, it is not possble to assume that the complement of the comple-
mentizer in (264) is a bare verb phrase. In fad, on ou analysis the enbedded clause in (264)
contains two predication operators (correspondng to Pr and I), and therefore the embedded

16 Notice that the expletive subjed in (22a)/(24) is inserted in <Spec, PrP> first, identifying the entity element
there. Then it is raised to <Spec IP>, identifying the next entity element. This raising is forced since the
expletive subjed cannot be licensed in <Spec PrP>, being devoid of a Theta-role. However, raising provides
licensing for the <Spec PrP> subjed via the chain to the licensed raised subjed in <Spec IP>. (Independent
motivation for the asumption that expletive subjeds are not diredly generated in IP, but lower down in the basic
nexus is given in Afarli & Eide 200Q 40-45) Similar reasoning explains the mntrast between (i) and (i)
(=(234)).
0] Det begynte aregne.

it began to rain
(ii) *Det er fint dregne.

it isniceto rain
In the raising structure (i), the expletive subjed of the matrix verb is raised from the embedded subjed pasition,
thus identifying the entity elements corresponding to bah the matrix and embedded subjed. On the other hand, a
similar raising is not possblein (i), sincethe post-adjedival clause is not in the cmplement paosition (cf. Afarli
& Lutnaes 2001]). Therefore, sincethe embedded subjed is not identified, the dause is ungrammaticd.
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clause dso contains correspondng entity elements that must be identified. (Safir — within his
framework — reaches a similar conclusion, remely that embedded clauses like the one in the
grammaticd (26a) contains a cvert subjed position.)

However, thematic identification d the entity elements that exist in the eanbedded
clause of (26a) is of course impossble since the externa Theta-role is sppressed, getanzt
being a pasgve verb. Also, as indicaed in (26b), the relevant entity elements in <Speg, PrP>
and <Spec IP> are gparently not phondogically identified, as indicated by the exclusion o
an owert expletive subjed. Therefore, according to ou analysis, it seems that (26a) shoud
have been ungrammatical for the samereasonase.g. (233, b) are.

Interestingly, Safir natices that a sentence crrespondng to (26a) with a nonfinite
complement clause, isin fact not grammaticd, as expeded, see (27).

(27) *Esist moglich, [getanzt zu werden]
it is posgble danced to be

Safir explains this difference by assuuming that there eists in German an expletive pronoun
that is not phondogicdly redized, bu that neverthelessmust be assgned Nominative Case.
He propases the parameterized principle givenin (28).

(28) Nom Case must be phoreticdly realized whereit is assgned.

Acoording to Safir, Mainland Scandinavian and English has a paositive value for this parame-
ter, whereas German has a negative value, i.e. in German Nominative Case is not necessarily
phondogicdly redized.

In our terms, the parameterized principle in (28) suggests that there are two compo-
nents involved in Case licensing of the subjed in a finite dause: The first and oligatory
comporent is Nominative Case assgnment. The parametrization concerns to what extent
Nominative Case assgnment also implies phoretic visibility, or whether Nominative Case
assgnment alone is wufficient for licensing. The latter is the cae in German, which then al-
lows (and requires) an expletive pro subjed in (26a), whereas no subjed can be licensed in

(27).

Given Safir’s parametrized principle (28), we conclude that the German data do nd
pose aproblem for our analysis; they just ill ustrate atype of licensing of subjeds partly dif-
ferent from the type foundin Mainland Scandinavian or English.'’

8 Evidence: The existence of " outer” expletives

Consider now the <Spec, CP> position. According to our analysis, C is headed by a predica
tion operator, at least in main clauses of the V2-type.”® That means that the relation between
C' and <Spec, CP> is a predicaiona relation. This is also what Heycock claims, and it is
hinted at in Rizzi (1997 286), where it is s1ggested that there isakind d higher predication
"within the Comp system".

In dedarative main clauses, a topicdized constituent identifies the entity element in
<Spec, CP>. Now, ore might imagine that topicdization is triggered orly for semantic-prag-
matic reasons, i.e. to provide agiven sentence with a topic. However, if the predicational

¥ An obvious topic for future research is to investigate to what extent the detail ed analyses of subjed licensing
found in workslike Rizz (1986 or Vikner (1995 can be integrated in the goproach pursued here.

18 As for embedded adverbial and nominal clauses introduced by a cmmplementizer, we assume that the
complementizer identify a non-predicational operator. The same might be the cae with main clauses of the V1-

type.
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analysisisontheright track, topicdizationis basicdly triggered for "formal” reasons, namely
by the requirement that the entity element in <Spec, CP> be identified (even though the re-
sulting structure gets a particular semantic-pragmatic interpretationin the end).

Now, the test case for the hypothesis that the Comp system contains a predicaion op
erator and a @rrespondng entity element, is whether expletive dements are ever situated in
<Spec CP>. Since an expletive pronouncanna ad as atopic (in a semantic-pragmatic sense),
the occurrence of an expletive pronounin <Spec CP> suggests that there is more to this posi-
tion than providing an optional landing site for phrases that are seleded as topics for seman-
tic-pragmatic reasons. On our analysis, this "more" is provided by the entity element of the
predicaion operator in the CP-layer, which must be identified, just like entity elements pro-
vided by the lower predicaion operatorsin IP and PrP.

The occaurrence of expletive pronours in <Spec CP> isin fad very common. For in-
stance subjed expletives are often raised to <Spec, CP>, e.g. in an example like (21), result-
ing in apartial structure like (29).

(29) CP
I\
det; C
/
C ..

Also, it isawell-known fad that certain languages like German, Icelandic and Yiddish alow
expletive pronours to be diredly generated in <Spec, CP>, cf. (30)-(31) (data from Vikner
1995.

(30) a Esist ein Junge gekommen (German)
thereis aboy come
b.fia> hefur komi> strakur (Icdandic)
therehas come boy
c. Esiz gekumen ayingl (Yiddish)

thereis come aboy

(3) a Gesternist (*es) ein Junge gekommen  (German)
yesterday isthere aboy  come
b.l1 gag hefur (*fla> ) komi> strékur (Icdandic)
yesterday has there come boy
c. Nekhtn iz (*es) gekumen ayingl (Yiddish)
yesterday isthere amme aboy

Structure of (30a):

(32 CP
[\
es C
[\
C  einJunge gekommen
ist

The fact that expletives may be moved to o inserted in <Spec, CP>, as just ill ustrated,
clealy suppats the thesis that there is a predicational CP-layer, as we have been propsing.
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One might wonder why only subjeds, i.e. naminal phrases, are dlowed in the speafier
positions of the PrP/IP-system, whereas virtually any type of phrasal constituent is allowed in
the spedfier position d CP. To explain this, we will take our cue from Rizz (1997 286
where it is proposed that the predicational nature of the CP-system is due to a Topic-feature.
Exploiting that ideg we suggest that C contains a Top poperty, so that CP is the @-projec
tion d C and Top (Brandner 2001). Furthermore, we assume that Top in C licenses the de-
ment that is moved to <Spec, CP> to identify the entity element. Thus, Top assgns alicens-
ing property L in a parald fashion to the way that tense in | assgns the licensing property
Case. However, whereas Agr in | requires that the <Spec IP> is nominal, no such require-
ment applies to <Spec CP>. Therefore, any phrasal category can identify the entity element
of CP, i.e. any caegory can be topicdized.

We onclude that our claim concerning the predicational nature of the CP has been
suppated. In ather words, the existence of "outer" expletives, which are ather moved to or
inserted in <Spec, CP>, provide yet akind d syntadic dfed of predication that in turn sup-
ports the thesis that the dause consists of layers of predicaional relations.

9 The thematic properties of the subject and the predicator

Now, consider again the subjed—predicate relation, cf. section 7.As pointed ou by numerous
authors, the eistence of a subject—predicate relation is in part independent of thematic
saturation; hence, predicaion is independent of the thematic properties of the subjed and the
predicae, respectively. We want to addressand refine this claim in the foll owing sedions.

First of al, the possble combinations of thematic vs. nonthematic properties of the
subjed and the predicaor could be displayed in atable like the following, where the relevant
thematic property of the predicator isthat of assgning an external theta-role:

(33

Thematic subjed Non-thematic subjed

Thematic predicator " Substantive predication’ Non-existent

Non-thematic predicator | "Substantive predication” | "Pseudo-predication”

Note that the term predicator is taken here to designate an item which isinserted in or moved
to a heal pasition containing a predicaion operator, e.g. Pr’, 1° or C°. The mmbination o a
thematic predicator with a thematic subject gives rise to a substantive predicaion relation
which simultaneously is a thematic relation, exemplified by (34 a). The combination o anon
thematic predicator with a thematic subject amourts to a raising construction, where the
thematic subjed is asggned atheta-role & some point in the derivation rior to its raising into
the subjed pasition of the nonthematic predicator (cf. 34 b). Even this combination, though,
gives rise to what we refer to as a substantive predication relation. Next, a predicator which
obligatorily assngs an external theta-role demands a thematic subject, hence the wmbination
of a thematic predicaor with a nonthematic subjed is ungrammaticd. And finaly, the
combination d a nonthematic predicator with a nonthematic subjed may be exemplified by
a anstructionlike (34 c) or awedher-constructionasin (34 d).
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(34)  a. Nordmenn spiser mye poteter.

'‘Norwegians ed alot of potatoes.'

b. Nordmenn ser ut til . spise mye poteter.
'Norwegians seem to ed alot of potatoes.'

c. Det ser ut til at Nordmenn spiser mye poteter.
It seems that Norwegians eat alot of potatoes.’

d. Det regner.
It rains.'

The sentences in (34 ¢) and (34 d exemplify what we want to duba "pseudo-predication”.
This relation is a predication relation by virtue of its instantiating and identifying a saturated
predicaion operator structure in the system outlined here. However, we recongnize the pos-
sible objedionsto the daim that thisis an instantiation d "predication proper”, as pointed ou
by numerous authors and exemplified here by Fukui (1986):

It can hardly be daimed that there is a predicaiona relation in any normal intuitive
sense involved between these pleonastic dements and the predicate phrase.

We med these objedions by referring to the relevant relation as "pseudo-predicaion”. Thus, a
pseudo-predication ensues whenever the entity element required to saturate the predication
operator is identified by an expletive subjed, i.e. whenever it does not encode an "abouness
relation”. On the other hand, a thematic subject gives rise to a substantive predicaion relation
(an "abounessrelation"), regardlessof the thematic properties of the predicaor.

In what foll ows, we will focus on predication in raising constructions, i.e. the relation
between araised thematic subjed and what is concaved as a nonthematic predicaor.

10 Raising constructions and subject scope

It is well known that raising constructions employing a raised thematic subjea give rise to
scopal ambiguity w.r.t. the relative scope of the subjed and the matrix predicéae, cf. the two
possble readings of (35):

(35 Nobady seemsto have left.
I. Thereis no person x such that x seemsto have |eft.
I1. It seemsthat no person x has left.

This ambiguity arises in raising constructions with a raised thematic subjed only, as the
correspondng constructions with expletive subjeds give rise to a non-ambiguous wide-scope
reading of the matrix predicate:

(36) It seemsthat nobady has | €ft.

Furthermore, it has often been claimed that subjed-scope ambiguities do nd arise in control
structures, i.e. constructions where the matrix predicate obligatorily assgns an externa theta-
role. This claim isill ustrated with examples li ke the foll owing (Hornstein 1998109): *°

(37) a Someone seemsto be reviewing every report.
b. Someone hoped to review every report.

9 Hornstein ascribes these observations to Burzio (1986).
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Hornstein claims that whereas (37 a) is ambiguous w.r.t. the relative scope of someone and
evey report, (37 b) requires someone to scope over every report. However, Horstein admits
(p.c.) that there exists arange of control structures where we find scopal ambiguiti es between
the quantified phrases some and ewery, just like in raising constructions. Cf. for instance the
foll owing data:

(38) a Someonetried to review every report. (some >every/ every > some)
b. Somone dedded to review every report. (some> every/ every > some)

That is, these mntrol structures allow for an interpretation where for every report, someone
tried/deaded to review it.

Although we objed to the daim that the relative scope between quantified phrases like
some and every is ambiguous in raising constructions and urambiguous in control structures
(since as $own, even control structures give rise to this ambiguity), we recognize that there
exists a scopal ambiguity between araised thematic subjed and the matrix predicaein raising
structures which does not exist in control structures; cf. the foll owing contrast:

(390 a Nobady seansto have left.
b. Nobady tried to leave.

The antrol structurein (39 b does nat allow for a reading where the subjed is given narrow
scope w.r.t. the matrix verb, urike (39 a); cf. (35) above. That is, control structures do nd
alow for their subjects to scope under the matrix predicae, whereas raising structures all ow
for anarrow-scope & well as awide-scope mnstrual of the subjed w.r.t. the matrix predicate.

11 Subject scope and the predication relation

This contrast between control structures and raising constructions has been implemented in a
number of approades; cf. e.g. May (1977, 198% Bobadlji k (1998, Sauerland (1998 among
many others. It has been argued by many authors that the contrast between raising structures
and control structures as regards possble subjed scope is due to an availability of a lower
position for the subjed at LF in raising constructions but nat in control constructions. The
following ill ustrationis adoped from Wurmbrand (199):

(40 a Control b. Raising

IP |
Subjé\/P Subjed/P\ VP
RN N

V contr INF VRalsiNG yF\
PRO VP tsusy VP
V V
v v
SCOPE: SUBJ > VERB SUBJ > VERB > SUBJ
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Assgning narrow scope to the subjed in araising construction is often referred to as "lower-
ing" of the subject. Now, an intriguing question is whether or nat "lowering" of the subject
aff ects the (patential) predication relation between the subject and the matrix predicate in any
significent way.

It has been claimed that a wide-scope versus narrow-scope realing of the subjed in
raising constructions correlates with the presence versus absence of a predicaion relation
between this sibjed and the matrix verb, cf. eg. Zubizarreta (1982, who povides the
foll owing data.

(4) a Nobady seansto have left but somebody seemsto have left.
b. (Ox (x does nat seem to have left)) but ( seems (Cx (x have |eft)))

Zubizarreta daims that (41 a) could be @nstrued as non-contradictory, e.g. onthe interpreta-
tion spedfied in (41 b). The reason for the lack of contradiction, she ntinues, is that in the
first part of (41b), but crucialy, na in the second part, seemis predicated of x. That is, Zu-
bizarreta's claim is that "lowering" of the subject correlates with the asence of a predicaion
relation between the "lowered" subjed and the matrix predicae seem.

We want to rejed this claim here. In ou approach, a predicate must be saturated by an
entity element in order to encode apropasition. It is impossble to express a propasition by
any other means than by instantiating the predication structure; i.e. one caana choase to leave
the predicate unsaturated, as suggested by Zubizarreta's claims abowve. The predication struc-
ture must be instantiated, and the entity element required by the predicaion operator must be
identified. The dement is not identified uressit is licensed, either by Case (e.g. expletives
and raised subjects) or by being asdgned a (n externa) theta-role (PRO). English, like Nor-
wegian, daes not allow for a null-redization d nominative Case, hence the predicaion sub-
jea of seem in the second part of (41 b) could na be a"null expletive'. Furthermore, this
subjed canna be PRO, sinceseamis finite and hence does nat accept a PRO subjed. In addi-
tion, seem is not construed as assgning an external theta-role. Thus, there is no vocabulary
item to identify the entity element required by the predication operator instantiated by seem,
and its subjed position canna be enpty. Accordingly, we rgjed the daim that "lowering" of
the subjed correlates with the dsence of a predication relation between this sibed and the
matrix predicae seem.

12 Subject scope and thematic ambiguity

Instead, we want to claim that subjed-scope ambiguities reside in thematic ambiguities. Spe-
cificdly, we want to propose that there can be no subject-scope anbiguity where no thematic
ambiguity exists. To suppat this claim, we want to pdnt out that certain raising verbs, like
e.g. epistemic modals, which never asggn an external theta-role to their subjeds, do nd give
rise to norrcontradictory readings of the kind olserved with seemin (41) above. Cf. the fol-
lowing data, which (according to my informants) are impassble to construe & non-contra-
dictory, in contrast to (41) above:

(420 Nobady must have left but somebody must have left.

Now, epistemic modals are dways construed as having scope over their subject (propasition
scope). Deontic modals may be cnstrued as soping over their subjects (propasition scope)
or under their subjects. In the latter case, we get what is referred to as a subject-oriented re-
ading (Barbiers 1995, 199) of the modal. We want to claim here that a subjed-oriented re-
ading of a deontic modal invalves the assgning of an external theta-role from the modal to
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the subjed, whereas a propasiti on-scope deontic modal, just like an epistemic modal, does nat
assgn an externa theta-role to the subjed. One result of this thematic ambiguity of deontic
modals is that they give rise to norrcontradictory readings of constructions like (41) and (42)
above:

(43) Nobady must leave but somebody must leave.
(e.g. it isrequired that nobaly leaves but somebody has an oldigation to leave)

13 Modalsin pseudocleft constructions

Only subject-oriented modals accept a pseudoclefted complement in Norwegian, (cf. 44a and
b) whereas propasition scope modals rejed a pseudaclefted complement, whether the modal
isdeortic (cf. 44c) or epistemic (cf. 44d):

(44) . Det (som) Jon m., er . v're arkitekt.
it (that) Jon must, isto be achited
'What Jon must do, isto be an archited.’ (subjed-oriented deontic modal)

b. Det eneste du skal, er & gjare leksene.
it only you shall, isto do hanework-DEF
"The only thing you will do,isyour homework."' (subjed-oriented deontic modal)

c.*Det en kvinne burde, er abli var neste statsminister.

it awoman shoud, isto become our next prime minister

(Intended: What shoud happen is that awoman becomes our next prime minister;
I.e. propasiti on scope deontic modal.)

d. *Det (som) Jonma, er avaae akitekt.
it (that) Jon must, isto be achited
'What Jon must be, isan archited.’' (* on an epistemic reading of the modal)

We eplain these fads by assuming that a narrow-scope reading of the subjed requires the
overt syntadic accessto a subjed position kelow the modal; i.e. the "lowering" position.
When this lower subjed positionis elided, as in (44) abowe, "lowering' becomes impossble,
and a propasition scope reading of the modal is unavailable. That is, we suggest that the pre-
copuarelative dause in (44 a) has a structure li ke the foll owing:

(45)
N
e N

c® C

op) /N



If these assumptions are wrred, we would exped that providing the structure with a lower
subjed position within the syntactic scope of the modal ought to give rise to propasition-
scope readings of the same modal; i.e. a narrow-scope realing of the subjed. This expedation
isborne out; cf. (46):

(46) a Det Jonmavage, er arkitekt.
it Jon must be, is archited
'What Jon must be, is an archited.’'
b. ?Noe (som) en kvinne burde bli, er var neste statsminister.
something (that) awoman shoud become, is our next prime minister
'What awoman shoud become, is our next prime minister.'

We adgn to therelative dause in (46 a) the structure in (47):

(47) &
A

ox C
CY N
C IP
(som) N
Jon, I
k VP
ma
[ V..
N
V {j
vag e

In these cases, there eists a subjed position <Spec, VP> within the scope of the modal,
which is retained within this dructure, urnlike in (45) above. This auffices to allow for the
"lowering" of the subjed, and the propasition-scope realing of the modal is avail able.

14 The thematic ambiguity of seem

Claiming that subjed-scope anbiguity in raising constructions is due to thematic ambiguity of
the raising predicate anourts to claming that most raising verbs come in two varieties, ore
"true" raising version which does nat asggn an externa theta-role to the raised subjed, and
ancther version which dces assgn an externa theta-role to its sibjed. Although there exist
"true” raising verbs which do na have aversion assgning an external theta-role, e.g. epis-
temic modals, we daim that prototypicd raising verbs like seem and appear and their Norwe-
gian courterpart se ut til & have both versions. These asmptions are suppated by data like
the following from Chomsky (199%), where the PRO subjed is sid to dsplay a "quasi-
agentive" reading:
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(48) PRO to appea (/seem) to beintelli gent is harder than ore might think.

Raising verbs with no theta-asggning version, like gistemic modals, are ungammaticd in
this construction (cf. also Vikner 1988:

(49 */?7PRO amétte veae morderen er vanskelig a holde ut.
to mustINF be the kill er is difficult to cope with
"To have to be thekill er is hard to cope with.' (* epistemic reading)

There seems to exist a semantic diff erence between the two versions of seem, such that the
theta-assgning version requires direct visual accessto the subjea by the speeker, wherees the
nonthematic version daes not. To exemplify, take the sentencein (50).

(500 Johnseansto besick.

This ®ntence has two distinct interpretations, one where the spedker has direct visual access
to Johnand deddes that Johnis fiowing signs of sickness and another meaning the same &
it seams that Johnis sck, which could be uttered as an explanation why Johnis not in class
That is, the interpretation where the subject Johnis given narrow scope w.r.t. seem does nat
require the spedker to have dired visua accessto John.

Interestingly, only the theta-assgning version, i.e. the "dired visual access' version
aacepts a pseudacl efted complement in Norwegian, cf. (51):

(51) Det Jonser ut til, er dvaae syk/*borte.
it Jon sees out to, isto be sick/*gone
'What Johnseemsto be, is sck/gone.’

Recdl from the previous subsedion that propasition-scope modals (deortic or epistemic) re-
jed a pseudo-clefted complement, whereas subject-oriented modals, which seemingly assgn
an external theta-role to their subjeds,?® accept a pseudoclefted complement. By analogy, we
claim that the "dired visual access' realing of seenvse ut til involves the asggning of an
external thetarole to the subjed, whereas the propasition scope reading of seem, invalving a
narrow-scope subject, does not assgn an external theta-role. This thematic ambiguity of seem
Is resporsible for the subjed-scope anbiguity observed with this raising verb, such that the
thematic version gives wide scope to the subjed, whereas the nonthematic version gives rise
to anarrow scope realing d the subjea.”

15 Subject " lowering" and the predication relation

As down in the previous subsedions, there ae indicaions that what has become known as
"lowering" of the subjed in raising constructions in fad amounts to an actual lowering of this
subjed. I.e,, this procedure is dependent on owert syntadic accessto a subjed-position within
the syntactic scope of the raising verb, e.g. the modal. When this lower subject paosition is

% The theta-role asdgned to the modal on the subjed-oriented reading is smetimes referred to as an adjunct
theta-role (e.g. Zubizarreta 198, 1987 and Roberts 1985 1993), an addtional theta-role (Vikner 1988
Thréinsson and Vikner 1995, or a secndary theta-role (Picdlo 1990).

L We should mention here that we alhere to the assumptions in Eng1997) that what is known as wide-scope
versus narrow-scope realings of indefinites is not encoded in syntactic paositions like upper and lower subjed
paositions. Insteal, these readings reside in a lexicd ambiguity of indefinites; cf. also Eide (2001) for a more
detailed discussion of this subjed.
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elided, for instance when the complement of the modal is pseudoclefted, subject "lowering” is
impossble, and a propasition scope reading of the modal (or raising verb) is unavail able.

One way of implementing these facts is to adopt the recent theory of A-chains put
forward in Hornstein (1998, 19992000. Horstein suggests that A-links, na A-chains, are the
red obejcts of interpretation at LF. Thus, Horstein makes the foll owing assumption:

(520 AttheCl Interface(LF) an A-chain has one axd orly onevisible link.

"Lowering", Hornstein claims (1998102), is effected when higher links of an A-chain are
deleted and a lower link is retained. (52) simply requires that all but one link delete. It does
not spedfy which ore is retained na does it favor the deletion d lower links over higher
ones. However, there eist restrictions on this "lowering". One such restriction could be for-
mulated as foll ows:

(53)  a. Delete all links in the A—chain except one. BUT:
b. The retained link must be & least as high in the structure & the topmost 8-position.

(53 b accourts for the fad that obligatory theta-assgners, such as control verbs, do na allow
for their subjeds to scope under them.

Now, as shown by this outline, we do nd rule out the possbility that there exists
covert movement such as "lowering" of a raised thematic subjed. However, "lowering" does
not affect the predication relation between this subjed and the matrix predicate. Spedficdly,
although the pseudocleft data suggest that propasition scope raising verbs guch as epistemic
modals (and the propasition scope, nonthematic version d seem) invalve interpreting a nor
topmost link of the A-chain, this operation daes not undothe predication relation between the
matrix verb and the "lowered" subject. To ill ustrate, take the sentencein (54).

(54) Jonmahaknust vasen.
'‘Jon must have broken the vase.'

On an epistemic reading, the modal does not assgn an external theta-role to the subjed. Pseu-
doclefting the cmplement of the modal renders the goistemic reading unavail able, cf. (55):

(55 *Det Jonma, er &haknust vasen.
it Jon must, isto have broken vase-DEF
(Intended: 'What Jon must have dore is broken the vase.")

This grongly indicates that the lower subjed position, i.e. a subject position within the scope
of the modal, is esentia to a propasition scope realing, including an epistemic reading, of
the modal. Asaume that overt syntadic acessto the lower subject position is esential for
subjed "lowering" to take place because this subjed position contains the A-link retained at
LF. However, if thisis corred, it canna be the case that predication relations are real off the
same structures.

Spedficdly, if al links but one in an A-chain are deleted by LF (as claimed by Horn-
stein), andif the retained link is stuated in asubjed position below the topmost predicéor, as
seams to be happening in the cae of subjed "lowering”, then the topmost predication opera-
tor would be unsaturated at the relevant syntadic level (i.e. LF). Cf. the structure in (56),
which depictsthe pre-copuarelative dause of a psedocleft construction:
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(56)

ox C
CY N
C IP
(som) N
Jon, I
k VP
ma
[ V..
N
VO {j
voag e

Subjed "lowering' in this gructure invalves retaining the A-link tx in <Specg, VP> instead of
the A-link Jong in <Speg IP>. That is, the link Jory is deleted by LF. Now, if predication re-
lations were read off this LF-structure, then the predication ogerator in 1° would be left unsa-
turated; i.e. the entity element required by the predication operator situated in I° would na be
identified, since the subjea paosition <Spec, IP> isin effect empty at LF. This would na be
allowed by the system outlined abowe, since apredicaion operator canna be unsaturated
when it encodes a propasition; but much more importantly, it does not capture our intuitions
abou the predication relation ketween Jon and the modal ma. No matter the scopal construal
of the subjed, ou intuition is that there exists a predicaion relation, and furthermore, a sub-
stantive (i.e. "abouness"') predicaion relation between Jon and ma. That is, ou intuitions (as
well as the system outlined in the present work) indicae that there is a predication relation
between Jon and the modal ma. On the other hand, the pseuocleft data suggest that an episte-
mic reading of the modal invalves alowering of the subjed which leaves the subject paosition
of ma empty at LF. There are several possble solutions to this problem.

One posshility would be to invoke the "All-for-One-Principle” assumed within the
Minimalist Program (the term is due to Hornstein 199§. Put simply, this principle refers to
the assumptionthat if alink in a dain checks a feaure than al li nks of that chain aso chedk
that fedure. Applied to the structure @owve, one might suggest that the A-link [Jony , ty]
identifies the entity elements of the predicaion operators stuated in 1° and V° respedively,
before the A-link in <Spec P> is deleted and the A-link in <Speg VP> is retained. However,
there is a problem with this assumption within a Horstein-type goproach. In Horstein's system,
movement is adually [Copy + Deletion], which means that any principle referring to chainsis
unavailable. In fad, there is no A-chain at any point in the derivation. The only derivational
history retained is the olledion d feaures (including theta-features) transferred from syn-
tadic heads to DP by means of checking.??

One way to circumvent the problem sketched above would be to rgjed Hornstein's
claim that movement is [copy + deletion] and assume insteal that the entire A-chain is estab-

22 Hornstein (1998 fn. 9): "Lasnik (1995 proposes treaing theta-roles as feaures of verbs. These feaures can
be hedked D/NPs A D/NP beas the theta-role crresponding to the theta-feature of the verb that it chedks. One
can think of this thematic chedking operation as a way of transferring the feaure from the verb to the nominal
[..]- We can represent this by treaing theta-roles as feaures that D/NPs acquire by merging with predicaes
within lexicd domains. Thisiswhat the present analysis assumes.”
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lished before dl but one link is deleted; i.e. that this deletion is a late syntadic operation. In
this picture, al predicaionrelations are visible a the CI/LF interface, encoded by the retained
A-link by means of the "All-for-One-Principle".

16 Conclusion

We have agued that predicaionis a, if not the, dedsive fador molding the fundamental syn-
tadic traits of clauses. Thus, we have argued that layers of predicaional operator structures
construed as layers of propasitional skeletons are the basic semantic objeds that explain bah
basic syntadic architedure and the basic syntadic processes that take place in clauses. Need-
lessto say, we have just scratched the surfaceof some of the very basic problems and ques-
tions raised by the hypatheses and ideas advanced in this paper, bu we hope to have provided
enowgh evidence to convince the reader that they are worth trying out.
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Abstract

In this work, | provide an analysis of adjectival depictive constructions which accounts for most of their
fundamental properties. First, | focus on the restrictions having to do with the integration of the depictive and
theverbal predicate: they are based on aspectual compatibility between the two predicates, which, in turn, will
depend on the ahility, on the part of the depictive, to make reference to some (sub)event in the event structure
of the verbal predicate. Facts not captured by previous approaches in the literature will be straightforwardly
accounted for, among them the possibility to have I-L depictive constructions, and the impossibility to
combine a depictive with some non-stative verbal predicates. Second, it will be shown that the informational
import of the depictive in the sentence can be equivaent to that of the verbal predicate: both can be the
primary lexical basis of predication. This is reflected in the sentence in various ways, having to do with
aspectual modifiers, and in the properties of the sentential subject. In this connection, we will reconsider the
notion of subject, arguing that no subject-predicate relation takes place in the lexical domain of sentences, and
hence that the argument the depictive is oriented to, the common argument, cannot be a subject of the
depictive. Finally, a minimalist analysis is proposed for the syntax of the construction, in terms of direct
syntactic merge of predicative constituents and sidewards (g-to-q) movement for the common argument, from
the lexical domain of the depictive to the lexical domain of the verb. As to morphosyntactic properties, a
syntactic Double Agree relation is assumed to hold between T/v, as prabes, on the one hand, and the common
argument and depictive, as simultaneous goals, on the other, which would allow for the deletion of Case
features on both goals. The assumed presence of Structural Case on the adjectival depictive will be
responsible for the well-known restriction on the orientation of depictives to the sentential subject or object.

1. The depictive construction
The example in (1) illustrates the adjectival depictive construction in Spanish, whose
characterizationis givenin (2):

(1) El veterinario me devolvié € gato enfurrufiados.
The veterinarian to-me gave-back thecat upset

(2) Characterization of the depictive construction:
The adjectival predicate depicts an individual (represented by the subject or object in the
sentence) strictly insofar as a participant involved in the event denoted by the verbal
predicate, in the specific sense that the property it is attributed to necessarily holds during
the internal development of that event (i.e. there is no other implication in relation to the
persistence of the property denoted by the depictive, apart from those coming from pragmatic
inferences).

Thus, the precise span the property lasts is determined by the Aktionsart of the verbal event in
various subtle ways, beyond the assumed broad aspectual compatibility between the two
predicates. in the case of (1), it holds just during the transference denoted by the verb.

Therefore, a depictive construction does not inform about two independent eventualities that
should be temporaly linked in one of various possible forms. On the contrary, just a single
eventuality is reported: in the case of (1), the sentence reports an event of the veterinarian
transferring the cat to me, where either the vet or the cat is upset.

* Many thanks to the audience at the Workshop, for their questions and suggestions, and for the pleasant atmosphere
they created. 1'm very grateful to Carlos Piera and Gema Chocano, for their generous support in all respects; in
relation to this paper, thanks to Carlos for his reviewing of the various drafts, for discussion, and for giving me the
examplesin note 3 and (53); and thanks to Gemafor Latin data (which will be incorporated in the next version). For
both their friendship and love, | dedicate this work to Ana Alvarez and Jes(is Mufioz
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1.1. Depictive constructions are monoclausal

As a point of departure, I'll briefly distinguish between depictive constructions and
superficially identical constructionsin which the adjectival predicate denotes atimeinterva - we
can call it concealed time interval constituent. The sentencein (3) is an example of the latter. It
can be given any of the interpretations that are represented in (3)aand (3)b in semiformal terms;
these interpretations correspond to the glosses in (3)ai and (3)b.i, where we can see that relaxed
acts as a constituent whose denotation must include a time specification independent from that
associated with the verbal predicate, with which it establishes a specific time relation. The
sentence is a suitable answer to the questions in (3)aii and (3)b.ii, and it will show a different
intonational pattern depending on which of them it isareply to: the intonational emphasis will
be on the predicative adjective denoting atime interval, if the content of the main predicate is
understood as presupposed, so the adjectival constituent is what introduces new information, as
in (3)aii; and, on the contrary, the emphasis will be on the main predicate and its internd
argument, if it isthe content of the adjectival constituent that introduces new information, asin
(3)b.ii. Both possibilities are indicated by capital |etters:

(3) Marialeyé €l periddico relgada
Maria read the newspaper relaxed

a $ {Marfaread the newspapery [Maria was relaxed] Head-clause redtriction reading
i. Theeventuality of Maria reading the newspaper isincluded in the time interval of Maria being relaxed
(reading the newspaper didn't take place in any other circumstances).
ii. When did Maria read the newspaper? Maria read the newspaper (when) RELAXED

b. $ {Maiawasrdaxedy [Mariaread the newspaper] Adjunct restriction reading
i. The time interval of Maria being relaxed included an eventuality of Maria reading the newspaper
(reading the newspaper was (one of) the activity (activities) performed while being relaxed).
ii. What did Maria do when she was relaxed? Maria READ THE NEWSPAPER (when) relaxed

The fact that the sentence has these two interpretations indicates that the adjectival predicate
relaxed behaves as a when-clause: this status allows it to function as what is asserted in the
sentence (the eventuality of Maria reading the newspaper would be presupposed), or aswhat is
presupposed (the eventuality of Maria reading the newspaper would be what is asserted). The
former function is what we have in (3)a, where the verbal (head) clause restricts the existential
quantifier; the latter function is represented in (3)b, where the adjectival constituent (adjunct) acts
as arestrictor of the existential quantifier (see Johnston (1994), athesis on adverbial clauses, on
which the formal expression of the above readingsis based). If the adjectival constituent behaves
here as equivalent to an adverbial time clause, it should be taken as the lexical basis for an
independent (adjunct) clause, so that the sentencein (3) isbiclausal.

But (3) can also be taken as a depictive construction, which is the reading this paper is
concerned with. That is the interpretation we have in (3)c, where there is no restriction to the
existential quantifier, and the adjectival predicate isintegrated in the only existing clause:

c. $ [Mariaread the newspaper relaxed] No restriction reading
i. There was an eventuality of Maria reading the newspaper relaxed, i.e. she was relaxed insofar as a
participant in that eventuality
ii. What happened?

Asreproduced in the glossin (3)c.i, the adjectival predicateisin this case atrue depictive. The
whole sentence would be a suitable answer to the question in (3)c.ii, so the depictive does not
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denote atimeinterva in any sense. Thereis aunique event, and the time extension through which
it can be said that the property denoted by the adjectival predicate holds is dependent on the
aspect of the verbal predicate: Maria was relaxed during the process subevent included in the
event structure of reading the newspaper.

The ambiguity of (3) makesit relevant to recognize adifferent status for depictive predicates
and concedled time interval predicates, and, further, to recognize the monoclausal nature of
depictive constructions. This has the immediate consequence that the constituent formed on the
basis of the depictive cannot be given a small clause analysis, which would imply biclausality.
Thus, an aternative syntactic analysisis required, which can capture this.

2. Aspectual compatibility between the predicates

In order to determine the syntactic status of the depictive constituent, let's take a closer ook
at the kind of aspectual compatibility that is required to hold between the two pedicates present
in the sentence.

(4) and (5) are equivalent to (1) in that the verbal predicate expresses asimple transition (in the
sense of Pustejovsky (1995)): their event structure includes two subevents - a process followed
by a state:

(4)
a Pedro sdi6 de la escuela asustados,
Pedro went-out from theschool  scared-M-sG
b. Pedro sali6 de la escuela primaria bilingle ..
Pedro went-out from theschool  primary bilingual

a Carlos saco a Gema de la reunionirritadas,
Carlos took-out (to) Gema from the meeting annoyed-F-sG

b. CarlossacO6 a Gema de la secta paranoica,.
Carlos took-out (to) Gema from the sect paranoid-F-sSG

In (4)aand (5)athe state denoted by the depictive is understood to hold of the sententia subject
or object during the process subevent: Pedro was scared in the process of going out of school;
Gema was annoyed in the process of being taken out of the meeting. Actually, it seemsthat the
depictive refers to this subevent, and can be oriented to any of the two participantsit is associated
with, apossibility that is often restricted in Spanish by the agreement features of the adjective (in
(5)a the gender and number features of irritada restrict the orientation to the object).
Significantly, the depictive can only be stage-level when related to the process subevent.

In (4)b and (5)b the state denoted by the depictive is understood to hold at the turning point
between the process and the following state: Pedro was bilingual at the point he was out of
primary school; Gema was paranoid at the point she was out of the sect. In both cases, the lexical
structure of the verb includes a subevent denoting a state for one of the arguments that is the
opposite to a pressuposed initial one (and is brought about by the preceding process): the event
of Pedro going out of primary school is followed by a state of Pedro being out of the school; the
event of Carlos taking Gema out of the sect isfollowed by a state of Gemabeing out of sect. They
are causative achievements (in Pustgovsky's (1995) terms). Thus, there isin both cases a change
of state (hence aturning point) for one of the arguments. Two immediate consequences follow
from this: (i) the depictive must be oriented to the only argument associated with the reached
state; (i) the depictive can be individua-level: the turning point denoted by the verba predicate
can be taken as the point at which the property denoted by the depictive can be said to hold of the
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entity denoted by the relevant argument.

| am actually proposing, then, that in depictive constructions the state event denoted by the
depictive must get to be connected with the event structure of the verba predicate: either with the
whole event, or with some of the subevents it consists of. In particular, this can be seen as an
operation of event unification® triggered by the syntactic merge of the two predicates.

Assuming thisto be the case, we are going to anayze the various possible ways in which this
operation works, in order to determine what the aspectual compatibility required between the two
predicates should be.

In the preceding examples with transition verbs (achievements), we have seen, on the one
hand, that there is the possibility for the depictive to unify with the process subevent, in which
case the depictive can only be S-L; on the other hand, the depictive can unify with the whole
event, with the transition itself, in which case it doesn't make reference to any of the subevents
the transition consists of, and can be |-L.

I-L properties, by definition, denote states that are independent of any eventuality. Then, in
principle, we would not expect to find I-L depictive constructions at all, since the depictive in
them seems to be dependent on the event denoted by the main predicate. However, |-L properties
can perfectly well be restricted to spatiotemporal locations of an individual/entity, as in the
following examplesin (6):

(6)
a Riqui es obedienteen & colegio
Riqui is obedient in the school

b. Pacoera timidoensu adolescencia
Paco was shy in his adolescence

c. Esemedicamentofue imprescindibleen los aflos cuarenta
That medicament was indispensable in the years forty

The prepositional modifiersin these sentences delimit the stage in the existence of the individual/
entity during which the property can be said to hold (they do not ascribe it to particular events).
They are properties which can be under the control of an individual (like obedient), or they can
be either developed or lost along an individual's existence (like shy or indispensable). We will
descriptively call them rise/drop (R/D) I-L properties.

Now, notice the following important aspect of I-L-depictive constructions like those in (4)b
and (5)b: the source arguments (primary school and the sect) associated with the verb are not
understood as a particular location; they represent an organization, or an institution, where the
individual referred to by the relevant argument has been involved in some activity (actively or
passively), and that activity is directly responsible for the development and final possession of
the property denoted by the I-L depictive. In other words, the achievement denoted by these
trangitions constitutes alandmark in the existence of the individuals that undergo them, and that
landmark is materialized in the acquisition of the property expressed by the depictive. The I-L
property does not make reference to the process denoted by the verb itself, but to the turning point
that culminates that process. to the transition. This is crucia in two important respects: (i)
achievements whose subevent structure lacks a (causing) process are unable to form a depictive

! This operation can be taken as event co-composition (in the sense of Pustejovsky (1995)); | will not deal with this
issue here, though | suspect that thereis some form of qualia unification between the two predicates. | use the term
‘event unification' in anoncommittal way to refer to the semantic counterpart to syntactic merge.
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construction; and (ii) sentences with an accomplishment, and even with a process main event,
which generally rgject I-L depictives, can in some cases abstract the content in their lexical
domain in such away that it can be taken as a particular stage of existence, in which case an I-L
predicate is allowed.

Let us begin with non-process achievements. As opposed to the previous examples, we find
that it is impossible to form a depictive construction when the verb denotes a non-causative
achievement: whether the depictiveis S-L or I-L, and whether the depictive is subject or object
oriented, the constructions we obtain are all ungrammatical. Thisisillustrated by the examples
in (7) and (8):

(7) *Mariacapto €l doble sentido nerviosas, / sagaz..
Maria grasped-3p-sG theirony Nervous-F-sG / sagacious-F-SG
(8) *Mariareconocié mi coche limpios, / lujoso..
Maria recognized-3pr-sG my car clean-M-sG / luxurious-M-sG

Contrary to the achievements in (4) and (5), the achievements in (7) and (8) denote punctua
events. even if aprocess can be identified in the event of grasping, or in that of recognizing, itis
not a causing process - informally, there is no grasping process that ends up in the grasp of the
irony, and there is no recognizing process that ends up in the recognition of the car. Probably, the
subevent structure of a punctual achievement consists of two individual stative subevents, one
immediately following the other, where the first one would express the lack of a certain state and
the second one its presence. Thus, the event of grasping something would be an instantaneous
trangition from the state of not possessing the knowledge of something to the state of possessing
it: in the grammatical counterpart of (7) (with no depictive), Maria goes from the state of not
having gotten mental hold of the irony to the state of having gotten it. Similarly, in (8), Maria
goes from a state of not having identified the car to the state of having identified it. This particular
subevent structure is what makes the transition be strictly punctual. Therefore, on the one hand,
in these cases there is no process subevent an S-L depictive could make reference to; on the other,
there is no activity implied that can bring about the acquisition of a property, beit S-L or I-L in
nature. Thus, the ungrammaticality of (7) and (8) is neatly accounted for: no depictive is
aspectually compatible with the kind of event expressed by a punctual achievement, taking
aspectual compatibility in this subtle way; there is no possibility for the depictive to make
reference to the appropriate event or subevent.

Let us see now what the situation is with accomplishment and process verbal predicates. As
we can check in the examples in (9) and (10), there is no problem in forming depictive
constructions with an S-L adjective in these cases:

9
a Matias escribié unacancion entusiasmados, / *pobre_
Matias wrote-3P-sG a  song enthusiastic-M-sG ~ / poor-mM-sG
b. Matias escribié su primera novela entusiasmados, / pobre.
Matias wrote-3p-sG his first novel enthusiastic-M-sG  / poor-mM-sG

a Jorge caminaba pensativos, / *rico,_
Jorge walked-3p-sG meditative-mM-sG /  rich- M-SG

b. Jorge crecio enfermos, / ricoy..
Jorge grew-up-3p-sG sSick-M-SG [/ rich-M-sG
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The S-L depictive in these examples makes reference to the process of writing, walking and
growing, respectively. However, the contrast we see in these examples when the depictiveis |-L
(poor/rich) illustrates what was mentioned above: if the content of the accomplishment or the
process can be abstracted as a particular stage of existence for an individual, then it would denote
aperiod preceded or followed by a potentially different one. This makes it possible to take it as
a landmark, which in turn would be responsible for the development or the loss of the I-L
property (which isan R/D property). Thus, it is not that Matias was poor as a participant in the
process of writing hisfirst novel, but that he was poor in that period of hislifein which he was
writing his first novel (ex.(9)b); for obvious reasons, writing a song cannot be abstracted as a
stage of existence, so then there is no possibility to take it as alandmark (ex.(9)a). Similarly, in
(20)b, it is not that Jorge was rich as a participant in the process of growing up, but that he was
rich in that period of his life at which he was growing up (ex.(10)b); as opposed to this, the
process of walking does not allow abstraction as a stage of existence (ex.(10)a).

We have enough evidence by now to describe in what specific sense aspectua compatibility
between the two predicates in these constructions has to be taken. The descriptive generalizations
are madein (11):

(11) Aspectual compatibility in depictive constructions
a. An adjectival depictive predicate is aspectually compatible with the verbal predicatein a
depictive construction if the event structure of the latter allows the depictive to make
reference to either a process (sub)event or atransition.
b. An I-L depictive can only make reference to a transition, provided that the depictive
denotes a raise/drop I-L property and the transition includes a causing process.
An S-L depictive can make reference to both a process (sub)event and a transition.

Finally, to complete the revision of al predicate types, let us consider examples where the
verb denotes a state event:

(12)
a *Javi admira a los ciclistas emocionados, / sinceroy..
Javi  admires-3p-sG  (to) the bike-riders moved-M-sG / sincere-M-sG
b. *Javi admira a los ciclistas exhaustoss, / veloces..

Javi  admires-3p-sG  (to) the bike-riders exhausted-m-pL/ speedy-M-PL

In principle we could think that two stative events should be aspectually compatible. However,
the examplesin (12) show that no depictive construction can be formed with a state event. The
generalizations in (11) correctly exclude this case. For event unification to be possible, the
depictive must find an appropriate event or subevent to refer to. In thisrespect, S-L predicates can
refer to a process, or to a whole transition; |-L predicates can only refer to a transition that
constitutes a stage of existence preceded or followed by aturning point. But the event structure
of states consists of asingle event, where, as described in Pustgjovsky (1991):51, “[t]hereis no
change[...] and no referenceto initial or fina periods|...] [;] it isthe homogeneity of states that
distinguishes them from other aspectual types’. Given this, we can say that a depictive does not
find any of the propertiesit requiresin the ssimple aspectua structure of astate: there is no process
in which anindividual isinvolved, and thereis no transition undergone by an individual. Again,
the nature of the event structure that the depictive has to unify with is responsible for the facts -
here for the impossibility to form a depictive construction of any kind.

We can summarize our findings about the facts of aspectual compatibility seen in the
preceding dataas follows, in (13):
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(13)
a. Achievement predicates:

i. A causative achievement allows event unification with both an S-L depictive and an I-L
depictive, so depictive constructions are formed with both, and the depictive hasto be
oriented to the argument associated with the reached state the verb denotes:

— an S-L depictive can make reference to the process subevent or to the whole transition
denoted by the verb;
— an |-L depictive must necessarily make reference to the whole transition.

ii. A punctua achievement does not alow unification with either an S-L or an I-L

depictive. No depictive construction can be formed.
b. Accomplishment predicates:

i. An accomplishment predicate allows event unification with an S-L depictive, which
makes reference to its process subevent. The depictive can be oriented to any of the
arguments involved in the process

ii. Marginally, it alows event unification with an I-L depictive, provided that the content
of the transition event the accomplishment denotes can be abstracted as a particular
stage of existence for the relevant argument.

c. Process predicates allow event unification only with an S-L depictive.
d. Sate predicates do not allow event unification with either an S-L or an |-L predicate.

| believe that the generalizations in (11) account for the facts we have seen so far in away that
captures the spirit of Kratzer (1989) in her proposal to distinguish I-L from S-L predicates by
means of recognizing an event position in the argument structure of the latter, but not in that of
the former?. However, our approach is significantly different in that it is based on the (sub)event
type a predicate can make reference to, and it goes a step further in as much as it provides an
explanation for cases that were not accounted for or not considered. Any approach based on the
presence/absence of an e-position predicts: (i) that I-L depictives should be always rejected in
depictive constructions; and (ii) that S-L depictives should be able to form a depictive
construction with any kind of S-L verbal predicate. As we have seen, both predictions are
incorrect: (i) some I-L depictives (R/D I-L depictives) are allowed without difficulty in avariety
of depictive constructions, and (ii) not all S-L verbal predicates can form a depictive construction:
punctual achievements cannot.

Assuming the view of aspectual compatibility | have presented and taking event unification
as asemantic operation which is possible as aresult of the syntactic merge of the two predicates,
I will move forward to another aspect of depictive constructions that will be relevant for their
syntactic analysis.

3. Status of one of the predicates asthe primary lexical basis of predication

No aspectual type shift is obtained as aresult of event unification; the joined events maintain
each thelr own type properties. on the part of the verb, a process continues to be a process, and
atrangition continues to be atransition. However, it isinteresting to note how the depictive may
acquire an import at least equivalent to that of the verba predicate in what | will descriptively call
the primary lexical basis of predication in the sentence. By this| simply mean that one lexical

2 Hernanz (1988) and Kratzer (1989), both adopting the insight of Davidson (1967), coincide in proposing an e-
argument position in the argument structure of S-L predicates only. Rapoport (1991) argues for an e-position in the
event structure of S-L predicates, which allows for the assumed necessary linkage to the matrix verb.



Ana Ardid

predicate or the other has the ability to act as foregrounded, and its content becomes prominent
from an informationa point of view. Thisisin correspondance with the two modes of judgement
a sentence can be ascribed to: thetic and categorical (in the sense of Kuroda (1992), followed by
Ladusaw (2000), both on the basis of the insights of Brentano-Marty). Let's see some examples,
taking (14) as a point of departure:

(14) El profesor dedanza despidi6 a Maria llorosos,
Theteacher-m-sG of dance saw-off-3p-sG (to) Maria tearful-M-SG
a. Thedanceteacher issaid to have been tearful insofar as a participant in the process subevent that the event
of seeing Mary off includes.
b. Therewas an event of the dance teacher seeing Mary off; the dance teacher showed the property of being
tearful insofar as a participant in the process subevent included in that event.

(14)a and (14)b are two possible glosses for (14), which intend to reflect the two existing
possibilities as to the interpretation of the sentence in relation to its judgement mode: in
particular, according to the glossin (a), the sentence can primarily inform about a property of the
teacher, in which case we take it as expressing a binary, categorical judgement, where the
depictive isforegrounded as the primary lexical basisfor clausa predication; (b), on the contrary,
shows how the verbal predicate can also be foregrounded in the sentence, which can primarily
assert the occurrence of an eventuality of the teacher seeing Mary off, where it happened to be
the case that the teacher was tearful; in this latter case, the sentenceis taken as expressing a unary
thetic judgement.

There are even instances in which the construction can only be taken as categorical, with the
depictive acting as informationally foregrounded. It is typically the case of constructions with a
trangtion verba predicate and an I-L depictive, which cannot be understood as expressing athetic
judgement, asin the examplesin (15) (=(4)b) and (16). Thisis due to the specific condition that
a depictive construction with an I-L predicate must satisfy: namely the transition must be
understood as a landmark in the existence of the individual that undergoes it, which has the
consequence that the event denoted by the transition is presupposed. Thisis clear in (15), where
the event of going out of primary school is one that everyone is assumed to go through; in (16),
going to mass, or leaving for amass, is not so clearly, by itself, an event easily taken as marking
alandmark, but the time modifier, last Sunday, provides the element of meaning that allows us
to take it asahabit in the case of Teresa.

(15) Pedro sdi6  dela escuela primaria bilingtie.. (=(4)b)
Pedro went-out of the school primary  bilingual
a Pedroissaid to be bilingual insofar as a participant in the transition denoted by the event of going out of
primary school.
b. NOT: There was an event of Pedro going out of primary school; Pedro was bilingual in as much as a
participant in the transition denoted by that event.

(16) EI domingo pasado, Teresa se fue amisa creyente_,y volvio agnéstica,..
The Sunday last, Teresa AsSP-MARKER went to mass believer and came-back  agnostic
a Teresais saidto be a believer insofar as a participant in the transition denoted by the event of leaving for
mass last Sunday (up to the point she left for mass that day), and she is said to be agnostic as a participant
in the transition denoted by the event of coming back (going out of mass).
b. NOT: Therewas an event of Teresa leaving for mass; Teresa was a believer in as much as a participant in
the transition denoted by that event, and there was an event of her coming back, since the starting point of
which (the point at which sheis out of mass) sheis agnostic.

The fact that one of the predicates in the sentence acts asits primary lexical basis shows us that
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the event unification operation maintains the independence of each predicate, not only
aspectually, but also in their ability to be informationally foregrounded.

We would expect to find some visible effects of event unification in the sentence. Actualy,
there are at least two areas in which they show up. The first one has to do with aspectual
modifiers. we find that those typically alowed with transition verbs (frame adverbias) are
rejected in adepictive construction; and, conversely, those typically rejected by transition verbs
(durative adverbials) are allowed in a depictive construction. The examples in (17) and (18)
illustrate this:

(17)

a Juan subi6 a  estrado enun periquete

Juan went-up to-the stand inatick
b. Juan subi6 a estrado temerosos /% en un periquete

Juan went-up to-the stand fearful inatick
i. ° There wasan event of Juan going up to the stand in a tick; he was fearful as he developed that event.
ii. *Juan is said to have shown the property of being fearful as a participant in the event of going up to the
stand in a tick.

c. Juan subi6 a  estrado culpable.. *en un periquete

Juan went-up to-the stand guilty inatick

(18)
a. Juan corrié lamaratén de Nueva York *durante varios minutos
Juan run the marathon of New Y ork for severad minutes
b. Juan corrié lamaratén de Nueva York mareados, durante varios minutos
Juan run the marathon of New Y ork dizzy for severad minutes
i. Therewas an event of Juan running the New York marathon; for several minutes during the devel opment
of the race, he was dizzy.
ii. Juan is said to have shown the property of being dizzy for several minutes as a participant in the event
of running the New York marathon.
c. ?Juan corrié lamaratén de Nueva York engreido,.. durante varios minutos
Juan run the marathon of New Y ork self-conceited for several minutes
Juan is said to have shown the property of being self-conceited for several minutes as a participant in the
event of running the New York marathon.

So-called frame adverbials, asiswell known, are allowed in sentences with an accomplishment
verb, where they refer to the time span during which the process culminating in a state has taken
place ((17)a). In (17)b we observe that the frame adverbia is allowed, athough, significantly,
only when the construction is understood as a thetic judgement (as | reproduce in the glosses that
appear below the example), i.e. when the verbal predicate is foregrounded. Notice that thisis
quite interesting if we take into consideration that the frame adverbia would not be allowed in
a copulative sentence with fearful as the main predicate (see (19)). These facts indicate that this
modifier can only appear in the depictive construction if the verbal predicate isforegrounded, so
that the sentence is thetic; it cannot when the sentence must be categorical, with the depictive
foregrounded (asin (17)c, where the depictiveis|-L), asit cannot in a copular sentence with the
same depictive (see (20)).

(19) Juan estuvo temeroso * en un periquete

Juan was fearful in a tick
(20) Juan fue culpable *en un periquete
Juan was guilty ina tick
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In the grammatical version of (17)b, the frame adverbia takes scope over the unit that has been
formed as a result of the merge of the two predicative constituents, and it refers to the one that
prevails: the one formed on the basis of going up, which alows the interpretation of the sentence
as athetic judgement.

In (18), we find facts equivaent in relevance to those in (17), now with adurative adverbial:
this modifier is regected by a logica transition (example (a)), but alowed in a depictive
construction with an S-L adjectival predicate (example (b)), or with an I-L adjectival predicate
(example (c), marked with ? because I-L depictives are always harder to accept when the
transition is not punctual, as in this case). The durative adverbid is easily allowed when these
predicates occur in isolation in a sentence:

(21) Juan estuvo mareado durante varios minutos

Juan was dizzy for several minutes
(22) Juan fue engreido durante varios minutos
Juan was self-conceited for several minutes

In (18)b and (18)c, the durative adverbia takes scope over the unit formed by the merge of the
two predicative constituents, so that it can make reference not to the event of running the
marathon as a whole (which would regject that kind of modification), but to that part of the race
at which Juan was dizzy/self-conceited. The presence of the depictive in that unit makes it
possible to differenciate between segments of the race. Dizzinessisan S-L property and, as such,
it can be restricted to the limits of an event or a part of an event; self-conceitednessisan R/D I-L
property that can be delimited to a stage of existence: in this case, the event of running the
marathon marks a personal landmark - Juan was self-conceited at the timein hislife at which he
run the New Y ork marathon, but after several minutes of that race, he dropped that property, as
a consequence of unmentioned circumstances taking place during the race itself.

In sum, it has to be the occurrence of these depictives that excludes or licenses the adverbial
modifier in the constructionsin (17) and (18), respectively. This might lead us to think that the
adverbia strictly modifies the depictive predicate; however, it does not: actualy, if we forceit
to do so, there will be necessarily a shift in meaning (and a different intonational pattern will be
required); the adjectival predicate will have to be understood, if possible, as a concealed time
interval constituent of the kind we saw at the beginning of this paper. Obvioudy, (17)b and (17)c
would be ungrammatical under that interpretation, since these adjectives rgject aframe modifier;
(18)b would be al right, aswould (21); and (18)c would be ungrammatical as well, in this case
because atime interval constituent cannot be formed on the basis of an I-L predicate.

These facts reinforce the hypothesis that any of the two predicatesin a depictive construction
can act as its primary lexical predicational basis (given the aspectual conditions previously
pointed out), but they also illustrate how event unification has visible syntactic effects.

We are in front of a quite intriguing construction that may allow any of two independent
predicative constituents to have semantic and syntactic prominence in the sentence, as if they
were working in aparale fashioninthelexica domain, in the sense that they both have to satisfy
their own lexical conditions (argument valency), up to a point at which one or the other becomes
prevalent.

The second areain which this pattern of prevaence shows up is the one concerning specificity
requirements on the sentential subject. In (23) and (24), the plural indefinite in subject position
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in the (a) examples can be understood as specific (partitive: agiven subset from a known larger
set) or as unspecific ("there were some boys/men who went out/sang ...": existential). In the (b)
examples, however, we obtain ungrammaticality if we take the indefinite subject as unspecific
and the depictive is understood as preva ent (as marked by the underlining in the examples). (This
prevalence is necessary in (23)b, due to the I-L nature of the depictive, and optiona in (24)b,
since the depictive is S-L.) So the sentential subject must meet the specificity conditions on
categorica subjects, asit doesin a Spanish copular sentence with the same adjective asits lexical
basis (the () examples are a'so ungrammatical if they are given an existential reading).

(23)
a Unos chicoSseeccunsrec han salido del salédn de sorteos
Some hoys have gone-out of-the room of lottery
b. Unos chicoSseec<unseee han salido del  salén de sorteos millonarios..

Some boys have gone-out of-the room of lottery millionaire-m-pL
c. Unos chicoSseec/+unseecSON millonarios
Some hboys are  millionaire-m-pL
(24)
a Unos sefioresseeciunsec Cantaron en la boda
Some men sang in the wedding
b. Unos sefioreSseec/+unsrecCantaron afénicoss, en la boda
Some men sang hoarse in the wedding
¢. UNos seforeSspec/+unsrec €Staban afonicos
Some men were hoarse

The conclusion we draw from thisis again that there are actual manifestations of the import
that the adjectival predicate can acquire in depictive constructions; the two predicates may
aternatively be prevalent, and the sentence will have to conform with the syntactic and semantic
conditions this prevalence imposes. Here the external argument, which will become the sentential
subject, must be a specific nominal if the depictive is the primary lexical basis. adjectival
predicates necessarily form sentences espressing a categorical judgement and the first term of a
categorical judgement has to be specific (Kiss (1998), Ladusaw (2000)).

Notice that, interestingly, no specificity condition appliesif the depictive is oriented to the
sententia object, afact that coincides with the impossibility to take the sentence as a categorical
judgement, formed on the basis of this predicate. In (25), the object is freely understood as
specific or unspecific in both the (a) and the (b) examples, even though the adjective in a
copul ative (categorical) sentence does not allow an unspecific subject (example (¢)):

(25)

a Féix
Félix

metio unas galletasseecunsec €N lalata
put  some cookies-F-PL inthe can

b. Félix meti6 unas galletasseec/unseec €N lalata rotass
Félix put some cookies-F-pL inthecan broken-F-pL

c. Unas galletasspec/unseec €Staban  rotas
Some cookies-F-PL were broken-rF-pPL

The grammaticality of (25)b has an immediate consequence for the syntactic analysis of this
construction. Observe the contrast between (23)b and (24)b, on the one hand, and (25)b, on the
other. The ungrammaticality of (23)b and (24)b (with the intended existential interpretation of
the subject) could be taken as evidence in favor of a small clause analysis for the depictive
constituent, since the same specificity condition on the subject of a simple sentence with this
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predicate ((23)c and (24)c) is at work in the depictive construction. This could be accounted for
by proposing that the nominal that ends up as the sentential subject either is generated as the
subject of a small clause or is controlling a PRO subject in the smal clause. But the
grammaticality of (25)b (significantly with the object understood as existential) is an indication
that this argument is not acting as a subject, taking subject as sentential subject, so actually a
small clause analysis would not give the expected results:. if some cookies were the subject of a
small clause, the grammaticality of the construction would be a mysterious fact. As a
consequence, this contrast actually becomes further evidence against asmall clause analysis, and
can be interpreted as an argument in favor of the hypothesis that, once the two predicative
constituents merge, one of them becomes the prevalent one, if possible. The options for the
depictive to become prevalent seem to be restricted to the possibility that the argument it is
oriented to becomes the sententia subject. The two merged predicates will share an argument,
which we will call the common argument.

To my knowledge, the properties of the depictive construction presented so far in this paper
have not been previoudy pointed out in the literature, and | would like to incorporate them in my
analysis.

4. Predication: what isa subject?

The discussion at the end of the previous section raises the question that provides thetitle for
this one, as a preamble for the syntactic analysis of depictive constructions. What is the nature
of the constituent that we call subject? And further, is there a predication relation between the
depictive and the argument it is oriented to?

The overt agreement between the depi ctive and the common argument in gender and number
features, in Spanish and many other languages, has been taken by some authors as a
morphological manifestation of the predication relation these two elements are assumed to
maintain (e.g. Napoli (1989)), so that the argument the depictive is oriented to is considered as
its subject. In fact, they are said to maintain a syntactic subject-predicate relation equivalent to
the one the clausal subject maintains with the clausal predicate, arelation that, asiswell-known,

is said to satisfy syntactic locality (e.g. mutual c-command, adopted by many, following the
insight of Williams (1980)). The latest approach in this line appears in Rothstein (2001), who
extends the strict locality condition to all instances of predication.

| will not follow thisline. Certainly, the agreement between the depictive and the argument
it shares with the verb overtly marks some kind of relation, and it must be accounted for,
particularly because gender and number features are uninterpretable for the adjective, in the sense
of Chomsky (MI, DbP, and BEA), and have to be eliminated. | would like to argue that, even
though nominal and depictive maintain an Agree relation for feature valuing, there is no subject-
predicate relation between them in the lexical domain of the construction. In fact, | consider that,
more generally, the lexical domain is not the domain for the subject-predicate relation for any
sentence, but the domain where constituents are in a given configuration with respect to some
head, in order to be thematically interpreted, where the predicate saturates its logical open
positions. Aswe will see below, thisis actually implied in the logical analysis of Kratzer (1996).

We have seen that the object in (25)b does not have to meet any specificity conditions on
subjects, so that it cannot be taken to be the subject of a small clause, it does not behave as a
clausal subject. A subject has been traditionally said to represent an entity (substance in Kuroda's
(1992) terms) that is attributed a given property or to represent a given function in a situation
(event), represented by the predicate. This view is associated with the logical tradition, and, in
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principle, it is kept aside from the syntactic notion of subject. The syntactic properties of a
subject, associated with its own inflectional features (Case and agreement) and part of the features
in the verb (agreement features), on the one hand, and with its position within the sentence (its
structural prominence in comparison with other constituents), on the other, have made linguists
characterize the notion as purely structura: its identification has been understood as a matter of
syntactic configuration. However, as we know, the assumed locus of subjects, say (Spec,T), has
been shown not to be the only designated subject position, since there are constructions in
different languages where nominals with some morphological subject feature do not occupy that
position, constructions in which some other constituent has merged and behaves as an actud
subject in relation to different syntactic processes: locative inversion constructions and existentia
constructions with the expletive there in English are typically presented as relevant in this respect
(Harley (1995) and references cited there); in Spanish, similar properties have been found to
characterize impersonal constructions with locative subjects (Ferndndez-Soriano (1999)):

(26)
a. Thereweretreesin her garden
b. Down the hill rode the Indians

(27)
a En estos archivos consta la identidad del testigo
Inthese files figures-3pP-sG the identity-3p-sG of-the witness
b. En estasopa sobran fideos

Inthis soup are-too many-3p-PL  noodles-3P-PL
(these two verbs, constar and sobrar, belong to a class
of stative verbs analized in Fernandez-Soriano (1999))

All these constructions have the common property that the postverbal nominal is the constituent
agreeing with the verb, while the preverbal constituent behaves as a subject in respects such as
itsraising in raising constructions, its position in direct questions, binding, quantifier floating,
that-trace effects, and relativized minimality effects. But in addition, we find another property,
at least for the Spanish examples®, on which we will focus in the following discussion. That
property concerns again the Specificity Condition, in this case on the preverbal PP: it cannot be
realized as an unspecific constituent:

(28)
a. *Enunos archivos constalaidentidad del testigo
b. *En una sopa sobran fideos

Fernandez-Soriano (1999) points out this fact, illustrating it with bare plurals, necessarily
existential in Spanish, but the same results obtain with unspecific indefinites, asin (28).
Thisimmediately reminds us of what we have seen in depictive constructions,; remember that
the Specificity Condition is at work whenever the depictive is understood as the primary lexical
basis of predication, which in turn can only be the case when the depictive is subject oriented.

Now notice that the Specifity Condition shows up also in sentences with a non-thematic
subject, as the contrasts in the following examples in (29) and (30) show:

% The example corresponding to (26)b would be * Down hills rode the Indians, whose ungrammaticality seems to be
parallel to that of (28). However, Locative Inversion constructions involve properties that could make its case
different.
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a. Johniseasy to please
b. *AKidynseec IS €8Sy to please

a. Thisbookisfor you to read
b. * A bookynseec IS for you to read

Thus, on the one hand syntactic properties of subjects may be scattered about in some
constructions, or, as Harley putsit, if aconfigurational notion of subject isto be maintained, we
have to say that there are multiple subject positionsin a sentence. As for the nominative nomind
that remains in the lexical domain in (26) and (27), the configuration which it maintains in
relation with the relevant lexical head will be responsible only for its thematic interpretation as
an argument. This has nothing to do with subjecthood; it is the uninterpretable Case feature on
this constituent and the uninterpretable features on T that make us put it in connection with the
‘canonical’ subject position: the nominal’s Case feature will be the goal for probe T (in the
system of Chomsky (DbP and BEA)), in an operation where the nomina will *in correspondance
provide vaues for the uninterpretable agreement features of T. Notice that, according to this, the
VP Internal Subject Hypothesis should be understood as a vP Internal Argument Hypothesis, in
the sensethat it Smply states that all arguments are generated (or first-merged) within the lexical
domain, i.e. within vP, the domain in which constituents are characterized by bearing a g-role,
but in which subjecthood properties are not found. It will be conditions on movement, or on
Agree, that will designate the particular argument that turns out to be the subject.

On the other hand, when we have a constituent other than the agreeing nominative nominal
in (Spec,T), this constituent isin charge of satisfying the EPP feature of T and it behaves as a
‘canonica’ subject doesin all syntactic respects except for what concerns operations associated
with its own Case feature and the inflectional features of T.

But notice that, in addition, the merging of a constituent in (Spec,T), be it the ‘canonical’
subject or some other one, brings about a surface semantic effect (in the sense of Chomsky (BEA):
this constituent will have the possibility of being interpreted as having the informational import
of an entity which is attributed a property, as being the lefthand term of a categorica judgement,
if it is specific, whereas if it is unspecific or it is redized as an expletive, the sentence will
necessarily express athetic judgement (if unspecific, it will be interpreted simply as one of the
participantsin the event denoted by the predicate). | would like to claim that this surface semantic
effect isdirectly related to predication: the specific/unspecific nature of the subject will determine
the options as to the mode of judgement associated with the sentence, which will have an effect
in establishing the conditions for the assignment of atruth value to the syntactic object, TP, that
is obtained as a consequence of its merging in the structure. Those conditions are in part based
on the particular mode of judgement associated with the sentence, which will in turn be in
consonance with the requirements of the lexical predicate. Hence, if the predicate is such that it
can only form sentences expressing a categorica judgement, an unspecific subject is rejected; that
was the case with the examples of Spanish impersona constructionsin (28), tough-constructions
like (29), copular purpose sentences like (30), sentences with astative predicate like those in (31),
and both the Spanish copular sentencesin (23)c and (24)c and the English onesin (32) ((31)aand
(32), with their respective judgements, are taken from Kiss (1998)):

(31)

a AthleteSseec (Generic)+unseec IMpress boys [Kiss (1998):(43b)]
b. Unas sefioraSseec+unseec @dmiraron  la sinceridad de Pedro
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Some women admired-3p-pL thehonesty  of Pedro
(32)
a  ShOESseec (Generic)* Unspec are shiny [Kiss
(1998):(42b)]
b. Childrenseec (Genericy+unsrec @€ NOISY in the street [Kiss (1998):(12a)]

If, on the contrary, the predicate does not impose a mode of judgement on the sentence, the
occurrence of an unspecific or an expletive subject will give rise to a thetic judgement
necessarily:

(33)
a. Unamoscarevolotea sobre la tarta
A fly flutters over the cake

b. Varios hombres han aparecido heridos en unazanja
Several men have appeared wounded in a trench

(34)
a It seemsthat we must keep quiet
b. Itisunlikely that we win the prize
c. There entered two ghostsinto the room

Sentences with a specific subject may express either acategorica or athetic judgement (pace the
lexical requirements of the predicate):

(35)
a. El gato ha estado durmiendo todo € dia [ (b) serves as atrangdation for this example)]
b. Thecat has dlept all day
c. Two ghosts entered into the room

The summary of the correspondance between the nature of the subject and the mode of judgement
associated with the sentence is summarized in (36):

(36) Mode of judgement and specificity of the subject
a. Unspecific subject / Expletive ((33) and (34))
— the sentence necessarily expresses a thetic judgement
b. Specific subject:
— the sentence may express either:
- athetic judgement: (35); or
- acategorical judgement: (23)c, (24)c, (27), (29)a, (30)a, (31), (32), (35)

| believe that we can try to formulate a definition of subject which, while being
configurational in nature, gets rid of those aspects that would force us to posit multiple subject
positions. We can smply state that the subject in a sentenceis the constituent merged in (Spec,T),
taking this merging to be responsible for the surface semantic effect described above, i.e. as
partially responsible for the mode of judgement expressed by the sentence, and hence partialy
responsible for the truth conditions associated with it.

Let’s come back to the case of depictive constructions. I’ ve claimed that this construction is
monoclausal, and also that the depictive and the argument it shares with the verb do not maintain
an independent subject-predicate relation. Actually the latter claim is a consequence of the first
one, since thereis just one propositional function per clause. Moreover, we have seen that the
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depictive may be the primary lexical basis of predication, with the sentence expressing a
categorical judgement. When this is the case, remember, the depictive can only be subject
oriented,

I.e. oriented to the constituent that ends up in (Spec,T) - in that case, we can safely say that the
sentential subject is primarily predicated of the depictive, and the fact that this nominal makes
the sentence categorical is not surprising, sinceit is the constituent in (Spec,T) that isin charge
of establishing an actual subject-predicate relation in the sentences we have seen so far. The
existence of two independent lexical predicatesin the lexical domain alows, as we have seen,
the prevalence of any of them as the lexical basis of predication (except for the cases of I-L
depictive constructions, where the adjectival predicate must be prevalent). So the subject in
subject oriented depictive constructions must satisfy the conditions the prevalent predicate
imposes on it, if any.

Before leaving the topic of subjecthood, | would like to consider examples of Clitic Left-
Didlocated Constructions (CLDC) like the ones in (37), where the |eft-dislocated nominal is
coreferential with an object clitic, to which an I-L depictiveis oriented:

(37)
a A Enriguelo mandaronala guerra humilde
(to) Enrigue him sent-3p-PL tothe war humble
Enriqueis said to have shown the property of humbleness insofar as a participant in the transition denoted
by the event of their having sent himto the war.

b. Esteparaguas tuamiga me lovendi6 azul,._
This umbrella  your friend to-me it sold-3p-sG blue
Thisumbrellais said to have been blue as a participant in the transition denoted by the event of your friend
selling it to me.

| have chosen I-L depictives in these examplesin order to force the prevalence of this predicate
and try to check if this prevalence may stay operative beyond the limits of TP. If thisisthe case,
the I-L predicate should force a categorical judgement for these sentences, with the dislocated
nominal asitslefthand term: as we can check in the glosses below the examples, that’s actually
the only interpretation they allow. We observe that the | eft-dislocated constituent is acting asthe
subject of predication exactly as ‘canonical’ subjects do in sentences with no dislocation, with
the depictive as its primary lexical basis’. Remember that, significantly, I-L depictives cannot
make the sentence categorical if object oriented.

For this kind of sentences, | will assume that the left-dislocated constituent merges as a
Specifier of a Topic head with an EPP feature. Having an EPP feature, the head Top forces
merging in its Spec. This brings about akind of surface semantic effect equivaent to the merging
of acongtituent in (Spec,T) in sentences with no dislocation, with the qualification that clitic left-
dislocation seems to give rise to sentences expressing a caterorical judgement only. The point |
wanted to make is that, if left-dislocated constituents truly show subjecthood properties, the
examplesin (37) should make it necessary to extend the concept of subject to include them. The
following characterization is wider enough in this respect™:

“ Notice also that the | eft-disloated constituent must be specific: A un hombr egeciunseec 10 Mandaron ala guerra
(humilde). Nevertheless, | leave for further research the investigation of the extent to which a left-dislocated
constituent in a CLDC behaves as a true subject.

®| believe that this characterization of subject isvalid for alarge range of data from a variety of languages, although
I do not want to commit myself asto its universal pervasiveness until | examine different |anguage types.
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(38) Characterization of subject
The subject in asentence is the constituent merged in the Specifier position of ahead with
an EPP feature, i.e. in aleft-periphera position which belongsto the functional domain of
the sentence above vP.

(&) Themerging of the subject brings about a surface semantic effect having to do with the
mode of judgement expressed by the sentence: it will mark the sentence as expressing
athetic or a categorical judgement:

(i) If thesubjectisin (Spec,T) and it is specific, the sentence will have the option of
expressing any of the two possible judgements.
If the subject isin (Spec,T), and it is unspecific or an expletive, the sentence will
necessarily express athetic judgement.

(i) If the subject isin a Spec position above the domain of T, the sentence will be
necessarily categorical.

(b) The subject constituent represents an individua (type <e>) which saturates a monadic
function from individuals to truth values (<e,t>), the object obtained being of type <t>.

5. The syntax of depictive constructions

Having rejected a small clause analysis for these constructions, the ssimplest alternative is
direct externa merge of the two predicative constituents. This merge operation will reasonably
take place in the lexical domain of the sentence, where it is assumed that the lexical aspectual
information is encoded.

But what is it exactly that merges? What exactly constitute the terms of this first merge of
predicative constituents? And, finally, what is the base position for the argument that behaves as
acommon argument?

5.1. Building a depictive construction: (i) lexical domain

Let us begin with the last issue: where is the common argument generated? The following
examples with the floating quantifier todo (Engl. all) in (39) and (40) indicate that the common
argument is first merged as the Specifier of the depictive adjective:

(39)
a. Los hijos de Pedro sdieron delaescuela todos bilinglies
The children-m-pL of Pedro went-out of the school al-m-pL bilingual-pPL

b. Tus amigos caminaban por estacale todos preocupados por ti
Your friends-m-pL  walked adongthisstreet al-m-pL worried-m-pL about you

a Saqué a tusalumnos de laclinica todos vacunados contralagripe
I-took-out (to) your students-m-pL from theclinic  al-m-PL  vaccinated-m-PL against the flu

b. Meti  lasbhicis en el garge todas listas paralacarrera
I-put-in  thebikes-F-PL  in the garage al-m-PL ready-m-pL for therace

If we make the standard assumption that floating quantifiers belong to the structure of the
nominals in a raised position, and may be left stranded in the position where the nomina is

The possibility that different positions exist in the syntax of a sentence, one for subjects of 'thetic sentences, and
a higher one for subjects of 'categorical sentences has been proposed in Cardinaletti, (1997) (who argues for the
splitting of Agr), and Kiss (1998) (who introduces RefP, a projection above IP for topics).
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generated, then their occurrence right before the depictive, and following the prepositional
complement of the verb, would indicate that they are first merged as arguments of the adjective,
isin (41) and (42)°:

(41)
a. Loshijos de Pedro; salieron de la escuela [ap [todos t; ] bilingles)
b. Tusamigos caminaban por estacalle [ap [todos t;] preocupados por ti]
(42)
a Sagué atusalumnos delaclinica [ap [todost;] vacunados contralagripe]]
b. Metilasbicis en €l garge[ap [todast;] listas paralacarreral]

If we adopt Hale and Keyser's (1993) proposal that the base position of anomina determines
its thematic interpretation, the proposed generation position simply places the nomina in a
configuration with respect to the adjective that allowsiit to be understood as a ‘ property holder’,
i.e. the kind of THEME argument typically associated with adjectival predicates (I borrow the term
from Kratzer (1996)).

The AP isformed independently of the structure associated with the verb in the sentence, as
an independent subtree. Now, the point in the derivation at which they merge together must be
that immediately preceding the position where either the agent or the theme associated with the
verb should merge in order to be in the appropriate configuration with respect to the verb itself.
For the examplesin (10)a and (25)b ((43)a and (43)b below), the derivations corresponding to
their lexical domains are given in (44) and (45):

(43)
a. Jorge caminaba pensativos, (=(10)a)
Jorge walked-3pr-sc  meditative-m-sc
b. Félix metidunas galletas enlalata rotass, (=(25)b)
Félix put-3r-sc some cookies-F-pL in thecan broken-F-pL

(44)
a [wpV caminaba], [ap JOrge pensativo]
[ve [v v caminaba] [ap Jorge pensativo] |
c. [wJorge[y [vVv caminaba] [ap tiorge PENSALiVO] ] |

=

(45)
[ve Meti6 en lalata] , [ap unas galletas rotas]
[ve [V metié en lalata] [ap unas galletas rotas] ]

o

c. [ve[npunasgaletas] [v [v-metio enlalata] [ap tunasgalletas Fotas] ] ]

d. v, [ve [neunas galletas] [v [v metio en lalata] [ap tunas galletas Fotas] ] ] |
e. [wV [ve [npunas galletas] [v [y metio en lalata] [ap tunas galletasotas] 111 ]

® The generation of the common argument as (Spec,A) doesn’t imply a predication relation between them, asit does
not in the case of external arguments of verbs. The facts in (39)-(40) seem to suggest a base configuration akin to
that of a small clause, with the adjective and its externa argument forming a constituent. This impression is
misleading, however: on the one hand, the nominal does not show subject properties; on the other, the AP cannot be
taken to be clausal.
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f. Féix, [w V [ve [neunas galletas] [v: [v: metio en lalata] [ap tunas galletas Otas] 1111
g [we Féix [y Vv [ve [npunas galletas] [v- [v metio en lalata] [ap tumas galeras fotas] 11111

(Note: v and V' simply stand for complex verbal constituents that have not merged with ahead.)

As we see in (44), the predicative constituents caminaba and Jorge pensativo form a vP
constituent out of two independent subtrees ((44)a,b). The central condition for this merging is
aspectual compatibility, in the terms we have descriptively summarized in (13). The latter
constituent (vP) will form the complete vP together with the external argument, the only
remaining one in the argument valency of the verb; the mechanism for this will not be pure
external merge, but some form of sidewards movement (in the sense of Hornstein (2001)), which
| take here to be a movement from a g-position into a g-position: Jorge, the argument of
pensativo, is extracted from the AP to merge with the vP, becoming the externa argument of the
verb, and giving rise to the complete vP ((44)c)’. As aresult, it acquires the status of AGENT with
respect to the event of walking. This form of sidewards movement of Jorge from the lexica
domain of the adjective to the lexical domain of the verb is what makes it a syntactic common
argument.

Since Jorge is the only argument realized in the sentence, this nominal will become the
sentential subject. One predicate or the other can be taken as prevaent from a semantic-
informational point of view, so the sentence can be understood as expressing a thetic judgement
about an event in which Jorge was involved, or as expressing a categorica judgement attributing
the property of having been meditative to John, as a participant in an event of walking.

In (45) what mergesis the complex predicative constituent metié en la lata and the AP unas
galletas rotas ((45)a,b). The VP so formed will merge with anominal that saturates one of the
remaining g-roles of the verba predicate meter (its internal argument, understood as an affected
THEME (‘locatum’)); it will be the nominal unas galletas that merges with VP, moving from the
g-position corresponding to the THEME (‘ property holder’) in the lexical domain of A, (Spec,A),
to become the (Spec, V), another g-position ((45)c). Thisis the common argument for the two
predicates. The unit obtained from the latter operation, the complete VP, merges with v ((45)d,e),
forming the unit (vP) which finally merges with Félix, the nominal saturating the remaining open
position in the argument structure of the verb; it is merged in the higher AGENT position, and will
become the sentential subject later in the derivation ((45)f,9). Being specific, the sentence can be
understood as a categorical judgement: we abstract the whole content of the sentence except for
the subject as a property, and attribute it to Félix. Also, the sentence can be understood as athetic
judgement about the event in which Félix was involved. But the depictive cannot be taken in this
case asthelexica basisfor a categorical judgement with the nominal unas galletas asits |efthand
term. This nominal smply behaves as an argument of the depictive, not asits subject. That would
be the reason why it doesn't have to satisfy the specificity conditions on subjects, as we have seen
in section 3.

According to the previous analysis, subject oriented depictives and object oriented depictives
merge at different pointsin the lexical domain: the latter merge with V, the former with v. The

" Movement into a g-position has aso be proposed by Bogkovic (1994). I'm discarding in advance the possibility
that the argument of the adjective is represented by a PRO. What | have in mind for this decision isthe difficulties
that a PRO analysis would raise, given the latest assumptions about the licensing of this kind of null element (the
Null Case theory of Chomsky and Lasnik (1993)): there is no functional category that could check the Null Case of
PRO in the structure.
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immediate prediction is that no subject oriented depictive should be alowed in a construction
where no external argument is licensed. This prediction turns out to be correct, since neither
passive depictive constructions ((46)b), nor constructions with an unaccusative verb ((47)b), can
host a depictive that is oriented to the external argument of the verb:

(46)
a. Carlos saco a Gema de lareunién irritado / irritada
Carlos took-out (to) Gema  fromthemeeting annoyed-mM-sG/ annoyed-F-SG

b. Gema fuesacada delareunion *irritado /irritada
Gema wastaken-out fromthe meeting annoyed-m-sG /  annoyed-F-SG

(47)
a. El enemigo hundi6 el barco desquiciado/ vacio
Theenemy sank theship unhinged / empty

b. *EI barco se hundié desquiciado
The ship  ASP-MARKER sank unhinged

c. Afortunadamente, €l barco se hundié vacio
Fortunately, theship ASP-MARKER sank empty

In the lexical domain, predicates are, from a purely semantic point of view, n-ary functions
that saturate, step by step, as the structure is being built up by the succesive merging of the
different constituents representing its arguments in the appropriate thematic positions. In the
lexical domain we have a process of logical Functional Application for the lexical predicate (or
predicates), aong the lines of Kratzer (1996), whose analysis | will partially adopt here. | agree
with her that no propositional object is obtained in the lexical domain, but only the basis for it:
vP (VoiceP for Kratzer) denotes a function from events to truth values (<s,t>), a property of
events, which will merge with T. Thus, her analysisimplies that the external argument is not a
subject until it israised into the (Spec,T) position. Let's take the preceding examplesin (43) again
toillustrate the logical semantics of the sentence, in correspondance with its syntactic structure.
In (48)a and (48)b we have the derivations of (43)a and (43)b, respectively, up to the lexical
domain, with annotations corresponding to the semantic expressions each node is associated with:

(48)
a [vpcst> [NeJOrQE] [v<e<st>> [v<essis> V<e<sts> [v<st> caminabal |
[AP§,t_> [Ne tJorge] [A<e,<st>> pensatiVO] ] ] ]

b. [ve<st> [Ne FEIIX] [v<e<st>> V<e<st>> [vpst> [NnpeUNas galletas] [v:<e<si>>
[V’<e<st>> metio en |a|ata] [AP<_s,t_> [Ne tunasga]letas] [A<e,<s,t>> rotas] ] ] ] ]]

As can be seen, what | have called 'event unification' is a composition operation that corresponds
to the conjunction of two functions: one from individuals to functions from events to truth values:
<ge,<st>>, and the other from eventsto truth values. <s,t> (underlined in (48)). The two properties
of events that represent the second term of the first function, and the second function itself,
include events that, as repeatedly stated above, must be aspectually compatible, where aspectud
compatibility is not estimated in terms of strict identity of event class (asin Kratzer (1996)), but
in terms of the possibility for the property denoted by the depictive to make reference to a
(sub)event in the event structure of the verbal predicate.
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5.2. Building a depictive construction: (ii) functional domain

Once T is merged into the structure, its EPP feature will require the merging of a constituent
as its Spec, the constituent that will act as the subject in the sentence; it will also require values
for the eimination of its uninterpretablej features, which, in Spanish, are (partialy) overt on the
verbal head raised to T itsdlf (in principle, person and number features). In (49) and (50), we have
the derivation corresponding to the functional domain in the examplesin (43):

49
( )a T, [ve Jorge[v [v v caminaba] [ap tiorge PeNsativo] ] ]
b. [rp [+ caminaba] [ve Jorge [v [v V tcaminabal [AP tiorge PENSELIVO] ] ] ]
( )C [TP Jor ge [T’ [T cami naba] [vP t.Jorge [v‘ [v' \ tcaminaba] [AP tJorge pensatiVO] ] ] ] ]
50
a T,[vw Félix[vV [ve [npunas galletas] [v: [v- metio enlalata] [ap tunasgalietas Fotas] 1111 ]
b. [Tp [T metlé] [Vp Félix [v' \' [Vp [Npunas ga”etaS] [V' [V' Tmetis €N |a|ata]
[AP tunasgalletas rotas] ] ] ] ] ]
C. [Tp Félix [T’ [T metlé] [Vp traix [v' \' [Vp [Npunas ga”etaS] [V' [V' Tmetio €N |a|ata]
[AP tunasgalletas rotas] ] ] ] ] ]

The nominals Jorge and Félix, respectively, are the goals of probe T, which establish an Agree
relation with them, getting values for itsj -features, so that they can be deleted in the derivation.
These nominals, in exchange, get avaue for their Case feature, so this uninterpretable feature can
be deleted too. They take up the (Spec,T) position, as required by the EPP feature on T, becoming
subjects.

Concerning the semantics of this part of the construction, we can again take Kratzer (1996)
as areference. Following Higginbotham (1985), Kratzer attributes the task of building existential
guantification to the head T, as away of getting to a truth value. At this point, | would like to
incorporate Bowers's (1993) proposal that there is a head responsible for turning a property of
events into a propositiona function, an expression of type <et>. Bowers attributes this
responsibility to his Predication head; | believe instead that T can be in charge of this. In the
representations in (51)a and (51)b, we have annotations corresponding to the semantic
expressions associated with each of the remaining nodes in the structure:

(51)
a [tp Jorge [t <et> [T<et> caminaba) [vp<st> tiorge [v [v V tcaminaba ] [AP tiorge PENSALiVO] ] ] ] ]

b. [trt FEliX [T<et> [T<et> MELIO] [vp<st> traix [v V [ve [npunas galletas] [v: [v: tetio €N 12l ]
[AP tunasgalletas rotas] ] ] ] ] ] ]

According to the previous assumption, T provides a propositional function, <e,t>. The unit
formed as aresult of its merging with vP (T’) will be an expression of the same semantic type as
T, and can therefore be considered as a sententia predicate. Finally, the sententia subject in these
constructions is the individua represented by the nominal that ends up in (Spec,T), i.e. the
individua that saturates the propositional function. TP, as stated by Kratzer, denotes atruth value,
asiscanonical for sentences.
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5.3. Multiple Agree and constraints on the orientation of the depictive
The derivation for depictive constructions presented so far (in (44),(49) and (45),(50)) still
misses two fundamental aspects of their syntax:

(1) The syntactic agreement between the depictive and the argument it is oriented to: they
show overt agreement inj features, gender and number, features that are uninterpretable for
the depictive; as| have mentioned, this agreement has been taken as a manifestation of the
predication relation that the two constituents are assumed to maintain - but, since we have
seen factsindicating that there is no such adirect predication relation between them, strictly
speaking, it is necessary to account for the agreement pattern in different terms.

(i) The limitation as to the orientation of the depictive. Why isit the case that only sentential
subjects and objects may be the common argument?

The point | would like to start with is ageneral comment about agreement: agreement inj -
features is a syntactic phenomenon that is, of course, not always related to predication. It isno
so, for instance, in the case of the agreement between a determiner and the noun it combines with
(52), or between certain adjectives and the noun they modify (53), and it is not so either in the
case of the agreement found between the past participle and its object in passive sentences (54):

(52) las-p. chicascp

the girls

(53) lasp. presuntas-p asesinas-p.
the aleged murderers

(54) Lasep. chicas-p fueronenviadas-p tiaschicss @ Paris
The girls were  sent to Paris

We would not say that girlsis predicated of thein example (52), or that alleged is predicated of
murderersin (53). In the case of (54), the past participle sent establises an Agree relation with
its internal argument the girls, at the point they merge together: along the lines of Chomsky
(DbP), within VP, thej -features of sent, acting as probes, match the goal j -features of the girls,
so that the uninterpretable gender and number features of this verb can delete. That agreement
between the participle and its internal argument cannot be said to be a manifestation of a
predication relation in any reasonable sense.

| will then adopt the stance that the nominal-depictive agreement is afact equivalent to that
of e.g. T-subject agreement, i.e. there are uninterpretable features on an element (the depictive)
that, according to Chomsky (BEA:13), have to be valued under Agree (for the narrow syntactic
derivation to converge), must be transferred to the phonological component F (since some of
them have a phonologica reflex), and must be eliminated from the derivation. Those
uninterpretable features will thus have to act as probesin an Agree relation: in the case of gender
and number, the clear candidates to act as goals are the valued gender and number features on the
depictive' s external argument.

Actualy, we find a number of uninterpretable features in a depictive construction: those listed
in (55):

(55)
a. uninterpretable featureson T:

i. j features: person, gender and number ii. EPP feature

22



The Syntax of Depictives. Subjects, Modes of Judgement and I-L-S-L properties

b. uninterpretable featuresonv: j features: person, gender and number
c. uninterpretable features on the common argument nominal: Sructural Case feature
d. uninterpretable features on the depictive adjective:

i. j features: gender and number Ii. Sructural Case feature

Of these features, there are two that, to my knowledge, have not been proposed for the syntax of
Spanish and related languages, namely the gender feature on T, and the Case feature on the
adjectival depictive. If present, as|’m going to assume, they have no phonological redlization in
Spanish. Nonetheless, there exist languages, as is well-known, where they are phonologically
overt. | will only present Russian data, simply because the two types overtly missing in Spanish
can be found in the grammar of this language (Case inflection on adjectival predicates is
typologically more widespread (Déchaine (1993)).

The Russian verb (when in the past) inflects for femenine and neuter, so it agrees with the
subject in gender: masculine (no suffix), femenine (-a suffix) and neuter (-o suffix) (see (56)):

(56)
a japisa ‘| was writing' (male subject) c.typisa  ‘youwerewriting’ (male subject)
b. japisadla ‘Iwaswriting’ (female subject) d. ty pisala ‘youwerewriting’ (male subject)

e. on pisal “he was writing’
f.onapisala ‘shewaswriting’
g. ono pisalo ‘it waswriting’
[examples trandliterated from Wade (1992)]

If, aswe see, T, responsible for Nominative checking, has a complete set of | -features, we can
hypothesize that its counterpart v, responsible for Accusative checking, also hasits own complete
set of j -features.

As for the Case feature of adjectives, the examples of Russian depictive constructions are
illustrative in this respect: the depictives may inflect for the same structural Case as the argument
they are oriented to: for Accusativein (57)a, and for Nominativein (57)b.

(57)
a Milicijaprivela egoacc domoj  pjianogoacc [Filip & Kennedy (2000)]
police  brought him home drunk
b. Onnom zhenilga nang pjanyinom [Hinterhdlzl (2000)]

‘He married her drunk’

We will assume, then, that Spanish depictives agree with the common argument not only in
J -features but also in structural Case features in the same way as Russian depictives do. Thus,
assuming the system of feature checking proposed by Chomsky (DbP,BEA), for the derivation
of depictive constructionsto converge, the uninterpretable features of the adjective will have to
be deleted too.

In the case of its | -features, the Agree relation that will provide values for deletion to be
possible will be a probe-goal relation within the domain of the depictive, as in (59), which
corresponds to the two sentences we were using above as examples (repeated as (58)):

(58) (=(49))
a [TP Jorge [T caminaba [Vp t.Jorge [v‘ [v' \Y tcaminaba] [AP tJorge pensatiVO] ] ] ] ]
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b. [Tp Félix [T metio [Vp traix [v' \' [Vp [Npunas ga”etaS] [V' [V' tmetic €N |a|ata]

(59)
a [apJorge pensativo]
| |
] -INT J -UNINT
[person-3p] e
[gender-M] [gender ]| ® M
[number-SG] [number ] ® Sc
| |
CASE-UNINT CASE-UNINT
GoAL PrROBE

T ]

AGREE

b. [ap unas galletas
|
] -INT
[person-3p]
[gender-F]
[number-PL]
I

CASE-UNINT
GoAL

[AP tunasga]leta.s rotas] ] ] ] ] ]

rotas]

] -UNINT

[gender] ® F
[number]® PL

CASE-UNINT
PrROBE

T

AGREE

The Agreerelation is established, under matching, between the adjectival head, with itsj -features
acting as a probe, and the nominal in its Specifier, with itsj -features acting asagoal. The Spec-
head relation, then, must be kept operative: the Spec position must be included in the search
domain of the head. Asaresult of this Agree relation, where the god isj -complete, the adjective
obtains values for its gender and number features from those of the goal, which can then be
deleted (indicated by the italics in (59)). However, the Case feature of the two terms of the
relation remains intact, since neither of them can value the other.

Now, the merging of the subtrees AP and vP (when subject oriented) or AP and VP (when
object oriented), places the AP in an edge position with respect to the heads v and V, forming a
vPor VP (=v'/V’ in (60)). The latter will merge with anominal (which becomes the external or
internal argument, respectively), as shown in (60)a and (60)b:

(60)
a [tpT [ve Jorge[v [v v caminaba] [ap tiorge PENSALiVO] ] ]
I

J -UNINT ] -INT J -UNINT
[person] [person-3p] —_—
[gender] [gender-M] [gender - M]
[number] [number-Sc] [number - Sg]

I I I
EPP CASE-UNINT ® Nowm CASE-UNINT® Nom
ProOBE GoAL GOAL

| ) 4

DOUBLE AGREE

b. [vV [ve [neunas galletas] [v [v: metio en lalata] [ap tunas galletas FOtas] 1111

] -UNINT ] -INT J -UNINT
[person] [person-3p| —_—
[gender] [gender-F] [gender-F]
[number] [number-PL] [number-PL]
| I
CASE-UNINT ® Acc CASE-UNINT® Acc

PrROBE GOAL GOAL

| T 4

DOUBLE AGREE
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As | have described above, the argument in the AP undergoes movement into a g-position in the
lexical domain of the verb, becoming (Spec, v) in (60)a, and (Spec,V) in (60)b (so both get into
an edge position, too). This operation gives the unit to be merged with T and v, respectively. The
heads T and v are j -complete, with al j -features being uninterpretable, so they will have to
establish a probe-goal relation to get values and delete.

In their search domain, they find a j -complete nominal, Jorge and unas galletas, which
provide values and alow the deletion of the uninterpretablej -featureson T and v (person, gender
and number), while getting a value for their own uninterpretable Case feature (Nowm if accessed
by T; Acc if accessed by v). But they aso find amatching set of | -features on the adjectivein
AP, which have been previoudly valued through their relation with the common argument. So T
in (60)aand v in (60)b establish an Agree relation with this set of j -features on the adjective,
providing it with avalue for its Case feature.

The proposed Case feature on the adjective is the key, in this approach, to explain the
constraints on the orientation of the depictive: this predicate is agoal for the same probes as the
nominal arguments in charge of valuing the uninterpretable features of T and v by means of the
Agreerelation they maintain - the argument that becomes the subject and gets Nominative Case
from T, and the nominal that becomes the object and gets Accusative Case from v. Since these
two heads are the only two in the sentence structure that value Case features, the depictive will
have to establish an Agree relation with one of them, which will be the same as the one that has
accessed the nominal that the depictiveis oriented to. Thisis the explanation for the constraints
on the orientation of the depictive: it is the grammar of sentences associated with the need to
eliminate uninterpretabl e features that reduces the options exclusively to the sentential subject
and object.

If 1 am correct, two are the elements specifically regulating the syntax of depictive
constructions: the conditions for aspectual compatibility between lexical predicatesin (11), and
the requirement that the uninterpretable features on the adjective be eiminated from the
derivation (where the latter relies on the general mechanism of Agree, triggered by T and v in the
structure)®.
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Kleanthes K. Grohmann

On Predication, Derivation and Anti-Locality”

This paper pursues the question what the implications of the Anti-Locality Hypothesis could be
for the syntax of secondary predication. Focus of the discussion will be an investigation of what
their internal structure of small clause complements must look like, how these small clause
complements connect to their matrix environments, and what the relevance could be for the
formulation of anti-locality presented here. Anti-locality is defined over a tripartite clause
structure (split into three Prolific Domains) and a PF-condition on the computation (the
Condition on Domain-Exclusivity). The investigation revolves around two leading questions: (i)
does the syntax of small clauses involve more structure than simply [sc DP XP] and (ii) do small
clauses constitute their own Prolific Domain (or maybe even more)? The results, affirmative
answers to both questions, are also relevant for other types of secondary predication.

1. Introduction

This paper explores the relevance to selected issues of secondary predication of the framework
presented in my dissertation work (Grohmann 2000a), which concerns a lower bound on locality
— the distance between two positions in a given (movement) dependency — formulated in terms
of anti-locality. It concentrates on a treatment of small clause-complements in this framework.

In the first part of the paper, I present the Anti-Locality Hypothesis, discussing a clausal
tripartition into Prolific Domains, how these connect to clause structure, and what kind of
assumptions about the computational system this anti-locality framework assumes (section 2).
The major theoretical proposal is the Condition on Domain Exclusivity, which bans movement of
a maximal phrase within a Prolific Domain and the introduction of Copy Spell Out, a principled
mechanism to ensure Exclusivity, even in apparently illegitimate structures (section 3). This part
introduces the basic sets of data supporting the Anti-Locality Hypothesis and the framework laid
out. It also sets the stage for the second part of the paper by turning to ECM-constructions.

This paper grew out of preparations for “Derivation and Predication in an Anti-Locality Framework,” a talk
which I was supposed to present at the Workshop on Syntax of Predication at ZAS in Berlin (November 2-3,
2001). Unfortunately, I became ill right before the workshop, and all of the talk that survived is a hand-out. I am
grateful to Niina Zhang, the organizer of the workshop, for all her help before and during the workshop, and for
distributing the hand-out. As I wasn’t present at the actual workshop, I cannot thank anyone for feedback and
thus take full responsibility for everything let out in these pages. I am grateful, however, to Juan Carlos Castillo,
John Drury and Joachim Sabel for discussing some of the material.
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The second part investigates the relevance of this framework for secondary predication,
focusing on the syntax of a class of constructions subsumed under the term “small clause” (SC).
Based on the discussion of how reflexive subjects of ECM-complements be best treated in an
anti-locality framework, we will face the puzzle extended to SC-complements (section 4). An
intermezzo introduces the complex issues of the format of SCs (or better, SC-complements) in
the current framework (section 5). Our discussion of these as well as other cases of secondary
predication will lead us to the conclusion that the syntax of ECM- and SC-complements isn’t too
different after all (section 6). Then a discussion follows of the structure of SCs, as relevant to the
anti-locality framework (section 7). A conclusion wraps up this paper (section 8).

2. Anti-Locality and Prolific Domains

One robust result of generative research on movement dependencies (or construal) is that they
are bounded; a dependency is subject to (often, strict) locality conditions. Locality is typically
understood as an upper bound on distance.' (1) illustrates how locality restricts the formation of
selected dependencies, relevant for the ensuing discussion. Assuming the Copy Theory of
movement (Chomsky 1995, Nunes 1995), lower occurrences of moved elements are crossed out.

(1) a.* John thinks [that Mary likes himself].
A * i

b. * John is believed [John to be likely [it seems [John to [Jehn like Mary]]]].
|

t 4 ; 4
c. * What did who [whe buy what]?
t |

In (1a) the dependency between the reflexive himself and the attempted antecedent John
cannot be established:* for whatever reason (commonly formulated in terms of Binding Theory),
the intervening DP Mary blocks this dependency formation (indicated by the star) — or, in other
terms, the distance between the two elements is too far, subject to locality. The movement
dependency between the highest and lowest occurrence of John in (1b) is also illicit: the second
most deeply embedded copy of John (traditionally, the result of movement from the thematic
agent to the canonical subject position) cannot move across it and thus skip a potential landing

' 1 concentrate on “anti-locality” effects and a formal way to capture these, rather than on standard locality effects

or definitions. This connection is discussed explicitly in Grohmann (2001b). It thus suffices to say that by and
large locality can be characterized by Relativized Minimality (Rizzi 1990), integrated into the minimalist
framework in a variety of ways, all involving some notion of “distance” — “Shortest Move,” “Minimal Link,”
“Fewest Steps” etc. (see Chomsky 1995, Zwart 1996, Nunes 1999, Hornstein 2001a, and many others for
discussion). Concerning the usage of “dependency,” I take a strictly derivational approach to the computational
system, as will become clear presently, and leave aside how a more (or even strict) representational view could
be integrated (viz. chain formation, for example), at least for purposes of exposition.

In standard approaches, reflexives are subject to Condition A, i.e. a result of binding a fully lexical pronominal
element. Most approaches don’t assume a movement analysis of binding relations. I indicate this by the broken
line, as opposed to full lines (arrows) indicating movement. We will soon modify this view of local reflexives
and introduce a movement analysis, much in spirit of recent approaches, but for slightly different reasons.
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site. Again, the violating step is marked by ‘*’ and ruled out by standard locality conditions (see
fn.1). (1c), finally, illustrates an ill-formed dependency concerning movement to Comp. One
way of capturing the illicit movement in this case is to say that another relevant element, i.e. one
of the same “type” (in this case, one also bearing a Wh-feature), is closer to the landing site than
what, which cannot skip over this intervening element (here, who).

This very rough sketch of how locality conditions may restrict dependency formation is
nothing new, hence can be left sketchy as is. One question that has not yet been asked is whether
there is the opposite restriction to (the locality of) dependency formation too. We could thus ask
whether there is also a lower bound on distance, banning movement that is too close. I argue that
such a restriction does indeed exist. As it seems to be the opposite restriction of what standard
locality conditions cover, I call it “anti-locality.”

The examples in (2)-(4) illustrate what anti-locality could capture, if formulated properly
(where, as throughout, ‘*’ marks linguistic ungrammaticality and ‘#’ an ill-formed derivation).

(2) a.* John likes.
b. # [Vp John v [Vp likes Jehn]]

(3) a.* Him likes she/her.
b. # [tp him T [agop s AgrO [,p him v [vp likes she/her]]]]

(4) a.* Who, John saw? / Who, did John see? / Who did, John see?
b. # [1opp Who Top [rocp Whe (did-)Foc [tp John saw/see ... (whe) ...]]]

We could thus ask why one thematically marked element may not move to another theta-
position, as in (2). One could envision an interpretation of identity, as in John likes himself, for
example. Likewise, DPs don’t seem to receive two structural cases, but Case-checking is
restricted to on(c)e per DP. In other words, movement from one Case-position (say, AgrOP),
checking accusative, to another, picking up nominative, as suggested in (3b), is illicit. (Note that
one could assign Case to the argument left behind through some default strategy, or other means,
but neither she nor her would be grammatical in this scenario.) Lastly, movement of a wh-phrase
to some other position within the Comp-layer seems to be ruled out as well. The
ungrammaticality of either version depicted in (4a) could follow from too close a movement, as
shown in (4b): movement to a Wh-checking position (such as FocP, as Rizzi 1997, among
others, argues for) cannot be followed by topicalization. (Leaving aside details regarding the role
of do-insertion, as indicated by the three options in (4a).)

Let’s sum up what these data and hypothetical derivations show us. The structures in the b-
examples share one property: all indicated movement steps involve two closely related positions.
In (2b) there is movement from one theta- to another theta-position. (3b) suggests movement
from one agreement-related or phi-position to another phi-position. And the hypothetical
derivation (4b) involves movement from one Comp- to another Comp-position. (Contrast these
“closely related” positions with the type of positions related in (1a), (1b) and (1c), respectively.)

Under traditional approaches, both within GB theory as well as most minimalist versions,
these derivational steps are easily ruled out. The movement in (2b) violates the Theta Criterion.
The Case Filter accounts for the illicitness of moving from one phi- to another phi-position and
check two different Case features, as in (3). Various “Affect Criteria” (such as the Wh-Criterion)
could account for the ungrammaticality of (4a), or the ill-formed derivation (4b).
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Scrutinizing core minimalist premises, however, this line isn’t tenable anymore, or should
at least be seriously rethought. One clear desideratum of any minimalist approach to linguistic
theory is that all conditions on the computation must follow from Bare Output Conditions,
namely those that relate directly to the conceptual-intentional and articulatory-perceptual
interfaces (Chomsky 1995: 221ff.). With the elimination of D- and S-structure as “levels of
representation,” PF and LF are the sole interface levels (or, less representationally, components).
As such, all D-structure remnants in the theory should be dispensed with. The only way to make
sense of this desideratum is to derive all filters, principles and conditions on the computation
from Bare Output Conditions. One plausible candidate is certainly the principle of Full
Interpretation, a condition of the conceptual-intentional interface imposed on LF (Hornstein
2001a: 15). Less plausible candidates are arguably the Theta Criterion, Case Filter or Affect
Criteria, as these do not directly relate to the two interface systems. Rather than appealing to
additional filters, principles or conditions, we would like to know now whether structures as
depicted in (2)-(4) can be ruled out on independent grounds, or by one general condition.

I suggest that an explanation in terms of anti-locality offers a positive answer:

(5) Anti-Locality Hypothesis
Movement must not be too local.

Given (2)-(4) above, the most straightforward way to capture “too local” movement could
be movement within a specific part of the clause, or a “domain” of sorts, sketched in (6):

(6) # APy,
/\
XP A’M
A AO /\
‘OL‘ .
/\
ZPy,
/\

If a ban such as indicated in (6) is on the right track, we would need a means to compute
the relevant domain within which movement of an XP, as illustrated in (2)-(4), is ruled out. Call
this domain a Prolific Domain, characterized along the following lines. The part or domain
relevant to compute “too local” or anti-local movement corresponds to a domain of shared
contextual information — a Prolific Domain. As generalized in (6), a Prolific Domain may
contain thematic context (a “0-domain”), agreement context (a “¢-domain”), or discourse context
(an “mw-domain”) — where |a| in (6) would thus correspond to one of {|6], |§|, |®|}.

Let’s define a Prolific Domain (abbreviated to I'1A in structural representations) as follows:

(7)  Prolific Domain (I1A)
A Prolific Domain ITA is a contextually defined part of the computational system,
i.  which provides the interfaces with the information relevant to the context and
ii. which consist of internal structure, interacting with derivational operations.
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Such a view offers a natural tripartition of the clause, where each part is locally licensed:

(8) Clausal Tripartition
i.  ©-domain: The part of the derivation where theta relations are created.
ii. ¢-domain: The part of the derivation where agreement properties are licensed.
iii. ®-domain: The part of the derivation where discourse information is established.

The “contextual domains™ are thus Prolific Domains. They are prolific because each
domain may is arguably made up of finer articulated structure; such as vP > VP (8-domain), or
TP > AgrOP (and whatever else is needed in the ¢-domain), or TopP > FocP (and more, such as
CP/ForceP, for example, for the ®w-domain). They are domains in the usual sense, denoting a
particular (and unique) part of the structure characterized by contextual information.’> Beyond
mere terminology, the anti-locality framework sketched here offers a novel way of formalizing
the intuitive tripartition of the clause (see fn. 3). This will be outlined in the next section.

3. Exclusivity and Copy Spell Out

If movement within a Prolific Domain is to be ruled out, as the data in (2)-(4) suggest, this ban
should follow from Bare Output Conditions, or the argument to simplify our inventory of rules
goes down the drain. Let’s now focus on such a view of the anti-locality framework.

The one and only condition that I would like to propose, needed to account for all anti-
locality effects, is the Condition on Domain Exclusivity.

(9) Condition on Domain Exclusivity (CDE)
An object O in a phrase marker must have an exclusive Address Identification Al
per Prolific Domain ITA, unless duplicity yields a drastic effect on the output.
i.  An Al of O in a given I1A is an occurrence of O in that [TA at LF.
ii. A drastic effect on the output is a different realization of O at PF.

The main assumption is that LF and PF are accessed cyclically, in the sense of multiple
applications of the operation Spell Out, proposed by Uriagereka (1999). (See also Chomsky 2000
and subsequent work, although in a different framework.) This would lead us to say that LF and
PF are interface components, rather than levels of representation. Al is then taken to be
“interpretive visibility”: the LF-presence of an object in the phrase marker (from (91)), coupled
with a unique PF-matrix (per (9ii)). As a result, anti-locality is a PF-condition. As such it
follows, as desired, straight away from Bare Output Conditions, viz. the CDE. The long and
short of (9) is that an expression must have one and only one phonological occurrence in a given
Prolific Domain, whether it is pronounced or not.

> Note that this tripartition is nothing new or revolutionary, but rather reminiscent of earlier conceptions of the

clause — cf. [ COMP [ INFL [ VP ]]] from Chomsky (1986a), for example. The proliferation of functional
projections, from the works of, among many others, Pollock (1989), Chomsky (1991), Hale & Keyser (1993),
Baker (1997), Rizzi (1997), Poletto (2000), and the tripartition assumed in Platzack (2001) are also relevant in
this context. What is new, however, is the formalized tripartition envisioned here (opposed to, say, Platzack’s).
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Within Copy Theory we understand multiple occurrences of an object in the phrase marker
to be non-distinct copies of that object. In other words, the CDE concerns XPs only: by
definition head movement creates a new object (via adjunction), as morphemes (pronounced or
not) — the “real” input of functional heads — obligatorily change the PF-matrix of the moved
head. (See Grohmann 2000a: 58ff. for detailed discussion.)

This understanding of the computation makes one simple prediction. If a dependency
between two positions within the same Prolific Domain were to involve different PF-matrices,
the CDE should be satisfied. Following recent discussion in the literature, this prediction seems
indeed to be borne out.

Let’s discuss some ideas on implementing a strictly derivational view of the computational
system. Taking certain pronouns as grammatical formatives, rather than fully lexical expressions
(see among others Aoun & Benmamoun 1998, Aoun, Choueiri & Hornstein 2001, Hornstein
2001a for discussion), domain-internal dependencies with a different PF-matrix assigned to each
copy can indeed be found: as grammatical formatives, these pronouns are thus derived.

One example concerns the relation between the peripheral XP and a coreferent resumptive
pronoun (RP) in certain left dislocation constructions — but not others. There is a type of left
dislocation that exhibits clear diagnostics for movement. (10) is one such instance, illustrating
the availability of a bound variable reading between a quantified subject and a pronoun contained
in the left-dislocated constituent (where the left-dislocated constituent and the RP are in an “anti-
local relationship,” as shown in (10b): CP and TopP are part of the ®-domain). (The coreference
is indicated by italics and the bound variable reading in this case by subscription.)

(10) a. [Seinen; Vater], den mag jeder;.
his-ACC father RP-ACC likes everyone
‘His father, everyone likes.’
b. [cp seinen Vater C [rqpp den mag-Top [rp jeder T...]]]

This example is from German and is typically known as “contrastive” left dislocation.
Contrastive left dislocation stands in clear contrast to another type of left dislocation found in
German (and English), known as “hanging topic” left dislocation (or nominativus pendens):

(11) a. [Sein; Vater], jeder«yx  mag den/ihn.
his-NOM father everyone likes RP/him-ACC
‘His father, everyone likes him.’
b. [cp sein Vater [cp C [rp jeder mag-T den/ihn...]]]

Hanging topics appear in nominative, while the RP receives the “proper” Case. Moreover,
the RP may appear low in the structure, as opposed to the topic position. What we see in (11) is
that the bound variable reading from (10) disappears. If the left-dislocated constituent with the
pronominal element inside has moved in one case, but not the other, this difference is predicted:
at some point in the derivation (e.g. after reconstruction at LF), the quantifier and the pronoun
are in a command relationship, allowing for variable-binding to take place.

It is easy to show that there exist clear contrasts between contrastive and hanging topic left
dislocation beyond the one illustrated here. These have been known, debated and analyzed for a
long time (see van Riemsdijk 1997 for an overview, and many papers in Anagnostopoulou et al.
1997, but also my own work in Grohmann 1997, 2000b, 2000c for discussion).
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In particular, the former construction does not display Weak Crossover or Condition A
effects, but is sensitive to Condition C. Moreover, the two differ with respect to other
consequences of reconstruction, such as the possibility of left-dislocating idiom chunks, whether
they may appear in embedded contexts, and whether they allow multiple left-dislocated XPs.

Analytically, we could capture these differences as follows: contrastive left dislocation
involves movement of the left-dislocated element (XP) through two Comp-positions — i.e.
movement within the ®-domain — and the RP is the spelled out copy that allows the (otherwise
illegitimate) structure to conform to the CDE. Hanging topics, on the other hand, are base-
generated in a CP-adjoined position and the RP is inserted directly into derivation, not involving
Copy Spell Out. The different structures are represented in the b-examples of (10) and (11); the
relevant derivational steps for the former are shown in (12), where ‘2’ indicates Copy Spell Out,
a notation I will employ from now on throughout the paper.

(12) [cp seinen Vater C [ropp seinenVater @ den mag-Top [rp jeder T ... seinenVater ...]]]

This leads us to the question what Copy Spell Out actually is. Intuitively, it “rescues” an
otherwise illicit step in the derivation. Standard deletion of the lower copy within an anti-local
environment (the same Prolific Domain) is ruled out by the CDE, but if the lower copy receives a
different PF-matrix, the CDE is satisfied. Copy Spell Out doesn’t delete, but spell out the lower
copy, and by doing so assigns it a different PF-matrix (see Grohmann 2000a, 2001b for more).

Under the same assumption (i.e. that certain pronominal elements are grammatical
formatives and that dependencies should be derived by movement wherever possible), another
application of Copy Spell Out can be argued for local anaphors, where reflexives, for example,
are the result of spelling out a copy that would otherwise violate the CDE. In other words, under
such a view, local anaphors would also be introduced in the course of the derivation (see, for
example, Lees & Klima 1963, Lidz & Idsardi 1997, Hornstein 2001a for precursors).

Parallel to (10) then, we could derive local anaphors just as RPs, via Copy Spell Out:

(13) a. John likes himself.
b. [rpJohn T [,p John v [vp likes-V John 2 himself]]]

Pronominal elements that surface as spelled out copies can thus be taken to be RPs of sorts,
rescuing an otherwise illegitimate dependency. Or, in more general terms:

(14) *[,. XP ... XP], unless XP ¥ Y, where [PF] of XP # [PF] of Y

RPs thus seem to appear in two diametrically opposite environments, namely when a
dependency would otherwise be too far (standard) or too close (Copy Spell Out); see also
Grohmann & Haegeman (in progress) for an elaboration of this point.

At this point, a puzzle materializes. Such a derivational account of reflexives raises the
question how reflexive ECM-subjects might be derived. If (local) reflexives were always the
result of Copy Spell Out within the same 0-domain, it would not immediately be clear how
himself could be introduced into the derivation in (15b):

(15) a. John expects Mary to win the race.
b. John expects himself to win the race.
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Under most standard assumptions, ECM-structures like (15a) would receive the following
derivation:

(16) [rpJohn T [,p John v [vp expects-V [tp Mary to-T [,p Mary v [yvp win the race]]]]]]

However, given the abolishment of government as a configuration that licenses, among
other things, Case-assignment, a minimalist approach to ECM-constructions needs to account for
the “exceptional” accusative case-marking on ECM-subjects. There are basically three types of
explanation available. First, the ECM-subject could covertly move to the matrix accusative
position, such as SpecAgrOP (entertained by Chomsky 1991, Lasnik & Saito 1993, among
others); in this variant, the Case-features of the ECM-subject would be licensed at LF. Secondly,
it could optionally move overtly to this position (advocated by a large body of “early” minimalist
literature, up to Lasnik 1999, for example). Thirdly, the overt movement into matrix SpecAgrOP
could be obligatory (as argued for by Koizumi 1993, 1995, Lasnik 1995a, 1995b, Boskovié
1997, 2001, and others).

Either way we go, an approach that checks accusative case of the ECM-subject in the
matrix clause would yield (17) as the underlying derivation for (15a), rather than (16) — where
the relevant movement step takes place in the overt or covert component. (‘?° is some position
higher than AgrOP, given that the verb precedes the ECM-subject; further identification of “?’
shall be of no concern — among other things, it also depends on how head movement is treated.)

(17) [tp John T [+p expects-? [agror Mary AgrO [,p Johr v [vp V [1p Mary to win the race]]]]]]

If local anaphors are the result of a domain-internal movement step (through Copy Spell
Out applying to an otherwise illegitimate copy) and if matrix and ECM-subject are not part of the
same thematic domain, in which this movement step could take place (viz. John likes himself),
this domain-internal movement step could in theory occur at a later point.

To derive reflexive ECM-subjects, we could thus imagine one of the following derivations
(only relevant parts shown), where the locus of Copy Spell Out is actually the matrix ¢-domain:

(18) a. [rp John expects [agop Fohnt @ himself [,p John [vp [tp John to [p John ... ]]]]]]
b. [rp John expects [AgrOP John @ himself [,p Fohn [vp [P to [p John ... ]]]1]1]

This route would allow us to hold fast onto the assumption that local anaphors are the
result of Copy Spell Out, applying to the lower of two copies within one and the same Prolific
Domain. The way local anaphors in simple clauses differ from anaphoric subjects of ECM-
complements is the type of Prolific Domain that hosts the relevant movement step: thematic vs.
agreement domain. (We will discuss the difference between (18a) and (18b) in section 6.)

If this line of explanation is on the right track, we would have another argument that
movement of the embedded subject of “deficient” complements (such as ECM-constructions, a
notion we will pick up again later) into (the object position of) the matrix clause may take place
overtly — after all, the reflexive ECM-subject in (15b) shows up as a reflexive at the point of
pronunciation, thus the derivational step that results in Copy Spell Out must take place in the
overt component. We can thus eliminate the hypothesis that such elements move exclusively in
the covert component.
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One major goal of the remainder of the paper, the second part, will be to test how far we
can take the nonchalant generalization in Grohmann (2000a) about the difference between intra-
vs. inter-clausal movement, namely that across clause boundaries, movement always target the
same type of Prolific Domain; this will be instrumental in helping us to decide on the derivation
(18a) vs. (18b). But first let’s turn our attention to small clause-/SC-syntax more diligently.’

4. Small Puzzles

When we turn to SC-complementation, a puzzle very similar to that seen in ECM-constructions
arises: the SC-subject appears in nominative, it may be reflexive (bound by the matrix subject),
and the matrix and the SC-subject never seem to appear in the same 6-domain.

(19) a. Mary considers [John intelligent].
b. John considers [himself intelligent].

(20) a. Mary considers [John a good friend].
b. John considers [himself a good friend].

Just as above, we have to ask ourselves what the origin is of the reflexive subject of a small
clause and how it gets Case. In the remainder of this paper, we will pursue this question and turn
to the following topics:

(1) Can we account for reflexive SC-subjects derivationally (viz. Copy Spell Out)?
(i) If so, or if not, what is the structure of SCs (relevant to the anti-locality framework)?
(ii1)) What types of movement does the anti-locality framework allow naturally (and why s0)?

Again, we are faced with a number of possible approaches to capture SCs. The least
interesting one, for current purposes, is that the anti-locality framework is simply barking up the
wrong tree and the whole line of reasoning should be abandoned. Weaker versions of this
argument could be that only the derivational analysis of local anaphors suggested here is
untenable or that the particular analysis of reflexive ECM-subjects touched upon above is
inappropriate. Under this view, SCs would receive the same structure that ECM-constructions
used to receive (in GB), relevant to the current issue, namely something like the following:

(21) [rpJohn T [,p John v [vp considers-V [xp himself (... himself ...) intelligent]]]]

“XP” denotes the SC, whatever structure it is made up of (see fn. 4 above and also section
5 below), and Case is checked in whatever way Case is checked (e.g. under “government,” as in
GB). The reflexive is licensed in whatever way local anaphors are licensed (subsumed under
Condition A, for example). For obvious reasons, I will not entertain this option any further, but
push a line very much compatible with the anti-locality framework, and naturally so, as I argue.

* Tuse “SC” to denote the small clause in general (not its category), regardless of its finer architecture (cf. (24)).
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An alternative would hold that SCs essentially behave like standard ECM-complements:
the SC-subject undergoes movement into the matrix clause object position, as sketched above for
ECM-constructions — overtly or covertly (with emphasis on the former):

(22) [tp John T [agrop himself AgrO [,p Fehn v [vp considers-V [xp himself intelligent]]]]]

However, this still doesn’t account for the “introduction” of the reflexive, if it is really
“introduced” into the derivation, rather than base-generated and licensed by more traditional
means. This can be achieved if reflexive SC-subjects actually behave like reflexive ECM-
subjects in an anti-locality framework: they undergo Copy Spell Out in the matrix ¢-domain.

If this line of reasoning is correct, reflexive SC-subjects would be introduced the same way
that reflexive ECM-subjects are introduced in the anti-locality framework, namely by moving
first into the matrix 0-domain, then into some position of the matrix ¢-domain (“AgrOP”), and
finally to another position within the matrix ¢-domain (“TP”), undergoing Copy Spell Out. We
could illustrate the necessary steps roughly as follows:

(23) [rp John T [agp Fohn 2 himself Agr [,p John v [vp considers-V [xp John intelligent]]]]]

This is very similar to what we have seen in (18a) vs. (18b) above. One apparent difference
is, of course, that the internal structure of a SC is not the same as that of an ECM-complement.
While the latter is presumably a full-fledged (if deficient) TP, the former has been argued to be
something different. For ECM-clauses it is easy to see that they contain a 6-domain as
understood from (8): they include a full verbal predicate, without restrictions; they can also be
argued to contain a ¢-domain, indicated by to. Arguably, this non-finite TP/¢-domain is deficient
(in the standard sense, i.e. at least in as far as it fails to license nominative). One goal of the
following discussion is to decide on the status of “XP” in (23). If the SC-subject overtly moves
into the matrix clause, (i) which position (Prolific Domain) does it target and (ii) where does it
come from? Aside from a comparison of the syntax of ECM- and SC-subjects, we will thus
investigate the finer structure of SCs, as relevant to the anti-locality framework. We will then
adopt some version or refinement of the derivation in (23), which we will then generalize (in
terms of the above-mentioned distinction between “intra- vs. inter-clausal movement”).

5. Small Clauses

A standard characterization of a small clause is that it forms the minimal structure expressing
predication, without containing tense. What is relevant for our purposes is the question of what
this “minimal structure” could or should look like in an anti-locality framework (such as the one
presented here), one that splits the clause into Prolific Domains. What we will investigate next is
thus what the internal structure of SCs looks like and how it connects beyond the SC-
complement, i.e. how it interacts with the matrix clause.

The literature is split about the “constituency question” of SCs. A large body, since
Jespersen (1924), has assumed that the SC-complement (subject and predicate) are generated as a
constituent, the view endorsed here. Other approaches, however, deny such a constituent relation
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(e.g., Bresnan 1978, Williams 1983, Schein 1995) or derive it as a result of complex predication

(Chomsky 1955). I will concentrate on various approaches within the first-mentioned camp for

two reasons: first, for reasons of space and second, it seems to work (applied to anti-locality).
Three typical instantiations of the SC-as-constituent approach are given in (24):

24) a. XP
DP X°/XP
. X5 .
b FP
/\
DP P
FO/\XP
C SC
/\
DP XP

Under the variant in (24a), the subject of the small clause (DP) is taken to be the specifier
of a predicative head X° (Stowell 1981, 1983); alternatively, it is adjoined to the predicate XP
(Manzini 1983, Heycock 1994, Rothstein 1995). The entire small clause is an XP. In (24b), a
small clause is understood to be the projection of a special functional head, such as “Pred”
(Bowers 1993) or “Agr” (Guéron & Hoekstra 1995); see also Moro (1988), Svenonius (1994),
Pereltsvaig (2001) for more discussion. (24c), finally, takes a small clause to be of the type “SC”
with the bare structure [sc DP XP], as argued for by Moro (1997, 2000). This approach thus
assigns the construction SC the categorial status SC (cf. fn. 4).

Regardless which one of the approaches in (24) we choose (or any other, for that matter),
something has to be said in addition to the structure of SCs concerning how they tie in with
higher (possibly predicative) material. Two relevant questions in this respect are the following:

(1)  Is there movement within the SC before moving to a higher clause?
(i) Is there movement from the SC to some higher position before moving to a higher clause?

I want to treat the exact internal structure of a SC the same way I treat the exact internal
structure of INFL or COMP: rather vaguely with respect to the projections involved and finer
architecture, focusing on the input of Prolific Domains and the relevance of the anti-locality
framework. There are three relevant hypotheses we could consider:

(H1) SCs constitute their own individual Prolific Domain (i.e. an additional one).
(H2) SCs constitute one separate Prolific Domain of the three available (e.g. 0-domain).
(H3) SCs constitute more than one separate Prolific Domain (maybe a 6- and a ¢-domain).

As before, I'll pick the last hypothesis, walk with it and mold it. This will allow us then to
be more specific with respect to the internal structure of SCs. Maybe we will be able to decide on
(24a-c) a little bit more precisely.
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6. Small Analysis

One primary goal will be to explain the accusative case of the SC-subject and the derivation of
reflexive SC-subjects, relate it to other structures (such as ECM), and generalize the typology of
movement steps in an anti-locality framework. Before we settle for one of the three hypotheses
(H1-3), let’s then consider two generalizations concerning movement and the computation within
an anti-locality framework, namely movement within a clause (“intra-clausal”’) and across clause
boundaries (“inter-clausal”).’

Considering the relevant copies of a moving Wh-phrase indicated in (25b), needed for Wh-
movement (i.e. checking thematic, agreement and discourse features), we can generalize all
(argument) movement within a given clause: it must take place from a 0- to a ¢- and, if needed,
to an w-position. In other words, intra-clausal movement always targets the next higher Prolific
Domain in the clause, as expressed in the abstract derivation (25a).

(25) Intra-clausal movement hypothesis
a foa e XP oo [on e XP o [on - XP LT
b. Who did Mary whe see whe?

Movement across clauses is characterized by the successive-cyclic property, which has
long been argued for. Standardly employed in long Wh-movement or A-raising, this is nothing
new. Given what we have just said, that a wh-phrase needs to check the three relevant types of
features, (26a) is an appropriate, if abstract, derivation for (26b), indicating all relevant copies of
the Wh-phrase that undergoes A-raising prior to Wh-checking.

(26) Inter-clausal hypothesis

A [oa XP oo [oa P o foa o Lon - [oa 2P fon - Lon [oa 2P ... [oa 2 .. J1T11111]
b. Who whe seems whe to be likely whe to whe sleep?

Let’s assume that the two hypotheses regarding intra- and inter-clausal movement have
some bearing on the computation of standard accounts of locality effects and anti-locality.
(Again, see Grohmann 2001b for more.) We can now turn to an evaluation of (H1-3).

The first hypothesis takes an SC to be its own Prolific Domain, a type of Prolific Domain
different from the three established so far. Call it BA, just to distinguish it from the others. Recall
our agenda from section 4 that derives accusative-marking on the SC-subject by (overt or covert)

° In the interest of space, this discussion must be cut short. A more extensive treatment can be found in Grohmann

(2001b), where these hypotheses, treated as the “Intra-Clausal Movement Generalization” and the “Inter-Clausal
Movement Generalization,” respectively, are formulated abstractly as follows:

(1) a. Intra-Clausal Movement Generalization
[ga XP ... [ ... XP ...]], where B> o
b. Intra-Clausal Movement Generalization
[ea XP ... § ... [oa ... XP...]], where { = clause boundary

Space doesn’t permit a more thorough discussion. What I will do here is assume that these generalizations
have theoretical and empirical merit. As such I am going to employ them to tease apart potential analyses, but
refer to them as hypotheses, for the time being axiomatically helpful but no proven warranty.
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movement into the matrix ¢-domain (AgrOP). If (27a), repeated from (23), is our specific
derivation, (27b) should be the one relevant for an evaluation from the perspective of the anti-
locality framework, where XP is our small clause-complement SC (whose structure has yet to be
determined):

(27) a. [rpJohn T [agp John 2 himself Agr [,p John v [vp considers-V [xp John intelligent]]]]]
b. [, John ... Jehn ... [, John considers ... [, John ...]]

(H1) now make two particular predictions in the current context: movement within a SC
should be illicit (as a CDE-violation), and our hypothesis concerning inter-clausal movement
would have to be extended. I take it that compared with (27), (28) would be the desired structure
for a clause with a SC-complement whose subject is not reflexive, where the SC-subject still
needs to move to SpecAgrOP/¢-domain of the matrix clause to check accusative:

(28) a. [rp Mary T [agp John Agr [,p Mary v [vp considers-V [xp Jehn intelligent]]]]]
b. [y, Mary ... John ... [o, Mary considers ... [, John ...]]

The movement from the SC B-domain to the matrix ¢-domain does not conform in any
obvious way to the inter-clausal movement hypothesis. It would have to be modified so as to
capture that from an additional Prolific Domain B-domain, movement may target (at least) either
a position within the 6-domain or the ¢-domain of the next higher clause. This is only one
argument against the existence of “BA,” on top of conceptual reasons, evoking an additional tool
in our inventory for (so far) no compelling or reasons of (virtual) conceptual necessity.

Let’s turn to (H2). On analogy with (27) for (H1), (29) is presumably the counterpart for
this hypothesis, where “0tA” is the Prolific Domain that specifies XP (our SC-complement),
which is of one of the three types in our inventory (6A, A or wA).

(29) a. [rpJohn T [agp John < himself Agr [,p John v [vp considers-V [xp John intelligent]]]]]
b. [4John ... Jehn ... [, John considers ... [, John ...]]

The predictions from this hypothesis are for one also that no movement should be possible
within the SC-complement, but in addition that movement outside the SC should target a 6-
domain, should we identify “aA” with the 8-domain. The latter prediction looks good for (29),
but fares less well with a non-reflexive SC-subject, as in (28a). If “0tA” is indeed the 6-domain,
this movement runs again counter the inter-clausal movement hypothesis.

Alternatively, we could assign a varying identification of “0A“: it could be a 6-domain if
the SC-subject is (to become) a reflexive and a ¢-domain elsewhere. The obvious fault of this
step is that Prolific Domains are not some purely formal marker without any meaning. As the
nature of a given Prolific Domain is regulated by the contextual information it encodes, it is
highly unlikely that one and the same structure — a predicative SC — should be one of two
different Prolific Domains, more or less at choice. On the other hand, given that SCs are
predicative, it lies near to assign it the Prolific Domain that specifies thematic information, i.e.
the 6-domain. Let’s do that next.

(H3), namely, says that SCs are more complex than a single Prolific Domain. It suggests
that a SC — again, with a finer articulated structure yet to be decided upon — comprises two
Prolific Domains. If one is the 6-domain for the reasons just given, it is likely that the second one
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would be the ¢-domain, the next higher one (viz. the intra-clausal movement hypothesis from
above). Applying this reasoning to the two exemplary cases (27a) and (28a), we yield the
following structures, the (H3)-counterparts of (27b) and (28b), respectively:

(30) a. [ynJohn ... Jehn ... [y, John considers ... [, O [o John ...]]
b. [y, Mary ... Jehn ... [o, Mary considers ... [y, John [, John ...]]

What we see here is the following. A reflexive SC-subject undergoes (inter-clausal)
movement from its base-generated SC-position, a predicative 0-position, straight into the matrix
0-position (before moving on into the matrix ¢-domain). A non-reflexive SC-subject, however,
undergoes SC-internal movement — ruled out by both (H1) and (H2) — from its base-generated
0-position to an additional SC-internal position, within the ¢-domain of the SC. Once there it can
(only) target a matrix ¢-position, and everything is hunky-dory.

This option forces us to adopt an alternative similar in spirit to the one mentioned for (H2)
above. The difference is, however, that in the previous alternative suggestion we would have to
assume two different structures for the SC-complement, while under this strategy the SC is
invariantly bi-domainic; the option that arises under (H3) is whether or not to move through the
0-position of the SC. In other words, the prediction that (H3) makes is also two-fold, but very
different from the other hypotheses: SC-internal movement should be fine (as we now have two
Prolific Domains) and additional movement should target either the matrix 6- or the matrix ¢-
domain (depending on the launching position). I opt for (H3) in general, and the domain-relevant
derivations in (30a-b) for (27a) and (28a), respectively (i.e. (19a-b) from section 4 above).

This optionality might raise an eyebrow or two, so let’s go through the background
assumptions particularly implied in the inter-clausal movement hypothesis. We will see that the
proposal that the SC-subject may, but need not, move through an intermediate position is not
unreasonable. Moreover, there are other constructions that exhibit exactly this kind of optionality
(which, I argue, is not “optionality” at all).

Consider a derivational approach to control constructions, such as the one advocated
recently by Hornstein (1998, 1999, 2001a, 2001b).° Taking minimalist desiderata seriously to try
and simplify the inventory of tools, conditions, assumptions and so on, Hornstein scrutinizes a
number of modules internal to the language faculty that were part of GB theory. One of these,
the Control Module (including the PRO theorem) is particularly suspect. Not only because as a
“module” it better be something needed for virtual conceptual necessity; following the usual
Ockham’s razor arguments, a module constitutes additional machinery that should only exist if it
really gives us much — and if it doesn’t, and if its effects can be explained otherwise (with the
help of existing assumptions), it should be abolished. (Besides that, PRO is also identified by
concepts that don’t play a role anymore, in particular the requirement that PRO be ungoverned.)

Thus, we could either develop a minimalist version of government and restate this
condition — not a satisfactory option for obvious reasons. Or we could find another (type of)
requirement that explains the identification, distribution and licensing of PRO — such as the
Null Case approach (cf. Martin 1996, extending a proposal from Chomsky & Lasnik 1993).

® T concentrate on Hornstein’s specific proposals, as it’s (a) couched in a minimalist framework, (b) assumes a

very similar view of the grammar as endorsed here, and (c) is very compatible with the anti-locality framework.
In fact, the anti-locality framework supports his particular analysis without postulating additional machinery. (A
movement approach to control, relating similarities between it and raising, goes back to Bowers 1973, 1981.)
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Alternatively, we can look at the properties of PRO and examine whether, in the absence of a
government relation and so on, we can reduce it to already existing entities — such as those
objects left behind by movement, i.e. a copy of (NP-) movement. This is the line that Hornstein
embarks on and develops (see also O’Neil 1995, Manzini & Roussou 2000). Relevant for us is an
analysis in terms of movement — for both raising and control. Let’s review this very briefly.

Raising and control constructions exhibit a number of obvious similarities: they both
involve a non-finite complement clause whose subject position is phonetically empty; that
subject receives its interpretation from the filled subject position in the finite matrix clause. The
main difference, to be derived in a movement analysis, is that the control dependency between
the overtly filled matrix and the empty embedded subject involves with two theta-roles, but the
raising dependency only one.

The movement analysis of control put forward by Hornstein is movement of the embedded
subject from its (thematic) agent-position to the matrix agent-position — movement into a 6-
position. He considers both (31a) and (31b). The former assumes the intermediate step for
reasons of the EPP (originally entertained in the beginning of chapter 2; cf. Hornstein 2001a: 27,
38). The latter follows Castillo, Drury & Grohmann’s (1999) doubts about the EPP, dispenses
with that step and moves the subject in one fell swoop as, what we would call, 6-to-6-movement
(adopted in the remainder of the book; cf. Hornstein 2001a: ch. 2, esp. pp.56f., and p.223, fn.12).

(31) a. [rpJohn T [,p John wants [1p John to [,p Jehn win the race]]]]
b. [rp John T [,p John wants [1p @ to [,p John win the race]]]]

From the point of view of the inter-clausal movement hypothesis, (31b) would fit the
pattern. Moreover, if the EPP does not exist (see also Epstein & Seely 1999, Boeckx 2000,
Grohmann, Drury & Castillo 2000 for discussion), the intermediate touch-down would not be
required a priori. On the other hand, we would like this intermediate touch-down to happen in
raising for the same reason (i.e. following the inter-clausal movement hypothesis). We have
basically three choices, in both control and raising (not necessarily mutually exclusive):

©®  passing through non-finite SpecTP is enforced by the EPP
(Chomsky 1981, 1982 and all “standard” approaches since)
®  the EPP doesn’t exist, hence the intermediate SpecTP is empty
(Epstein & Seely 1999, Boeckx 2000, Grohmann, Drury & Castillo 2000)
® the intermediate EPP doesn’t exist, but the position is filled for locality reasons
(see Grohmann 2000a, 2001b for current and BoSkovi¢ 2001 for independent reasons)

Only ® fits with the working hypothesis of intra- vs. inter-clausal movement. As just
mentioned, control verbs have a full thematic structure or 6-domain (containing vP, VP). Hence
0-to-6-movement as in (31b), repeated here, would indeed be an appropriate option:

(32) a. John wants to win the race.
b. [rpJohn T [,p Jehn v [vp wants-V [1p to [,p Jehn v [vp win the race]]]]]]

Raising verbs, on the other hand, lack a full thematic structure; presumably the 6-domain
of this class of verbs contains only a bare VP. From the point of view of the inter-clausal
movement hypothesis, ¢-to-¢-movement should apply here, as sketched below:
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(33) a. John seems to win the race.
b. [rpJohn T [yp seems-V [rp John to [,p FJohn v [vp win the race]]]]]

The embedded SpecTP of “deficient” (i.e. non-finite) T isn’t filled for EPP-reasons, but for
locality (or so argues Boskovi¢ 2001). Consider (34):

(34) a. John was considered a fool.
b. * John was considered himself a fool.

Passive verbs can be argued to lack vP, thus force movement from embedded structures
into their (matrix) ¢-position. If they lack thematic positions, movement into the 8-domain of a
passive verb is not expected. Following all we have said so far, (34b) is thus correctly ruled out:

(35) [rp John was-T [vp considered [, John ¢ [sc John a fool]]]

Returning to the above-mentioned “optionality,” we can now record that no intrinsic
property of (deficient) T forces movement to or through its specifier position. If this position can
be filled or not — depending on a certain understanding of (standard) locality considerations
(Boskovi¢ 2001) — we would like to see how it can be skipped in some cases. The inter-clausal
movement hypothesis would offer a possible principled account.” It takes the status of the
moving element seriously: if it needs to move into a higher 6-position, it can only do so from a
0-position; this yields control structures and dispenses with the intermediate touch-down. If the
intended movement targets a higher ¢-position, it can only take place from a ¢-position; this
gives us raising, where the matrix (raising) verb doesn’t even make a 6-position available, and
movement to deficient SpecTP is necessary. This is an instance of potential points of symmetry
between standard accounts of locality and this framework (see Grohmann 2001Db).

To recap, within a framework that takes a tripartition of the clause seriously (formalized in
terms of Prolific Domains) we saw that it makes sense to treat small clause- (SC-) constructions
to comprise not one, but two Prolific Domains, which we identified as the 6- and the ¢-domain.
Reasons for this are two-fold. First, following the Condition on Domain-Exclusivity (CDE),
elements in the phrase-marker cannot move within a given Prolific Domain, or rather, no
dependency can be formed between two positions in one and the same Prolific Domain which
are assigned identical PF-matrixes. This constitutes the gist of what we have called the anti-
locality framework throughout. If correct, it means that the subject of SC-complements, which
must raise to the matrix object position, should not be able to move within the SC, unless the SC
is bigger than a single Prolific Domain.

Second, on analogy with a derivational approach to reflexivization applied to ECM-
subjects, we found it useful to have the option of moving the SC-subject into the matrix 6-
position, from which it can then proceed to the object and the subject positions, spelling out its
copy in AgrOP as the reflexive (otherwise, the CDE would be violated). This derivation would

7 If there is something to the intra- and inter-clausal movement hypotheses (see fn. 5), we would, of course, like to

derive these somehow, rather than state them axiomatically. A potential route of explanation might involve a
closer examination of the Uniformity Condition, usually expressed over chains (see Browning 1987 and
Chomsky & Lasnik 1993, Chomsky 1993, among others, for further discussion). I leave the discussion at that,
with a final note that such an explanation of the intra- and inter-clausal movement hypotheses/generalizations is
not worked out in Grohmann (2001b) either.
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conform to our proposal of deriving reflexives as the result of copy Spell Out within a given
Prolific Domain. On the basis of the inter-clausal movement hypothesis we saw that in this case,
the SC-subject must move from its base-generated position into the matrix 6-domain, while in
non-reflexive cases, it must move through an intermediate position within the SC. (I underline
the warning for caution that this hypothesis is only that, a hypothesis, as mentioned in fn. 5;
however, it seems to fit in with the present framework, the cases at hand, and many other cases.)
We discussed several possibilities for the types of Prolific Domain(s) involved in SCs and
reached the conclusion that it must be one 6- and one ¢-domain.

7 Small Structures

In the final section, I want to consider a number of other aspects that concern the structure of
SCs. As before, I’ll concentrate on the input of the anti-locality framework, i.e. on the domain-
relevant structure. A bit of musing towards the end will allow us, though, to say a little bit more
about the options for more specific structure as the discussion around (24) implied.

An interesting phenomenon relevant for this discussion is a construction that Rafel (2000)
calls “complex small clause” (CSC), illustrated for English in (36).

(36) a. Iregard [John as my best friend].
b. They took [John for a fool].

Rafel takes a CSC to be an instance of double predication, where one SC (XP in (38)) is

predicated of another one (YP). The resulting structure is a mirror image of the structure of
“simple” SCs (cf. (24a-c)).

(37) [xp=csc DP; [x> X [yp-sc PRO; Y]]]

We will discuss the plausibility of the existence of CSC as such next. First bear in mind,
however, that we still haven’t decided which option of (24a-c) to take. Rafel’s structure in (38)
suggests either (24a) or, more likely and in the spirit of Rafel’s proposal, (24b), where some
functional head takes YP as its complement and XP as its specifier. Refraining from further
discussion of the structure of a CSC for the time being, Rafel argues that the head X can stand
for different heads, such as complementizer C, as illustrated in (38):

(38) a. Iregard [cp=csc John; as-C [sc PRO; my best friend]]
b. They took [cp=csc John; for-C [sc PRO; a fool]]

Note that this exact structure should raise suspicion, at least for the reason that it contains
PRO. If we wanted to adopt Rafel’s analysis, we should look for a derivational implementation
in the current framework. Moreover, the fully clausal (“CP”) analysis of the embedded (C)SC-
structure isn’t compatible with our assumptions: if CSC were indeed CP, then it should constitute
its own m-domain. If that were the case, how could John then move into the matrix 6-position
(again, holding fast to the inter-clausal movement hypothesis)?
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I want to offer and discuss three alternatives to analyse CSCs. One would be to treat the
“complex” part (i.e. YP) as an additional Prolific Domain on top of the “simple” SC. This would
be a 0-domain, clear if we treat as and for as the predicative elements. In other words, “complex”
SCs would be complex because they constitute two “simple” SCs. This strategy is illustrated in
(39b), compared to the “simple” SC in (39a):

(39) a. V[pu__ ...[ea DP XP]] (viz. Mary considers John intelligent.)
b. V[u__ ... [oa DP;i(as/for) [(, PRO; XP]]] (viz. Mary considers John as her friend.)

DP, the SC-subject, would in these cases raise into the slot within the ¢-domain marked
¢’ (and straight into the matrix 6-domain if it is reflexive). One advantage, and hence a
potential means for evaluating the options suggested here, is that this allows a movement
analysis of the DP-PRO relationship that Rafel assumes. If PRO boils down to being a copy left
behind by movement from a 6- to a 8-position, we don’t run into trouble.

An alternative would be to say that the “complex” part is a ¢-domain on top of a 6-domain.
The 6-domain would be then be the original SC.

(40) a. V[pn__ ...[ea DP XP]] (viz. Mary considers John intelligent.)
b. V[, __ as/for [, DP XP]] (viz. Mary considers John as her friend.)

This allows us to keep the same structure for SC and CSC in terms of Prolific Domains:
both contain one 6- and one ¢-position, instead of two 6-positions (and presumably another ¢-
domain on top) form the first option. Unlike the first option, however, this alternative doesn’t
allow for a movement analysis of PRO. But it doesn’t need to: given that control is movement
across Prolific Domains, the constructions considered here cannot distinguish between
movement of the sort we would apply to (39b), from one 6- to another 6-position (recreating
PrO), but as we indicated in (40b), from the base-generated 0-position (‘DP’) to the ¢-position
(), 1i.e. A-movement business as usual.

Whether the first or the second option fare better (or even which one would be more
plausible) shall play no role. There is a third option, and our empirical testing case which we’ll
see presently is one which cannot be captured by either the first or the second option. The third
option can, so it is the one I adopt. This options says that the “complex” part is no additional
material beyond the original “simple” SC, but it plainly is part of the original 6-domain. Thus,
CSCs and SCs are structures that are base-generated within a single 6-domain with a single ¢-
domain on top — with respect to Prolific Domains completely identical:

(41) a. V[p__ ...[ea DP XP]] (viz. Mary considers John intelligent.)
b. V[u__ ... [or DP (as/for) XP]] (viz. Mary considers John as her friend.)

This treatment of “complex” SCs is basically the line taken by Moro (1997).* Once again
the last alternative seems to be most compatible (possibly coupled with (ib) from fn. 8). Consider
the following data:

¥ In fact, Moro argues against a layered SC-structure, as the first two options in the text above would imply. The

structures he suggests are the following (slightly adopted for current purposes):
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(42) a. They took [John for a fool].
b. John took [himself for a fool].

(43) a. They took [John for himself].
b. John took [himself for himself].

While (42) could be analysed under either option (cf. (44)), (43) shows that we must allow
SC-internal movement to derive a reflexive in the “simple” part of “complex” SCs. Following
the discussion up to this point, the most likely derivation for (43b) would be (45):

(44) a. [rpthey [agp John [,p they took [sc Jehn for a fool]]]]
b. [rp John [agp Fohn 2 himself [,p Fohn took [sc Fohn for a fool]]]]

(45) a. [rpthey [agp John [,p they took [sc John for Jehn 2 himself]]]]
b. [rp John [agp Fohn 2 himself [,p John took [sc John for Jehn D himself]]]]

As there is presumably no way that we could argue the lowest occurrence of himselfin
these cases to move into the matrix clause, it must be generated (or derived via Copy Spell Out)
internally to the SC. This means that John, the original (and only) DP in (43b), must move from
one position to another position within the same Prolific Domain. In order to “become” a
reflexive (again), it must also move into the matrix 0-position. This suggests that John leaves the
SC from a 0-position (by the inter-clausal movement hypothesis). In other words, the structure of
the “complex” SC-complement in (43b), marked simply SC in (45b), has the same structure as
any “simple” SC we have seen so far, regardless of the presence of for.

Under these considerations, the domain-relevant structure of (45b) is (46):

(46) [4a John John < himself [, John took [oa O [6, Fohn for John < himself]]]]

After all this discussion of domain-relevant aspects of the structure of SC-complements,
note that we still haven’t decided on the categorial status of SCs from (24a-c) above. Ideally, I’d
leave it at that, but I feel compelled to at least discuss some aspects of the structures mentioned.
While we cannot yet satisfactorily decide on any single one, we should be able to rule out some,
on pretty much principled grounds in the current framework. I leave it to the reader to decide in
how far the argument goes through, as I don’t believe that a resolution matters for the main point
argued for.

As we noted repeatedly, a Prolific Domain is not simply a technical gimmick, but relates to
contextual information in the guise of thematic properties. The current framework clearly
dissociates thematic from agreement properties and as such pin-points the locus of Case- and ¢-
feature checking beyond the thematic layer unambiguously. This dissociation is muddled under
“standard” recent approaches, since section 4.10 of Chomsky (1995). That line of research

(i) a. [sc DP (as) XP] (Moro 1997: 203, ex. (104))
b. [sc DP [ap as XP]] (Moro 1997: 287, n.31, ex. a)
¢. [asp DP [as XP]] (Moro 1997: 287, n.31, ex. b)

Option (ib) is the more general one, disregarding details about the position of as (or for), but he notes that in
(ib) “as is entirely parallel to of in of-insertion.”
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pursues Case-checking through some property of v, by creating an additional specifier to vP
where accusative gets licensed. This is not the right place to discuss multiple specifiers (see
Grohmann 2001a for discussion and references). But what this muddling amounts to is to allow a
potential mixing of 6- and ¢-properties. This might be the right way; after all, Koizumi (1993,
1995) originally suggested splitting the verbal layer into iterative VP-AgrP structures (the “Split
VP-Hypothesis”), mixing them uniformly (see also Lasnik 1995b). But it would be incompatible
with the anti-locality framework laid out here.

The suggestion that SCs are generated in a structure like (24b) has often been followed by
identifying the head F with a particular functional head, such as Asp(ect) or Agr(eement), as
mentioned above. This seems to be the same type of muddling as licensing accusative on v: for
all purposes, Asp and Agr are ¢-related and not uniquely predicational or thematic. As such,
they’re not predicated to be part of a 0-domain, but as the discussion above has argued ad
nauseam, this is the kind of Prolific Domain that we need.

The first suggestion, (24a) comes in two flavours, as also briefly mentioned above.
Generating the SC-subject as an adjunct or as a specifier. For reasons laid out elsewhere (such as
Grohmann 2000a:80-112, 2001a), structurally adjuncts make very poor candidates for as tight
predication relations as we are dealing with in SC-constructions. If we choose the specifier
option, we would again have to say something about the head X, projecting XP — and if the
answer is one along the lines of “F” just discussed, we can dismiss it on the same grounds.

This leaves us with two other options. The subject is generated as a specifier of a head X,
and X is clearly and uniquely thematic in nature; or the entire SC is formed by merging the
subject DP and the predicate XP. A lot of background information hangs on both choices, so |
will leave the discussion at that. For the anti-locality framework as presented here it doesn’t
matter whether we’re dealing with [sc DP XP] or [xp DP [x> YP]], as long as both can be shown
to be possible 6-domains.

Now that we have considered the domain-relevant structure (and, to some degree, the
categorial status) of SCs in quite some detail, let’s revisit control, one more time. We could ask
ourselves why control verbs don’t take SC-complements (Williams 1994, Schein 1995):

(47) a. * John persuaded Bill [PRO happy].
b. * John tried [PRO happy].

The explanation seems to be that SC-selecting verbs assign nominative and accusative (cf.
ECM-believe), while control verbs don’t. Note that Hornstein (2001a: 158) also remarks that
verbs may differ as to whether they discharge accusative case or not. Thus, verbs like expect
optionally assign case, in which case they function as ECM-verbs. When they don’t, they are
used in their control-verb function.

(48) a. John expects himself to be elected.
b. John expects PRO to be elected.

The relevance of Case here is obvious: as both (48a) and (48b) involve movement of John
in the present framework, the ad hoc character of the “optional” movement of John (either into a
0- or into a ¢-position) is accounted for.

Verbs like believe, on the other hand, do not have this option. they must assign accusative
case:
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(49) a. John believes himself to be elected.
b. * John believes PRO to be elected.

The explanation I would like to suggest goes as follows. Expect-type verbs may assign
nominative and accusative, believe-type verbs only nominative. Thus for expect there are two
derivational choices. The embedded agent may become the matrix agent and then check both
accusative and nominative (with the result that one of the two “becomes” an anaphoric element,
viz. copy spell Out, forced by the CDE). Alternatively, the embedded agent becomes the matrix
agent and then check nominative only; in this case the matrix subject/agent “controls” the
embedded subject/agent. In the other case, we only have one option. Agents that are embedded
within complement clauses of believe may only become the matrix agent, in which case they
check nominative.

Let’s sum up the main results of this paper. At least with respect to a clausal tripartition in
terms of Prolific Domains, the behaviour of SC-subjects suggests that ECM- and SC-
constructions should be analysed on a par. Both involve obligatory movement of the embedded
subject into a matrix Case position. For ECM-constructions, this is fairly standard. The relevant
(abstract) derivation for sentences like (50) are given in (51):

(50) a. John expects Mary to win the race.
b. John expects himself to win the race.

(51) a. [y subject... DP ... [easubjeet... V ... [,\PPto ... [(, BP ... VP]]]]
b. [(wDP...BP D anaphor...[([PP ...V ... [,to... [oBP... VP]]]]

As we have argued, SC-constructions underlie the same derivational steps. Note that while
the embedded structure arguably differs from ECM-structures in terms of projections, they share
the same number and types of Prolific Domains, one 0- and one ¢-domain. Thus, the relevant
derivations for SCs, like (52), are the same as the ones for ECM-constructions; (53) and (51) are
virtually identical (differing only in the embedded predicate):

(52) a. John considers Mary intelligent.
b. John considers himself intelligent.

(53) a. [yasubject...DP ... [oasubieet... V ... [ PP ... [ BRXP]]]]
b. [ DP...BP D anaphor...[(\ PP ...V ... [ ... [oaPP XP]]1]

The last question I am going to mention (briefly) is whether this striking similarity is any
bad. One could argue against a collapse of SC- and ECM-syntax in all practical matters relevant
to the anti-locality framework. One possible objection is perhaps the well-known extraction
asymmetry found in SCs, already noted by Kayne (1984). As (54) shows, only the predicate of a
SC may be extracted from:

(54) a.* Who did you consider [[the sister of whe] [a friend of Mary]]?
b. Who did you consider [[the sister of John] [a friend of whe]]?
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Should we now conclude that SC-subjects can’t move (overtly) into a matrix object
position, because they don’t behave much like objects? The natural answer should be “no.” After
all, the same holds for ECM-constructions:

(55) a.* Who did you expect [the sister of whe] to kiss [a friend of Mary]?
b. Who did you expect [the sister of John] to kiss [a friend of whe]?

One might, of course, object and consider these data evidence against a movement analysis
of for ECM-constructions as well, under which the ECM-subject stays (and receives/checks
Case) in the embedded clause. But an alternative explanation is available, and it is a more
general one as well. Note that the landing site in the matrix clause (e.g. AgrOP) is a specifier
position and as such a left branch. Hence both (54a) and (55a) are ruled out by whatever rules
out extractions from left branches in general.

8.  Conclusion

This paper took as its starting point the radical derivational direction formulated by Hornstein
(2001a) and investigates relevant predication structures in a specific model, the anti-locality
framework (Grohmann 2000a, 2001b). Subject of investigation was the question how small
clauses fit into the partitioning into Prolific Domains, and one of the main conclusions is to liken
them to ECM-constructions. As such, the subject of an SC moves in the overt syntax into the
matrix clause. As an anaphoric subject, it also spells out in the matrix ¢-domain as a reflexive,
for example, after moving into a matrix ©-position. A non-anaphoric SC-subject, on the other
hand, moves straight into the matrix ¢-position. The same analysis was argued to hold for ECM-
subjects. This derives fairly naturally the Case properties of SC-subjects.
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Abstract

This paper compares soondary predication constructions (including small clause cmplements,
resultatives, and/or depictives) in English and Korean and argues that these two typologically
different languages employ different modes of satisfying the Case Filter (Chomsky 1981 with
regard to the Case of the subjeds of secondary predicaion constructions. More spedficdly, we
argue that the subjed of the seandary predicate in English is Accusative Case-marked by the
higher governing verb, whil e that in Korean is Nominative Case-marked by default. Evidence for
default Nominative Case will be provided from Korean and ather languages.

1 Introduction

The purpose of this paper is to compare small clauses sich as complement small clauses,
resultatives, and/or depictives in English and Korean and argue that these two typologicaly
different languages employ different modes of satisfying the Case Filter (Chomsky 1981) with
regard to the Case chedking/marking of the subjects of small clauses. More specificdly, we
argue that the subjed of a small clause (or secondary predicaion) in English is Accusative
Case-marked by the higher governing verb, while that in Korean is Nominative Case-marked
by defauit.

In Section 2, we discuss the case properties of the subjeds of small clauses in
English, and show that the subjects of small clauses shoud be Accusative Case-marked either
by raising to an appropriate Case position (Bowers 1993, 1997, 20D or by changing the
matrix governing verb into a "transitive" one (Kim and Maling 1997). In Section 3,we show
that the subjeds of small clausesin Korean are Accusative Case-marked or Nominative Case-
marked according to the types of the matrix verbs. That is, if the matrix verb governing the
subjed of a small clause is transitive, then the subjed is Accusative Case-marked. If the
matrix verb governing the subjed of a small clause is intransitive, onthe other hand, then the
subjed is Nominative Case-marked, urike in English. In this Sedion, we dso argue that
Korean employs default case strategy in order to satisfy the Case Filter with regard to the
Case decking/marking of the subjed of a smal clause when there is no source of case
assgnment, while English employs various other strategies. In Sedion 4, we discuss the
default case strategy from a more broad perspective. In this Sedion, we mmpare English and
Korean with regard to satisfying the Case Filter. We ague that English all ows of-insertion
and/or a prepasition-like complementizer for in order to mark Case on Caselessnours, while
Korean all ows default Nominative Case for Caselessnours. Sedion 5concludes this paper.

2 Case Filter and English Small Clauses

It is generdly assumed that the subjead of the secondary predication hes its Case



assgned/cheded by the matrix verb in English. Consider the foll owing examples:

Q) a. | consider [him horest] (complement small clause)
b. The gardener watered [the tuli ps flat] (transiti ve resultative)
c. Thejoggers ran [their Nikes threadbare] (intransiti ve resultative)
d. Thelion gnawed (*on) [the bone raw] (objed depictive)

(1a) contains a cmplement small clause, (1b) and (1c) contain resultative small clauses, and
(1d) contains a depictive small clause. Here we asume averblesscomplement to be asmall
clause (see Willi ams 1980, Rothstein 1992,among others). Note in examples given in (1) that
the subjeds of these small clauses are dl Case-marked by the governing verb of the matrix
clause. That is, in (1a), himis Accusative Case-marked by the matrix verb consider. In (1b-c),
the subjeds the tulips and their Nikes are each assumed to be Case-marked by the matrix
verbs watered and ran, respectively. In (1d), the bone is assumed to be Case-marked by the
trangiti ve-like gnawed (see Kim and Maling 1997,among many others).

Various mechanisms are propased to accourt for the Case properties of these subjeds
of secondary predicaes. For example, Stowell (1981 argues that the matrix verb "governs"
into the subjed of small clauses. Thus in (1a), the matrix verb consider “governs’ into the
bradeted category so that himis assgned/cheded off its accusative Case.

In his extensive series of works on secondary predication, Bowers (1993, 1997, 2001
asumes that the subjeds of small clauses are posited in a Case position. In particular, he
asumes that transitive resultatives are antrol constructions in which the subjeds of the
resultative predicates are in [Speg VP] and that intransitive resultatives are raising
constructions inwhich the subjeds of the resultative predicates are raised from [Spec PrP] to
[Spec VP]. Consider the two different structures given by Bowers (2001327). According to
him, the derivations of transiti ve resultatives would be & foll ows:

(2) trangitive resultative
PrP

DP Pr

N

the gardener

Pr VP
[Nom] NN

T X
water;  thetulips V PrP
=N
R
PRG; Pr AP
fl|at



In the structure (2), the object of the matrix verb, namely the tulips, isin the [Spec VP] and it
controls the PRO subjed of the secndary predicae, namely flat. Bowers (2001 325
propases the foll owing structure for intransiti ve resultatives:

(3) Intransiti ve resultatives
PrP

/
DP
thejogg«Lrs Pr/

o) v/\Pr DP /

an their |Nikeq /

[Acc] Vv

tr- Pr AP

threadbare

In the structure (3), the subject of the secondary predicate, namely their Nikes, is raised from
[Spec PRP] to [Spec VP]. Bowers (1997 45) argues that the strong [Acc] case-marked
subjed of the resultative PrP is forced to move overtly to [Spec, VP] to ched case feaures.'
It is important for our purposes here to nae that in bah the transitive and intransitive
structures, given in (2) and (3) respectively, the subject of the (so-cadl ed) predicate phrase PrP
isin [Spec VP] to which Accusative Case is assgned by the higher governing verb of the
matrix clause. More examples of intransiti ve resultatives are provided below:

4) a Thekidslaughed themselvesinto frenzy.
b. He sneezed his handkerchief completely soggy.
c. The tenors sang themselves hoarse.

In al of the examples abowve, the subjects of the secondary predicates are Accusative Case-
marked by the matrix verbs, which are “intrinsicaly” intransiti ves.

On adifferent background,Kim and Maling (1997 argue that the matrix intransitive
verbs of the intrangitive resultative nstructions undergo so-called "Resultative Formation,”
whereby the intransitive verbs change to transitive verbs 9 that they can assgn/check Case.
Consider their structures:

(5) a. Thelion gnawed (*on) [the bore raw]
b. The winemakers gsomped (*on) the grapes flat.
c. The profes=or lectured (*to) the dassinto a stupar.

"In general, Accusative Casein English is assumed to be week, so that it can be dhecked off at LF. What Bowers
intend to mean by “strong [Acc]” seems to be that the subjed of the secondary predicae in English must be
“overtly” Case-marked by matrix verb governing it.



(6) a. Thelion gnawed * (on) the bone
b. The winemakers 2omped *(on) the grapes.
c. The profes=or lectured *(to) the dass

In the examples in (5), the matrix verbs are damed to undergo so-called “Resultative
Formation.” Thus the prepositions are nat alowed in these examples, while in the ordinary
intransitive usage in (6) the prepositions dioud na be omitted. What is nat clea abou this
kind d analysis is the nature of this transitive-formation.” Converting intransitive verbs into
trangitive ones is nat infrequent, bu Kim and Maling (1997 do nd discuss what exadly
motivates the function-changing processin intransiti ve resultatives.

A processlike “Resultative Formation” propcsed in Kim and Maling (1997) seems to
be neealed, anyhow, to accourt for why the prepasitions in the examples given in (5) are nat
allowed and, equally importantly, to explain why the “fake” reflexive objeds are obligatory in
the examplesin (7) below:

(7) a. Joggers often run *(themselves) sick
b. The kids laughed *(themselves) into afrenzy.
c. The tenors sang * (themselves) hoarse.

In the examples in (7), the reflexive objeds $oud na be omitted. Otherwise, the Case
(feaure) of the matrix verbs may nat be cecked/saturated, after it is transformed into a
transiti ve verb.”

In al of these analyses, ore @mmon feaure is that Case Filter holds of the subjeds
of the secondary predicates in English and that Case Filter is stisfied by the “transitive-like”
properties of the matrix verbs. In sum, the subjects of the secondary predicates in English are
Case-marked and the cae of these subjects is assgned/chedked by the matrix verbs governing
the subjeds.

3 Small Clausesin Korean

In this %ction we ae concerned with the two Case forms of the subjeds of small clauses in
Korean. In Sedion 3.1,it is shown that the subjed of a small clause is Accusative Case-
marked if the matrix verb is transitive, while that is Nominative Case-marked if the matrix
verb is intrangitive. In Sedion 3.2,we ague that the subjea of a small clause in Korean is
Nominative Case-marked by default if there is no case asdgned (to the subjed of the small

* It seems that in English semantic transitivity might be expressed in terms of syntadic transitivity. That is,
resultative itself is a semantic transitive and this transitivity seemsto be expressed by syntadic “transitivization”
of the intransitive verbs. However, it does not necessarily hold cross-linguisticdly. See Sedion 4 dof this paper
for the cae of Korean in which we ague that Korean intransitive resultatives do not under “Resultative
Formation” in the sense of Kim and Maling (1997).

* Rothstein (1992157) argues that case cnsideration cannot explain the obligatoriness of the pleonastic in
examples like (i) below, since the asignment of acasative Case by a patentialy Case-assigning verb is not
obligatory:

(i) I consider [*(it) obvious that they had to leave]

We do not entirely agree with her, instead adopting the minimalist assuumption that the Case fedure of a
functional head/lexicd head must be dhecked off. Another posshility is that the so cdled Extended Projedion
Principle (EPP) isviolated in (i) if the pleonastic it is omitted.
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clause) by the matrix verb.
3.1 Accusative and Nominative Subjects of Small Clauses

Bowers's (1993, 1997, 200lraising analysis of intransitive resultatives or Kim and Maling's
(1997 “Resultative Formation” may not be extended owver to Korean data. The subjects of the
seoondary predicates in Korean are invariably Accusative Case-marked if the matrix verbs are
trangitive verbs. Thisisill ustrated in (8) below:

(8) a. Robin-i [soy-lul/*ka ttukep-key] takkwu-essta. (resultative)

Robin-Nom metal-Acd* Nom hot-Comp hea-Past-Dec
‘Robin heaed the metal hat.’

b. nreenun[Robin-ul/*-i  cohci ahn-key] yeki-n-ta. (complement)
[-Top Robin-Acc/*Nom nat good-Comp consider-Prs-Dec
‘I consider Robin na good.

c. Robin-un umsik-ul/*-i ccakey mek-nunta (depictive)
Robin-Top food-Acc/* Nom salty-Comp ea-Prs-Ind
‘Robin edsfoodsalty.’

In the examples in (8), the subjeds of the secondary predicaes are dl Accusative Case-
marked and nd Nominative Case-marked. On the other hand, the subjects of the secondary
predicae ae invariably Nominative Case-marked, if the matrix verbs are intransitive.
Consider the foll owing (examples are taken from Kim and Maling 1997):

9 a Robin-i [paykkop-i/*lul ppad-key] wus-essta (intransitive resultative)
Robin-Nom belly-Nom/* Acc come.ou-key laugh-Pst-Ind
‘Robin laughed hisbelly out.’
b. Robin-un [nwun-i/*ul ppad-key] (Mary-lul) kitari-essta.
Robin-Top [eye-Nom/Acc mme out-Comp] (Mary-Acc) wait-Past-Dec
‘Robin waited (for Mary) (so long) that his eyes ailmost came out.’
¢. Robin-un [kwutwu-ka/*lul talh-key] talli -essta.
Robin-Top [shoes-Nom/* Acc threadbare-Comp run-Past-Dec

In examples in (9), the subjeds are dl Nominative Case-marked. This is grikingly different
from the intransitive resultatives in English.

Suppce that Bowers's (1997) raising anaysis or Kim and Maling's (1997
Resultative Formation analysis are rrect in that the subjed of the intransitive resultative
predicate discussed so far must be in a Case position. That is, suppcse that it isin [Spec VP
in Bowers (1997, 200} or in olject pasitionin Kim and Maling (1997)." Suppase further that
this analysisisintended to be gplied crosslinguisticdly. Then it isincorredly predicted that
in (9) the subjeds of the resultative predicaes shoud be Accusative Case-marked and nd
Nominative Case-marked.

If the Case Filter (Chomsky 1981) is a universal condtion and Korean is not an
ecetion to its application, then we need to explain hov the examples in (9) would be
compatible with the Case Filter. In the next subsedionwe ae concerned with thisissue.

* Kim and Maling (1997 note in passng that the Nominative Case of the subjeds of the Korean small clausesis
assgned by the morpheme "-key". In this paper we assume, contra Kim and Maling (1997, that "-key" is simply
a complementizer and daes not assign Case. E.-K. Kang (2001) takes this morpheme to be aPredicae head,
foll owing Bowers (20017). For asimilar approach to aurs, seeSells (19989.
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3.2 Default Nominative Case

Given that the Case Filter isa universal condtion, Korean data, in particular thasein (9) seem
to pose apotential problem. If the matrix verbs undergo “Resultative Formation” or if they are
trangitive verbs, then the subjects of the secondary predicaes would be Accusative Case-
marked. Thisis not the case, however.

A caeful examination, havever, reveds that it is only an apparent one. It is highly
conceavable that languages may differ in allowing default Case strategy. Thus English and
Korean may be parameterized with regard to the default Case strategy: English dces nat al ow
default Case strategy, while Korean daes allow it. In the cae of secondary predication,
English employs “Raising to Case position” (see Bowers 1993, 1997, 2001or “Resultative
Formation” (see Kim and Maling 1997 to satisfy Case Filter. Korean does not employ these
apparatuses snceit allows default strategy.” In the next sedion we provide evidence for the
claim that we need to admit default Case strategy in Korean.

4 Default Casein Korean and Other Languages

In this sction we provide aguments for our claim that Korean allows default Nominative
Case when there is no source of any case for an argument NP. Suppating evidence includes
Case phenomena in adjedive anstructions and in the infinitival constructions. We dso
provide suppating evidence from typoogicdly unrelated languages such as Icdandic.
Sedion 4.1 dscusses the default Case strategy in Korean and Sedion 4.2 eds with default
Casein aher languages.

4.1 Default Casein Korean

In Korean, transitive verbs assgn Accusative Case to its gster/complement, as srown in (10)
below:

(100 Mary-ka Johnul  ttayri-essta
Mary-Nom JohnACC hea-Past-Dec
‘Mary hit John!

Nominative Case is morphdogically redized as -ka and the acusative Case isredized as -
lul.® There is a mnsensus on the asumption that structural Accusative Case in Korean is
assgned by the verb to its objed in transitive sentences, just like in English. Surprisingly
enough, however, some objeds are nat Accusative Case-marked bu Nominative Case-
marked. Thisisill ustrated in (11) below:

(11) Johni Mary-kacohta. (Adjedive)

® Peter Svenonius (personal communication) suggests that an abstrad and morphologicaly null prepasition or
postposition might assign Case in Korean secondary predicaion constructions. Since the distribution of
Nominative Case in Korean is not uniform, positing an empty prepasiti on/postposition may not be helpful.

® Nominative Case marker is—i (asin John) if the NP ends with a cnsonant and Accusative Case marker is —
lul (asin Mary-lul) if the NP ends with a vowel. That is the dhoice between the Nominative markers —ka and -
and between the Accusative markers—ul and —lul is phonologicaly conditioned.
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John-Nom Mary-Nom fond-Dec
‘Johnisfond d Mary/Johnlikes Mary.'

(120  Johni chinkwu-ka issta
John-Nom friend-Nom be-Dec
‘John hesfriends.'

In (11) the theme agument Mary is Nominative Case-marked, and in (12) the theme argument
chinkwu is Nominative Case-marked.” This is different from their English courterparts, given
in the tranglations.

Y.-S. Kang (1986) first proposed that Nominative Case in Korean is a default Case.’
Kang's propasal for the Case marking system in Korean is as foll ows:

(13) Generalized Case Marking-ordered
a. An NP argument which is asister of [—stative] V isasdgned Accusative Case.
b. Nominative Caseis asggned to all nonCase-marked NPs.

Acoording to him, Accusative Case is assgned to the theme NP, say Johnin (10), since the
predicate is [—stative], acording to hm. However, the theme NPs in (11-12), namely Mary
and chinkwu, are marked as default Nominative Case, becaise the verb in these sentences is
not [-stative].

M.-Y. Kang (1988:35) proposes a partial Default-Nominative Case Hypaothesis. M.-Y.
Kang claims that the Nominative Case-marking of the experiencer NP, namely Johnin (11-
12), as a mnsequence of structural Nominative Case asgnment by INFL, whereas
Nominative Case-marking onthe theme NP, namely Mary and chinkwu, is viewed as a result
of default Nominative Case ass3gnment.

Saito (1983, 198% also argues for the default Nominative Case strategy in Japanese.
He agues that Nominative Case in Japanese is not assgned by INFL but assgned as a default
Case. He nates that nonrarguments may take Nominative Case marker in Japanese.

(14  Yahari, [natu-ga [biiru-ga  umai]]
after all summer-Nom bea-Nom tasty
‘After all, it's during the summer that beer tastes good'

He points out that in (14) natu 'summer’ is not an argument of the predicate umai 'tasty’, and
nevertheless takes the nominative marker -ga. This Japanese sentence can be transated into

” In some tradition of Korean grammar, the first Nominative marked NP is not considered as a subjed. Rather it
is considered as atopic experiencer and the second Nominative marked NP is considered as ared subjed. Man-
ki Lee (persona communication) points out that in Spanish the first NP is Dative Case marked and the second
NP isared subjed. Seethe following example:

(i) me gusta Maria
me.DAT like.3SG Mary.NOM
'l like Mary.'

In the example (i) the experiencer me is Dative and the subjed Maria is Nominative. However, we asume that
the theme NP is a syntadic objed and the experiencer NP is a syntadic subjed in Korean.

®Y.-S. Kang (1986 points out that there is no pasitive evidencethat (AGR in) INFL assgns nominative Case in
Korean, becaise Korean doesn't have AGR. He indicaes that INFL in Korean doesn't have any independent
properties as a head of S, and concludes that the assumption that the nominative Case is assgned by INFL in
Korean is unmotivated. We will not discussin detail the Case assgning mechanism of Korean in this paper.
Realersarereferred to Y.-S. Kang (1986 and M.-Y. Kang (1988.
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its Korean equivalent:’

(15  eccaysgun,[yelum-i [bie-ka  dwoyko-ta]]
after al summer-Nom beer-Nom tasty
‘After al, it's during the summer that beer tastes good'

Thus, we ae led to conclude that the nonargument yelum is assgned default Nominative
Casg, just like in Japanese.

Y. Kim (1991135 provides svera more aguments for default Nominative Case in
Korean. According to her, alexicd NP can appear in the subjed paosition d infinitival control
constructions. Let us consider the foll owing example, slightly changed from her sentence:

(16)  a Inhoka[s[sPRO/caki-ka ka]-ko] sipheha-n-ta.’
Inho-Nom  PRO/self-Nom go-comp hgoe-Pres-Dec
''nho hgoes PRO/sdlf to go.'

b. Inho-ka[s [s PRO/caki-ka  ku kes-ul ha]-lyeko] aysau-essta.
Inho-Nom  PRO/self-Nom that thing-Acc do-Comp endeavor-Past-Dec
Tnhoendeavored PRO/self to doit.’

Korean infinitival complement constructions like (16) have “obligatory control” property.
That is, the foll owing sentenceis ungrammaticd:

(16a)* *Inho-ka[s Yumi-ka kako] sipheha-n-ta
Inho-Nom Yumi-Nom go-Comp hope-Pres-Dec
*Inho hges Yumi to go'

Returning to the @ntrol structure (16), the subjed of the infinitival clause is PRO. Asis well
established, PRO must nat be governed and henceis not Case-marked.'' That is, the subjedt
pasition d the infinitival clausein (16) is not a Case pasition. Therefore, the nominative Case
on the reflexive subjed, namely caki, canna be asgned any Case. simply because this
pasition is not a Case pasition. Nevertheless the subjea caki of the infinitive cmplement
occurs with the Nominative Case marker -ka. To accourt for the occurrence of the
Nominative Case marker on this sibjed of the infinitival clause, Kim (1991) argues that we
need to pasit default Nominative Case marking.

There ae other pieces of suppating evidencefor the daim that Korean al ows default
Nominative Case for caseless NPs. Throughou the paper, we have assumed that English
employs a spedal apparatus to satisfy the Case Filter. For example, "Resultative Formation™
(Kim and Maling 1997) or Raising to [Spec, VP] (Bowers 1997 is needed to satisfy the Case
Filter in secondary predication. On the other hand, the Case Filter is stisfied by default Case
assgning strategy in Korean. Consider the foll owing data:

® Carlson Schiitze (1997) claims that -ka in Korean is homophonous and that in this kind of example would be a
focus/topic marker. Readers are referred to Schiitze’s work.

' The English glossary for sipheha-n-ta in the original sentence was "want". However, we changed it to "hope"
to emphasizethe control property of the given verb.

" We will not discussthe status of null Case of PRO. SeeMartin (1999 2001) for null Case assgnment on PRO.
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(17 Johnun Mary-ka wohta  (Adjedive)
John-Top Mary-Nom fond-Dec
‘Johnisfond d Mary/Johnlikes Mary.'

The sentence (17) is more readily trandatable into "Johnis fond d Mary" rather than "John
likes Mary." The aljedive coh-ta 'fond' assgns theme role to its sster, bu it does not assgn
Casetoits sster. Thisisjust like the English courterpart shown in (18):

(18 a Johnisfond *(of) Mary.
b. Johnis proud *(of) his on.
c. Johnis aware * (of) the fad.
d. Johnis sure *(of) his appadntment.

In the English examples in (18), it is clea that the aljectives assgn theme role to their
complements. It is also clea, however, that they do nd assgn Case to their complements. In
order to satisfy the Case Filter, the prepasition of is inserted in these particular cases.'”

In contrast to this of-insertion strategy for satisfying the Case Filter, Korean seems to
employ default Nominative Case. In ather words, in cases like (17), where the aljedive coh-
ta ‘fond assgns theme role to its gster but it does not assgn Case, as mentioned before, the
CaselessNP, namely Mary, is assgned default Nominative Case.”

Ancther case of default Nominative Case in Korean is witnessed in infinitival
constructions. Before discusgng infinitival constructions, consider the following small clause
construction:

(190 Johnun[gy Mary-lul ka-key] ha-ssta
JohnTop Mary-Acc go-Comp do-Past-Dec
‘Johnmade Mary go.'

In (19) the matrix verb haysda, which is a transitive (or causative) verb, assgns Accusative
Case to the subjed of the small clause, namely Mary. There seems to be no controversy on
this point. The English counterpart of this example, given in the trandation, suggests that
Mary is Accusative Case-marked by the matrix verb made.

Now let us consider the infinitival clauses in Korean. It is important to nae that the
subjed position d infinitival clausesis not a Case position.”

(200 [ipku-ka cinaka-tolok] Johnup plhyese-ssta
he-Nom passby-Comp John-Top stand aside-Past-Dec
‘Johnstoodaside in arder [for him to passhy].’

The anbedded clause in (20) is an infinitival clause. Hence there is no tense or agreement
marker in thisinfinitival clause, as srownin (21):

'” In Chomsky (1986 it is argued that the preposition of is a redizaion of the inherent case borne by the
complement of the theta-role asigning head. Admitting this, we still need to explain why the prepaosition of is
inserted because other inherent case does not appea in some caes, asin Endlish indired-dired objed order.

'* We do not deny the existence of inherent Case. What we want to show is that even the inherent Case in
English must be overtly marked/redized, while the inherent Case is automaticdly redized as Nominatie in
Korean as a default Case.

'* The subjed position of control infinitival constructions is assumed to be assgned Null Case. See Martin
(1999, 2001) and Chomsky (1995.



(21)  *[ipku-ka cinaka-ss-tolok] John-up plhyese-ss-ta
he-Nom passhby-Past-Comp John-Top stand aside-Past-Dec
‘Johnstoodasidein arder [for him to passhy].’

As in English, the infinitival clause in Korean does not cary tense markers. Hence the
ungrammaticdity of (21)."> Given that in (20) the bradketed embedded clause is infinitival,
there is no source of the Nominative Case on ku, the subject of the embedded infinitival
clause. If the subjed ku is not Case-assgned, then the sentence would incorrectly be judged to
be ungammaticd. Thisis, however, na the case. Thuswe ae led to admit that Korean all ows
default Nominative Case in this stuation. Compare this sntence with its English cournterpart,
givenin (22):

(22) [For him to passby], Johnstoodaside.

As is well known, the subjed position d the infinitival clause in English is not a Case
pasition (seefoatnate 10). Given the Case Filter, however, the subject him must be assgned
any Case. Since English dces nat allow default Case strategy, him must be asdgned Case by
some gpropriate Case-assgning head. The prepaositionlike complementizer for is thus
employed ony for Case theoretic reasons. Once again, an argument NP must be asdgned
Casein some way or other.

In sum, English dces not allow default Case so that it employs of-insertion o
prepositional complementizer for in cases where there is no source of Case. On the other
hand, Korean all ows default Nominative Case so that it does not need any specia apparatus
for satisfying the Case Filter.

4.2 Default Casein Other Languages

Icelandic dso alows Nominative NPs to occur in the subjed position d certain infinitival
clauses. First of all, consider the examplesin (23), cited from Thrainsson (19792 299, 30):"°

(23) a Mariaskipadi [honum ad vera godu/godum/* godan]
Mary ordered hm(D) tobe goodN / D/*A)
b. Mariabad [pa ad vera godir/goda/gooum]
Mary asked them(A) to be good(N/A/*D)
(24) a Egbad[hann adfara @nn/einan/*einum pangad]
| asked him(A) to go alone(N/A/*D) there
b. Eg skipadi [henni ad fara @n/einni/eina pangad)
| ordered her(D) to go aone(N/D/*A) there
c. Mer virdist [Anna veraveik]
me-Dat seems Anna-Nom to-be sick

The examplesin (23) are obed-controlled infinitival constructions. In (23a), the Case agrees
between predicate aljectives and their PRO subjed. In (23b), subjed-oriented adjuncts agree
in case with their PRO subjeds, which are @ntrolled by the objed of matrix verbs. The basic
generalization abou "object-controlled equi” sentences like (23a,b) is that the predicate

'* Kiyong Choi (personal communication) claims that there might not be default Case in Korean, by pointing out
that even in (21) subjed honorific agreement marker "-si" can be inserted. We do not incorporated such data
because honorific agreement is quite often overgenerated.

'° D=Dative Case, A=Accusative Case, and N=Nominative Case
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adjedives and subject-oriented adjuncts agrees in case with the matrix controll er (=the matrix
objed) or Nominative Case marked. What this means is that PRO is covertly Nominative
Case marked. In certain raising constructions like (24c), a nominative lexicd NP overtly
shows upin the subjed position d infinitival complements.

Andrew (1982 470) proposes that Nominative Case in Icelandic shoud be
considered an "unmarked case," so that there is no naminative cae-marking rule, whereas
objedas will cdl for arestrictionto the dfect that their Case be ACC. His Case-Marking Rule
does nat introduce Nom, since, ac@rding to im, Nom is not avaue of Case, bu the asence
of Case. The fad that bath Icelandic and Korean allow Nominative Case marking in the
subjed position d certain infinitival clauses, unlike English, is consistent with the default
nature of Nominative Case in bah languages.

Y. Kim (199]) dso cites McCloskey (1985 and McCloskey and Sells (1988.
Acoording to these works, in Irish and Clasdcal Latin, and perhaps in Ancient Greek as well,
lexicd NPs dow up in nonCase positions suich as subjed position d infinitival
complements. These lexicd NPs are, according to them, marked with default Accusative
Case, asill ustrated below:

(25  Modernlrish
a. Nior mhaithliom [e atheadit abhail€]
[-would-nat-li ke him come-Infin hane
I wouldn't like him to come home' (McCloskey & Sells 1988 151)
b. Ghaillfeadh se orm w me aionsa
would-bother it onrmeyou attack-Infin

It would baher me for you to attadk me' (McCloskey 1985 193)
(26)  Classcal Latin
te vaere gaudeo

you(Acc)be-well-Infin rejoice (Pres S1)
'l rgjoicethat you are well'

From the discusson above, we would get the following conclusion: If a language has a
default Case strategy, it alows a lexicd NP in a nonCase pasition. On the other hand, if a
language does not have adefault Case strategy, a lexicd NP canna appea in a non-Case
pasition, dweto the Case Filter, or that NP shoud be assgned Case somehow.

5 Concluding Remarks

In this paper we agued that English and Korean differ from each ather in satisfying the Case
Filter. More spedficdly, we argued that the subject of a small clause in English is Accusative
Case-marked by the matrix verb governing the subject, while that in Korean is assgned
default Nominative Case.

In Section 2, we discussed the genera case properties of the subjects of secondary
predicaes in English, and showed that the subjeds of small clauses $oud be Accusative
Case-marked either by raising to an appropriate Case paosition (Bowers 1997, 200} or by
changing the matrix verb into a "transitive" one (Kim and Maling 1997. By contrast, we
showed that the subjeds of small clauses in Korean are ather Accusative Case-marked or
Nominative Case-marked according to the types of the matrix verbs. That is, if the matrix
verb governing the subject of asmall clause is transitive, then the subject is Accusative Case-
marked. If the matrix verb governing the subject of asmall clause is intransitive, onthe other
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hand, then the subjed is Nominative Case-marked. In this sdion, we proposed that Korean
employs default Case strategy in order to satisfy the Case Filter on the subjed of a small
clause when there is no source of case assgnment. In Sedion 4,we discussed the default Case
strategy from a more broad perspedive. We agued that English alows of-insertion and/or a
prepositiontlike complementizer for in order to mark Case on Caseless nours, while Korean
allows default Nominative Case for Caselessnours. Default Case in ather languages is aso
discussd in this edion.
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Abstract

The main purpose of this paper is to show that argument structure @nstructions like
complex telic path of motion constructions (John walked to the store) or complex
resultative mnstructions (The dog baked the chickens awake) are not to be regarded as
“theoreticd entities’” (Jadkendoff (1997h; Goldberg (1995)). As an alternative to these
semanticocentric acounts, | argue that their epiphenomenal status can be shown iff we
take into acount some important insights from three syntadicdly-oriented works: (i)
Hoekstra's (1988 1992) analysis of S<mall>C<lause> R<esults>, (ii) Hale & Keyser's
(1993f.) configurational theory of argument structure, and (iii) Mateu & Rigau’'s (1999
i.p.) syntadic acount of Tamy's (1991 typoogicd distinction between ‘satellite-
framed languages' (e.g., English, German, Dutch, etc.) and ‘verb-framed languages
(e.g., Catalan, Spanish, French, etc.). In particular, it is argued that the formation of the
abovementioned constructions involves a @nflation process of two different syntadic
argument structures, this process being carried out via a‘generalized transformation’.
Accordingly, the so-cdled ‘lexicd subordination process (Levin & Rapopat (1988)) is
argued to involve asyntadic operation, rather than a semantic one. Due to our assuming
that the parametric variation involved in the cnstructions under study cannot be
explained in purely semantic terms (Mateu & Rigau (1999), Tdmy's (199])
typologicd distinction is argued to be better stated in lexicd syntadic terms.

1. Constructions: Theoretical entities or epiphenomena?

The main pupose of this paper is to show that argument structure cnstructions like those
exemplified in (1) are not to be regarded as “theoretical entities’. In particular, 1 will be
arguing against Goldberg's (1995 and Jadkenddf’s (19970 clams quaed in (2) and (3),
respedively.

1 a They danced the night away. (“The time-away construction”)
b. Morris moaned hisway out of the hall. (“The way-construction”)
C. He sneezed the tisaue off the table. (“The caised motion
construction”)
d. The dog barked the dickens awake. (“The resultative mnstruction”)
e The truck rumbled into the yard. (“Sound erbsin path of motion
constructions”)
f. The boy danced into the room. (“Manner of motion verbsin path

of motion constructions’)

(2)  “In the past two decades, the pretheoretical nation d construction has come under
attadk. Syntadic constructions have been claimed to be giphenomenal, arising solely
from the interaction d genera principles (Chomsky (1981, 199)); the rejedion d

Y| would like to thank the audience a the Workshop onthe Syntax of Predication for many comments and
suggestions. Neellessto say, al remaining errors are my own. Research for this paper has been supported by the
Ministerio de Ciencia y Tecnologia  (BFF2000-0403-C02-01), and the Generalitat de Catalunya (1999SGRO0113).



constructions in favor of such general principles is often assumed naw to be the only
way to capture generali zations aaosspatterns (...).
(...) This monogaph represents an effort to bring constructions back to their rightful
placeon center stage by arguing that they shoud be recognized as theoretical entities’
<emphasis added: IM>

Goldberg (1995 1-2).

(3) “The task for linguistic theory is not to struggle to eliminate the need for such
constructions <like those in (1): JM>. Rather, it is to discover the range of such
constructions permitted by UG such that the dhild can acquire them”

Jackenddif (1997b 558)

Concening Jadkenddf’'s clam in (3), it is clear that generative syntadicians and
Jakenddf are talking at cross-purposes, that being due to their different conception d what
UG is suppcsed to ded with. Jadkenddt’s gatement in (3) must be understood in the context
of his architedure of the language faaulty. For example, in (4) is depicted his analysis of the
so-cdled way-construction. According to Jadkenddf, three different structures are
independently generated, being related in a non-derivational way. UG is argued to be flexible
enouwgh in order to allow noncanorical correspondences (stated in (4) viaindices) like those
involved in the way-construction.

(4  Theway-constructionas a‘constructional idiom’ (Jadkenddf (1990, 1992, 199¥b))

PS SS CS
d VP, GO ([X]", [pan Y12)
T~
v(zby Vy, NP PP, BY ([Z(D)]y) x
NP+paoss aN

Jackenddff (1997 172)

In this paper | will assuume a onception d the syntax-semantics interface which is
different from that espoused in Jackenddf (1990.). With Marantz (1992 and Mateu (200(),
| think that the unconstrained nature of Jadkendoff’ s (1990f.) linking theory (cf. (5)) prevents
him from recognizing the non-trivial role of syntax when dealing with constructions like thase
in(1).

(5) “The work developed here leads to a pasition that might be termed ‘autonamy of
correspordencerules’, the ideathat the arrespondence rules have their own properties
and typoogy, to a mnsiderable degree independent of the syntactic structures and

! Jackendoff points out that (4) licenses correspondences of syntadic structure (SS and conceptual structure
(CS) that do not follow canonicd principles of argument structure mapping. As a result, the verb is not what
licenses the agument structure of the rest of the VP, rather, the construction does. According to Jackendoff
(1997a: 172), the CSin (4) can be read as saying that * Subjed goes along Path designated by PP, by V-ing’
(sic).

SeeMarantz (1992 and Mateu (2000a) for a reply. The latter shows that Jadkendoff's emantic analysis is not
adequate, this being due to his neglecting (i) the causative nature of the way-construction and (ii) the semantic
contribution of the way NP.



conceptual structures that they relate (...). Therichness of linking theory permits usto
keep the syntax simple <emphasis added: IM>".
Jackenddf (1990 286)

By taking a different perspective, | want to show the nontrivia role of
(morphg)syntax when deding with constructions like those in (1). By doing so, | will try to
make it clea in which spedfic sense @nstructions like thase in (1) can be taken as
epiphenomena when analyzed from the present syntadic perspedive. The spedfic sense by
virtue of which | will be cdling those @nstructionsin (1) ‘epiphenomena will be shown to
emerge when discusdng a nontrivia question: Why is it the case that those onstructionsin
(1) are typicdly found in some languages (e.g., in English), bu nat in ahers (eg., in
Romance)? Following syntadicdly-oriented work by Snyder (1995, Klipple (1997, and
Mateu & Rigau (1999, i.p.), | will show that the so-called ‘resultativity/diredionality
parameter’ is crucialy invalved in accounting for the syntax of those examplesin (1). To pu
it crudely, constructions in (1) will be shown to be epiphenomena & far as their syntax is
concerned because amore general morphasyntadic explanation seems to be involved, this
acourting for why these constructions are possble in some languages but nat in ahers.

To be sure, our recognizing that those constructions in (1) are giphenomena shoud
not prevent us from reagnzing that there are nonttrivial semantic peauli arities associated
with them, thaose that make them ‘idiomatic constructions’. However, with Marantz (1997, |
think that their idiomaticity (i.e., what allows us to call those examples ‘constructions’) has
nothing to dowith syntax or the cmputational system, as we understand it (cf. (6)). Rather,
their idiomatic character shoud be encoded in what Marantz (1997 recently cdls the
‘Encyclopedia, which is to be taken as the redm of special meanings. That is, it is at the
interface with that nongenerative comporent (‘the Encyclopedia) where those spedal
meanings are ‘negotiated’ (to use Marantz’'s terms) with those structural contexts provided by
syntax.

(6) “I deny the major assumption d Construction Grammar that such meanings may be
structure-specific, rather than general for a language and generally universal (...) |
would like to insist that neither phrasal idioms nor derived words have special
structure/meaning correspondences (emphasis added: JM)”.

Marantz (1997 212

Acoordingly, it shoud be dear that, dlong with Marantz (1992, 1997, | disagreewith
Jakenddf’ s (199) claim that a syntactic accourt of constructions like that in (4) would na
be gpropriate sincethere ae lexicd-semantic restrictions involved in their formation. Such a
clam is a nonsequitur. Jackenddf’ s premise is smply false. Why syntax (e.g., the dleged
syntadic rule in (7)) shoud take care @ou those semantic peauli arities?! (cf. Mateu (2000a)).

(7)  “Themovement rule has to be sensitive nat only to the lower verb’s being intransitive-
which seans reasonable- but also to its being an adion verb that can be cnstrued as
an internally articulated process which does nat sean reasonable in a theory of
autonamous syntax”.

Jadkenddf (1992 170

In this ense | disagreewith Jadkenddf’s (1992 170) claim that a syntadic accourt of
the way-construction daes not seem reasonable in a theory of autonamous syntax. According



to him, for the syntactic accourt to be @rrect, the relevant syntadic rule or other autonamous
syntadic principles sroud prevent sentences like those in (8) from being generated:

(8) a *Bill blushed hisway out of the room.
b. *Bill had to crouch hisway through the low opening.
Jadkenddf (1992 170)

However, | will take pains to show that the relevant syntactic operation d conflation
involved in (1), that concerning the computational system as we understand it, is snsitive not
to a semantic reason bu rather to a morphosyntadic resson. As noted abowve, the obvious and
undeniable fact that there ae semantic restrictions/peauli ariti es associated to the constructions
in (1) does nat affed their syntactic computation. Accordingly, | would like to propose that
sentences like that in (8a) or that in (9) are fredy generated by the cmmputational system,?
their anomaly being detected in the nongenerative wmporent of the Encyclopedia, the
idorneous placewhere the relevant semantic peculiarities/restrictions analyzed by Jadkendoff
and Goldberg areto be @mded.?

9 # The boy laughed into the room (cf. the truck rumbled into the yard)

It seems to me that Jadkenddf' s conception d an impoverished syntax makes him
commit the same mistake &s that exemplified by Spencer & Zaretskaya' s (1998) words quated
in (10).

(20) “(...) resultatives are complex predicaes formed at a semantic leve of representation
and nd constructions formed in the syntax” (p. 4 emphasis added: JM) .
“(...) One indicdion that we neal to form the wmplex predicae & a lexical level
comes from the fad that many types of resultative are lexicdly restricted, in that only
catain types of lexeme can serve & the syntadic secondary predicate” (p. 11
emphasis added: JM).
Spencer & Zaretskaya (1998 4; 11)

With Hoekstra (1984, 1988, 1992 Hale & Keyser (1993) and Marantz (1997, |
disagree with Spencer and Zaretskaya's (1998 falladous claim that showing that a process
has |exicd-semantic restrictions is an inevitable sign that syntactic formationis not involved.

Notice then that what Goldberg's (19%), Jadkenddf’'s (199(.) and Spencer &
Zaretskaya's (199B) semantic goproaches have in common is that al minimize the role of
syntax when dealing with resultative-like mnstructions such asthose in (1). Moreover, ndice
that they have nothing interesting to dfer concerning the non-trivial question d why
constructions like those in (1) are present in some languages (e.g., in Germanic languages),
but absent from others (e.g., from Romance languages). Unfortunately, they are not alone in

2 Was the cae that blush is an unergative verb in English (seeLevin & Rappaport Hovav (1995 160)), it would
be better to replace* (‘ungrammaticd’) by # (‘semanticdly deviant’) in (8a). By contrast, (8b) could be
analyzed as ungrammaticd, provided we show that the verb crouch is an uraccusative verb. See below for the
syntactic constraint that only unergative verbs (unergative use of transitive verbs included) are dlowed to enter
into those mnstructionsin (1).

® The computational system is not concerned with the lexicd-semantic difference between [GO-laugh] and [GO-
rumble]: That is, the fad that the sound of ‘rumbling can be taken as partaking of an intrinsic relation with an
inherently direded motion event, whereas that of ‘laughing’ cannot, is a “lexicd” fad to be cded in the
Encyclopedia of English. No matter how systematic that semantic relation turns out to be acosslanguages (e.g.,
(9) isout in German as well), that semantic differenceis fully opagque to the mmputational system.



being unable to provide aprincipled explanation d the crosdinguistic variation iswue: for
example, what could it mean to say that Romance languages lack the relevant LCS operation
(Levin & Rapoport (1988; Legendre (1997); Spencer & Zaretskaya (1999), the relevant
aspedua operation (Tenny (1994, the relevant event type-shifting operation (Pustejovsky
(1991); van Hout (1996), or whatever relevant semantic operation to be invented in the days
to come? | will not review my criticism of these aspedual/event structure-based approaches
here (see Mateu (2000 2001a)), bu | will limit myself to panting out that the solution d
such a linguistic variation poblem canna be stated in purely aspedual or event structure
terms. To be sure, | do nd want to deny the relevance of the aspectual semantics in analyzing
the data in (1) nor the descriptive insights foundin the @ovementioned works. Here | will
concentrate on showing that morphosyntax has a nontrivia role in acoourting for the
parametrized variationinvolved in (1).

As an dternative to the semanticocentric accounts, | think that the syntadic approach
to constructions like thase in (1) has osme important insights to offer concerning their
epiphenomenal status, basically those provided by the three foll owing syntadically-oriented
worksin (11):

1y @) Hoekstra's (1988, 1992 anaysis of S<mall >C<lause> R<esults>
(i) Hale & Keyser's (199f.) syntadic theory of argument structure (adoped by
Chomsky (1995)
(i) Mateu & Rigau's (1999i.p.) syntadic accourt of Tamy’s (1991 typologicd
distinction between ‘satellite-framed languages (e.g., Germanic languages)
and ‘verb-framed languages' (e.g., Romance languages).

2. Hoekstra’'s (1988, 1992 S<mall >C<lause> analysis

Hoekstra (1992) analyzed resultative nstructions from an interesting perspective that
combined Stowell’s (1981) SC theory with some insights on aspect taken from event
semantics works (Carlson (1977); Kratzer (1988). According to Hoesktra (1992 161-162),

(120 “We can isolate the drcumstances under which a resultative may be found the
predicaion must be stage-level <(e.g., cf. *This enclydopedist knOwSihgividua 1evel [sc @ll
bodks superfluows])> and dynamic <(e.g., cf. *Medusa saW.gynamic [sc the hero into
stone] )>, but not inherently bounded (e.g., <e.g., cf. *The psychopah kill ed. pounded [ sc the
villageinto a ghat town] >)”.

Hoesktra (1992 161-162)

In those examples in (1), repeaed below in (13), the verb expresses a stage level,
dynamic, and nd inherently bounded predicate.*
(13 They danced [sc the night away].
Morris moaned [sc hisway out of the hall].
He sneezed [sc the tissue off the table].
The dog barked [sc the dchickens awake].
The truck; rumbled [sc t; into the yard].
The boy; danced [ t; into the room].

0o T

4 Quite importantly, Hoekstra (1984 1988, 1992) provided extensive evidence in favor of positing a
syntacticall y-based unacasativizetion processof those unergative verbsin (13e-f).



On the other hand, as emphasized by Hoekstra (1988 138) in (14), the SC analysis
defines the upper bounds of the distribution d resultative SCs, that is to say, the structural
ones. Moreover, it shoud be dear that he was aware of the fact that “the distribution appears
to be more restricted”. That is, Hoekstra was aware of the fad that there ae alditional
semantic peadliarities involved in resultatives. However, he @nsidered them as falling
outside of the theory of the I-Language. Notice then the compatibility of Hoekstra's clam
with ou clam of encoding those semantic pealliarities alluded to abowve in the so-cdled
‘Encyclopedia coomporent’ (to pu it in Marantz’ sterms).

(14) “The present analysis defines the upper bounds <emphasis added: JM> of the
distibution d resultative SCs (...) In fad, the distribution appears to be more restricted,
showing that language does nat fully exploit its resources. What we have here is parall e
to the distinction ketween adua and passble words, familiar from the domain o
morphdogy (...) The gap between the possible and the actual is not to be bridged by a
theory of the I-Language, but belongs to the domain of the E-language in the sense of
Chomsky (1986) <emphasis added: IM>".

Hoekstra (1988 138

On the other hand, Hoekstra made ancather invaluable contribution to the linguistic
theory by showing the flaws of some airrent lexicdist theories. As Hoekstra (1988 138
noted, “the common dstinction between lexicd word making and nonlexicd sentence
making is questionable & best”. For example, he showed that structurally, the c- and o
examples in (15 are identical, “consisting of the ativity dencting verb, taking a SC
complement which is interpreted as a resulting state” (p. 165): see(16).

15 a dat Jan bier drinkt. (Dutch)
that John keea drinks
b. *dat Jan zich drinkt.
that John hmself drinks
C. dat Jan zich dronken drinkt.
that John hmself drunk dinks
d. dat Jan zich bedrinkt.
that John hmself BE-drinks
Hoekstra (1992 166)

(16) drinkt [sc zich {dronken/BE-}]

Hoekstra was auccesful in showing that the dleged dstinction between “syntactic
formation” (cf. the ‘syntactic objed’ in (15c)) and “lexicd formation” (cf. the ‘morphdogicd
objed’ in (15d) seansto be questionable. Notice then the compatibili ty of Hoekstra' s attadks
of Lexicdism with Hale & Keyser's (1993.) or Marantz’s (1997 syntadically-based
approadhes to derivational morphdogy.

Hoekstra's insights on SCRs natwithstanding, | would like to emphasize here that
there is nontrivial problem that remains unaccourted for in his syntactic goproad. In
particular, naice that what Hoekstra's theory, as it stands, does not explain is the
crosdinguistic variation involved: No explanation is provided concerning the so-cdled
‘diredionality/resultativity parameter’ (see Snyder (1999; Mateu & Rigau (199), among
others). For example, what prevents Romance spe&kers from forming SCRs like those in



(13)? That is, why is it the cae that adivity verbs in Romance canna typically take aSCR
complement? To be sure, those questions can be said to be “innacuous” for constructionali sts
like Jadkenddf but they shoud na be so for Hoekstra s syntactic goproad.

According to Jadkenddf, it is smply the cae that Romance languages lack the
relevant ‘corresponcence rule’, in particular his Verb Subodination Archi-construction
depicted in (17), which is said to acount for all those cases in (1). Thus, for example, ‘the
time-away construction’ in (1a) can be regarded as a particular instantiation d the *Archi-
construction’ in (17): see (18).

(17) Verb Subodination Archi-construction (Jadkenddf (19970)
a [Vp V]
b.‘ad (by) V-ing

(18 a [vpV NPaway]
b. ‘waste [1ime NP] by V-ing
Jakenddf (1997b exs. (101-102); 554555

Despite the descriptive merits of Jackenddf’s constructional approach, here | would
like to argue that Hoekstra' s syntactic goproach can be shown to be more explanatory than the
nonsyntacticaly based semantic goproades iff iti s complemented by Mateu & Rigau’'s
(1999 in presy lexicd syntactic accourt (Hale & Keyser (1999) of Tamy's (199])
typologicd distinction ketween satellite-framed languages (e.g., Germanic languages) and
verb-framed languages (e.g, Romance languages).

Before analyzing the relevant parameter involved in Tamy's (1991 typodogical
distinction, it will be useful to sketch ou briefly the fundamentals of Hale & Keyser's (1998,
199%) configurational theory of argument structure, which my analysis of constructions like
those in (1) will be agued to depend on.Quite aucialy, an important modification/reduction
of Hale & Keyser's basic argument structure combinations will be shown to be motivated by
my unified approach to complex telic path of motion constructions (e.g., The boy danced into
the room) and adjedival resultative constructions (e.g., The dog baked the cickens awake)
(cf. Mateu (20008).

3. The syntax of argument structure (Hale & Keyser (199819999)
Acoording to Hale & Keyser (199%: 454):

(190 Argument structure is defined in reference to two passble relations between a head
and its arguments, namely, the head-complement relation and the head-spedfier
relation.

A given hed (i.e., x in (20)) may enter into the foll owing structural combinations in
(20): “these ae its argument structure properties, and its syntactic behavior is determined by
these properties’ (Hale & Keyser (199a: 455)).

(200 Heda (x); complement (y of x), predicate (x of 2)

a X b. X C. a d. x
X y ya X Z a
™ ™~
X Yy a X



According to Hale & Keyser, the prototypicd or unmarked morphosyntadic
redizations in English of the lexicd headsin (20) (i.e., the X's) are the following: V in (20a),
Pin(20b), Ain (20c), and N in (20d).

The main empiricd domain onwhich Hale & Keyser's hypotheses have been tested
includes denominal verbs (unergative verbs like laugh (cf. (21a)), transitive locaive verbs
like shelve (cf. (21b)), or locatum verbs like sadde (cf. (21c))), and deadjediva verbs (e.g.,
clear (cf. (210).

2) a Johnlaughed.
b. Johnshelved the book.
C. Johnsadded the horse.
d. Johncleaed the screen.

Unergative verbs are argued to be transitive since they involve merging a nounwith a
verba head , this resulting in (22a); both locaive verbs (e.g., shelve) and locatum verbs (e.g.,
sadde) involve merging the structural combination in (20b) into that of (20a): see (22b).
Finally, transitive dealjectival verbs also invaolve two structural combinations, i.e., that in
(20c) is merged into that of (20a): see(22c).

22 a W%

N P
{book/horse}
P N
{shelf/sadd €}

clea

Locative and locatum verbs are said to be transitive (cf. (23a)) because their inner P-
projedion canna occur as an autonamous predicae. By contrast, dealjectival verbs can be
intransitive ((cf. (23b)), since their inner VV-projection can occur as an autonamous predicate.
Crucidly, naicethat it can be asciated with tense morphdogy.

23) a *The book shelved; * The horse sadd ed.
b. The screen cleared.



Furthermore, as judtified in Hae & Keyser (1993.), the external argument of
trangitive anstructions (unergatives included) is argued to be truly externa to the agument
structure @nfiguration. It will appear as the spedfier of afunctional projectionin s(entential)-
syntax.

Both denominal and ceadjedival verbsimplicate aprocessof conflation, esentialy an
operation that copies a full phondogical matrix into an empty one, this operation being
caried ou in astrictly local configuration: i.e., in a head-complement one. If Conflation can
be agued to be mncomitant of Merge (Hale & Keyser (1999)), the argument structures in
(22) turn ou to be quite astract since they have been depicted as abstraded away from those
conflation processes invalved in the examples in (21). Applying the cnflation operation to
(22a) invaves copying the full phondogical matrix of the nounlaughinto the empty one
correspondng to the verb. Applying it to (22b) involves two steps. the full phondogical
matrix of the noun {shelf/sadde}is first copied into the empty one crrespondng to the
preposition; since the phondogical matrix correspondng to the verb is aso empty, the
conflation applies again from the saturated phondogicd matrix of the prepaosition to the
unsaturated matrix of the verb. Finally, applying the conflation processto (22c¢) invalves two
steps as well: the full phondogical matrix of the aljedive clear isfirst copied into the empty
one mrrespondng to the internal verb; since the phondogicad matrix correspondng to the
externa verb is aso empty, the conflation applies again from the saturated phondogicd
matrix of the inner verb to the unsaturated matrix of the externa verb.

To conclude my review of Hale & Keyser’'s (199%) theory of argument structure, it is
important to kegy in mind that both aspeds of the @nflation processes, the syntadic and the
lexicd, are regarded by Hale & Keyser in noway asincompatible. Seetheir relevant quaesin
(24).

(24) “Our conservative position hdds that the lexicd entry of an item consists in the
syntadic structure that expresses the full system of lexicd grammaticd relations
inherent in theitem”. Hale & Keyser (1993 98)

“Argument structure is the system of structural relations holding between heads
(nuclel) and the aguments linked to them, as part of their entries in the lexicon
<emphasis added: JM>. Althouwgh a lexicd entry is much more than this, of course,
argument structure in the sense intended hereis predsely this and nahing more”.
Hale & Keyser (19%a: 453

“Cornflation is a lexicd matter in the sense that denominal verbs, and deadjedival
verbs as well must be listed in the Iexicon. Although their formation has a syntactic
character, as we daim, they constitute part of the lexicd inventory of the language.
The two characteristics, the syntactic and the lexcal, are in no way incompatible
<emphasis added: IM>". Hale & Keyser (19%a: 453

Notice that adopting the @nservative position aluded to in ther first quae in (24)
leads Hale & Keyser to pasit the existence of phrasal projection in the lexicon. In order to
avoid such a patential contradiction, Uriagereka (1998 argues that those structures given in
(22) are nat lexicd representations, bu syntactic structures correspondng to lexicd
representations, after they are selected from the numeration. For example, according to



Uriagereka, (25) could be taken as the adual lexicd representation d the denomina verb
sadde that determines the syntadic structurein (22b).>

(25) N Y (-N Y (+N
|-V ||V
F-P | |v-F | |PF
F-N

[eg, v+ P + saddd] Uriagereka (1998 438)

Since my present concern (i.e., to provide a syntadic accourt of resultative-like
constructions such as thase in (1)-(13)) does nat crucialy hinge on Uriagereka s refinements
in order to properly derive syntactic structures like that in (22b), I will omit such a discusson
here and | will continue to use syntadic structures alaHale & Keyser, with the proviso that |
do nd necessarily assume their conservative pasition, i.e., that these syntactic agument
structures are encoded as uch into the Lexicon.

4. On the non-primitive status of argument structure propertiesof ‘Adjectives

In this sction, | put forward the hypaothesis that the lexica heal x in (20c) isnat to be seen as
an atomic dement, asin Hale & Keyser's approach, bu as a mmpaosite unit: in particular, the
lexicd head x in (20c), whose unmarked morphosyntactic realization in English is the
caegory Adjedive (A), can be argued to be decomposed into two more primitive lexicd-
syntadic dements:® | claim that A involves the mnflation o anonrelational element like that
expressed by the lexicd heal y in (20b) into a relational element like that expressed by the
lexicd head xin (20b). That isto say, the structural combinationin (20b) al ows us to acourt
for the agument structure properties of As as well. Accordingly, the ‘small clause -like
argument structure involved in two sentences like those in (26a,b) turns out to be the same,
that in (26¢). Quite crucidly, | claim that the mnflation d y into x involved in A accounts for
both its relational or predicaive darader, which A shares with P, and its nominal properties,
which A shares with N.”

(26) a is [the @t [in theroom]]

b. is [the at [happy]]
C. isfxz[xx Y]]

Furthermore, the decompasition d adjedives into a relational element plus a non-
relational element appears to be quite natural from a conceptua perspective & well. For

® According to Uriagereka (1998 434), “the feaures in question <those in (i): IM> are purely combinatorial
markings, uninterpretable formal feaures of words like sadde and shelve that are idiosyncratic to ead of these
verbs’

0] F-P = feaure-P (“aPrep-incorporates-into-me”)
v-F = v-feaure (“I-incorporate-into-v”)
F-N = feaure-N (“aNoun-incorporates-into-me”)
P-F = P-fedure (“I-incorporate-into-P")

® At first glance, this hypothesis should not be surprising at all: the fact that the A category is missing in some
languagesis coherent with its smndary status.

" For example, the fad that languages like Latin mark As with morphologica case can be taken as empirica
evidencein favor of their nominal nature.
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example, from a Jadkendovian perspedive, the Conceptual Structure assgned to (27a) can be
argued to contain a relational element introdwcing an abstrad Place (AT). In fad, this
extension is clealy expeded urder the so-caled ‘Thematic Relations Hypothesis' (Gruber
(1965, Jackenddf (1983, 199)), acaording to which the same cnceptual functions we use
when deding with physicd space (e.g., BE, GO, AT, TO, etc. ) can also be gplied to our
conception o abstrad space®

27 a The doar is open.
b. [State BE [Thing DOORL [PlaoeAT [Property OPEN]]]

On the other hand, more relevant for the purpases of the present paper is the fact that
such a paralelism between physical and abstrad spatial domains recaves in turn further
empiricd suppat when considering the crosdinguistic morphosyntadic properties of
resultative predicates: e.g., na only do Romance languages lack adjectival resultative
constructions like the one in (28a), bu prepositional ones like the one in (28h) are missng in
these languages as well :°

(28 a Joe kicked the doa open.
a. *El  Joe colpga laporta oberta (Catadan)
The Joe  kick-past-3rd.sing thedoa open
b. Joe kicked the dog into the bathroom.
b'. *El  Joe colpga el gosa dinse bany.
The Joe  kick-past-3rd.sing thedoginside the bathroom

Quite interestingly, the “reduction” of the syntactic configurationin (20c) to the onein
(20b) can be agued to be empiricaly motivated: the lexicd-syntactic dement correspondng
to the ‘terminal coincidence relation’ (i.e. the telic Path) invalved in bah prepaositional and
adjedival resultatives can be agued to be the same, this being explicit in drediona PFslike
that in (28b), bu covert in resultative APs like that in (283).2° If we ae willi ng to maintain
that the relevant explanation acourting for the mntrasts in (28) is basically morphosyntadic
rather than purely semantic, it will be seen inevitable to decompase resultative APs in two
different lexicd syntadic dements. the relevant parameter must have accessto the relational
element incorporated in As, i.e., that correspondng to the telic diredional relation. That isto
say, to the extent that both prepaositional and adjedival resultatives are treaed in a uniform
way as far as the lexicd parameter is concerned, the decompasition d adjectival resultative
predicaesinto two lexicd syntadic dements ansto bejustified.

Notice moreover that my modificaion a reduction d Hale & Keyser's (19989)
argument structure types bemmes incompatible with their structural distinction between those
denominal verbs involving Merge of (20b) into (20a), and thase deadjectival verbs invalving
Merge of (20c) into (20a). According to Hale & Keyser, it is predsely such a structural
distinction that explains why the former are dways transitive, while the latter can have an
intransiti ve variant (the a verbal head in (20c) being then inflected with Tense).

8 See Jadkendoff (1990 250) for a locdistic analysis of the LCS corresponding to the { causative/inchoative}
verb open.

°(28a) and (28b’) are grammatical on the following irrelevant readings: (28a) is grammaticd if A isinterpreted
not as resultative but as attributive: i.e., ‘the open doa’; (281) is grammaticd if the the PP has a locdive, non
diredional reading: i.e., ‘the kicking took placeinside the bathroom'.

10 see Jadkendoff (1990 or Goldberg (1995) for their insight that AP resultative mnstructions involve an
abstrad Path.
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However, as Kiparsky (1997 and Mateu (2001b) have shown, Hae & Keyser's
generdlization is not well-grounded (cf. (29)). According to Kiparsky, denomina verbs can
participate in the causative/inchoative dternation if they denote events that can proceed
withou an explicit animate ayent.

(290 “Denomina verbs do participate in the caisative/inchoative dternation if they denote
events which can proceed on their own (caramelize, shortcuit, carbonize, gasify,
weather). This is aso true for location verbs, such as those dencting mechanicd
processes which are understood as cgpable of proceeding on their own (reel, spod,
stack, pile (up)), and the positioning of self-propelled vehicles (dock, berth, land) or of
persons (bed, kil et, lodge)”.

Kiparsky (1997 497)

On the other hand, Kiparsky points out that there ae dealjedival verbs that can not
participate in the causative/inchoative dternation: e.g., cf. legalize, visuali ze, etc.

Similarly, Levin and Rappaport Hovav's (1995 104105 examples in (30-31) also
show that the licensing of the verb in the caisative/inchoetive dternation is more dependent
on semantic ocondtions rather than on morphosyntadic ones. According to Levin &
Rappaport Hovav (1995 105), “detransitivization is possble preasely where an externaly
caused eventuality can come éou withou the intervention o an agent.”.

(300 a Thedressmarker lengthened the skirt.
b. *The skirt lenghtened.
c. Themad scientist lengthened the days.
d. The dayslenghtened.

(3) a Thewaiter cleared the table.
b. *Thetable deared.
¢. Thewind cleared the sky.
d. Thesky cleared.
Levin & Rappaport Hovav (1995 105

That is to say, the relevant conclusion for my present purposes is the following one:
the caisative/inchoative dternation canna be taken as a valid structural criterion when
working out the relevant syntactic agument structures. In particular, the fad that denominal
locdive verbs like shelve or denomina locaum verbs like sadde do nd enter into the
causative/inchoative dternation is not due to a purely structural source as Hale & Keyser
propose, bu to the fad that they involve an animate agent.

This sid, oreimportant caveat isin arder: my recognizing that the facts partly go with
the semantics with respect to the causative/inchoative dternation shoud nd be seen as
incompatible with my adoping a syntactic goproach to argument structure. Rather the
relevant conclusion shoud be the following: thase who are willi ng to adopt a pure syntactic
approach to argument structure shoud avoid elaborating on complex hypaotheses to explain
fadsthat fall out of their program.

5. The semantics of argument structure (Mateu & Amadas (2001))

The reduction d (20c) to (20b) is not only empiricdly suppated, as we have pointed ou in
sedion 4, bu is welcome from a theoretica perspedive & well. My goal in this dionisto
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show that this reduction strengthens the theoreticdly desirable daim that there is a strong
homomorphism between the syntax and semantics of argument structure* The present
propcsal partakes of both Hale & Keyser's (1993 paper, where certain meanings were
asociated with certain structures, and their more recent (199a) paper, where arefinement of
the basic agument structure types is presented. Quite importantly, Mateu & Amadas (2001)
argue that the reduction argued for in sedion 4alows us to synthesize these two compatible
propcsals in qute an elegant and simple way. Given this reduction, the basic, irreducible
argument structure types turn ou to bethosein (32).

32 a X b. X C. X

N N

X y z X

We daim that the reduction d (20) to (32) alows homomorphism to show up in the
terms expressed in (33): given (33), the relational syntax of argument structure can be agued
to be diredly assciated to its correspondng relational semanticsin qute auniform way:

33 a The lexicd hea x in the syntactic configuration o (32a) isto be assciated to
an eventiverelation.
b. The lexicd hea x in the syntactic configuration d (32b) isto be assciated to
anoneventiverelation.
C. Thelexicd head x in (32c) isto be essciated to anonrelationd el ement.

In turn, the eventive relation which is uniformly associated with the x in (32a) can be
instantiated as two dfferent semantic relations:*? If there is an external argument in the
spedfier pasition d the relevant F(unctional) projection (cf. Hale & Keyser (1993.)), the
eventive relation will be instantiated as a source relation, the external argument being
interpreted as ‘Originator’ (cf. Borer (1994 and Mateu (1999). If there is no externa
argument, the eventive relation will be instantiated as a transitiond relation (cf. Mateu
(1999), which in turn always ®leds a nonreventive relation (cf. (32b)), whase spedfier and
complement are interpreted as ‘Figure’ and ‘Ground, respectively (this terminology being
adapted and borrowed from Talmy (1985)).

The source relation is invalved in transitive structures (cf. x; in (34)) and urergative
structures (cf. x; in (35)), while the transitional relation is that involved in uraccusative
structures (cf. x; in (36)). Notice that the only structural difference between transitive
structures and unergative structures is based onthe type of complement seleded by the source
relation: While anon-eventiverelationis sleded in (34) as complement, it is anonrelational
element that is leded in (35). Asaresult, the transitive structure in (34) can be agued to
partake of both an urergative structure (the eventive relation x; is interpreted as a source
relation to be assciated with an external argument z via F) and an unacaisative structure
((34) includes anoneventive relation x,).

1 See Bouchard (1995), Baker (1997) or Mateu (1999) for discussion on the homomorphic nature between the
syntadic and semantic structures.

2 1n this ®nse our propasal is smilar to that developed by Harley (1995. The main differenceis that we, along
with Hale & Keyser (1993.), do not analyze the syntactic head associated to the eventive relation as a functional
one.

13



(34 Transitivestructure
F

<

I\\

F \\\Xl

™~

X1 X
yd

2

Z; X
Lz\ Y2

(35 Unergativestructure
F

<

[
F

N
X1

’Xl\)h

(36) Unaccusative structure

X2 Y2

It isimportant to draw a aucial distinction between the constructiond/configurationd
semantics that can be read df the mere syntactic structure and the lexical semantics that is
expressed via semantic features asociated to the particular lexicd heals (Chomsky’s (2001
semantic properties SEM(H) of the heal). That is to say, the syntadic constructions in (34),
(35), and (36) are to be asciated to their correspondng structural meanings, independently
of the particular lexicd items that instantiate them (seeHae & Keyser (1993 for a particular
implementation d such a view). Structural semantic properties like eventive
({sourceftransitional}), noneventive, and nonrelational can then be argued to be diredly
read off the mere syntadic configurations. For example, the x; relation is to be read as a
sourcerelation in (34) and (35), but as a transitional relation in (36). The x, relationis to be
read as anoneventive relationin bah (34) and (36).

There must be acompatibility between the structural semantic properties, those that
can be rea off the mere syntadic structure, and those semantic feaures of the lexicd head.
Let us asaume that the latter semantic features are assgned to the lexicd relational headsin a
binary way like that exemplified in (37):%

13 SeeHale (1985) for the distinction between TCR and CCR.
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(37) CAUSE/DO: dynamic value of the sourcerelation

HAVE: static value of the sourcerelation

BECOME/GO: dynamic value of the transitional relation

BE: static value of the transitional relation

Termina Coincidence Relation (TCR): dynamic value of the non-eventive/spatial
relation

Central Coincidence Relation (CCR): static value of the noneventive/spatia
relation

Notice that those binary values in (37) are not relevant to the syntadic projedion o
arguments.** Consider the minimal pairs (38ab) and (38c-d), and their correspondng
argument structuresin (39).

39 a Johnsent Peter to prison.
b. John kept Peter in prison.
C. Peter went to prison.
d. Peter was in prison.

(39 a [r John[x1 CAUSE [x, Peter [x2 TO prison]]]]
b. [r John [x1 HAVE [x>Peter [x2IN prison]]]]
c. [x1GO  [xoPeter [x2 TO prison]]]
d. [x]_ BE [xz Peter [xz IN prlson]]]

Despite the diff erent semantic values associated to the source relation (the dynamic one
in (39), and the static one in (39b)), and despite the different ones aswociated to the non
eventive/spatia relation (TCR in (39), and CCRin (39h)), it is neverthelessclear that both
(39a) and (39b) are indistinguishable & far as their syntactic projection d arguments is
concerned. This is due to the fact that both (39a) and (39b) projed the very same agument
structure, that in (34). Acocordingly, in bah (39a) and (39), John is interpreted as
‘Originator’, Peter as‘Figure’, and prison as ‘ Ground.

Similarly, the same reasoning shoud be valid with resped to the minimal pair (39c)-
(39d): Despite the different semantic values assciated to the transitiona relation (the
dynamic onein (39c), and the static one in (390)), and despite the different ones associated to
the nonreventive relation (TCR in (39c), and CCRin (39d), it is neverthelessclea that both
(39c) and (39d) are indistinguishable & far as their syntactic projection d arguments is
concerned. This is due to the fact that both projed the very same agument structure, the
unacaisative structure in (36): Accordingly, in bah cases Peter isinterpreted as ‘Figure', and
prisonas‘Ground.

As it stands, naice that our clam that the semantic values in (39) are nat directly
relevant to the syntactic projedion d argument structure, all ows syntax to generate structures
likethat in (40b).

(40) a Peter stayed with him.
b. #Johnstayed Peter with him.

14 Oneimportant cavea isin order here: To be sure, our spedfic daim is not to be regarded as incompatible with
the more general claim that those semantic values in (37) can be said to be relevant to grammatica processes.
For example, see Tenny (1994 190-192), where it is explicitly argued that the information associated to the
CAUSE function or the GO function is essentially aspedual, ergo grammaticdly relevant.
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C. [BE [ x2 Peter [xo WITH him]]]
d. #[F JOhn[x]_ BE [xz Peter [szlTH hlm]]]]

Following Chomsky (2001 9), we assume that theta-theoretic failures at the interface
yield ‘deviant structures’ (cf. (41)). Given ou set of present assumptions, (40b) isto be ruled
out because of the failure induced by the incompatibili ty between the presence of an external
argument and the semantic feature lexicdly associated to the eventive head of stay (i.e., BE).
That isto say, the failure in (40b) is nat to be regarded as syntadic in nature because nothing
prevents (40b) from being attributed the configurational interpretation correspondng to the
transitive structure in (34). That is, its mere syntadic configuration is interpretable: crucialy,
Johnin (40D is gructuraly alowed to be interpreted as Originator. However, it is the case
that ‘verbs of existence, ‘verbs of appeaance’, etc. do nat appear to have an externa
causer,™ hence the deviance of (40b).

(4) “Uncontroversially, theta-theoretic properties depend in part on configuration and the
semantic properties SEM(H) of the head (label). In the best case, they depend on
nothing else (the Hale-Keyser version d theta theory). Asauming so, there ae no s-
seledional features or theta-grids distinct from SEM (H), which istypically arich and
complex structure, and theta-theoretic falures at the interface do nd cause the
derivation to crash; such structures yield ‘deviant’ interpredions of a great many
kinds.”

Chomsky (2001 9)

Finaly, I will conclude my sketchy review of Mateu & Amadas (2001) with ore
important tenet of their theory of argument structure: There is no configurationally based
lexicd decomposition beyond I-syntax. Accordingly, the lexicd decomposition o verbal
predicaes (cf. (42) for a sample) stops at this coarse-grained level, the root being aways
asciated to a nonrelational element (cf. (43)).° As a result, we want to embracethe non
trivial hypothesis that the only open-ended class of roats corresponds to nonrelationa
elements, e.g., those occupying the spedfier and complement pasitionsin (43).

(42 Johncorraed the horse.
John klled the horse.
Johnloved the horse.
John pushed the horse.
Johnlaughed.

The horse died.

P Q0T

(43) [John [x1CAUSE [xothehorse [x2 TCR CORRAL]]]

[ John [x1 CAUSE [x2 thehorse [x» TCRKILL]]]

oo

15 See Levin & Rappaport Hovav (1995. The fad that this class of verbs is consistently associated with an
unaccusative syntax in English can be agued to be related to the daim that these verbs are lexicdly associated
with the { GO/BE} value. Accordingly, the lexicd item stay is prevented from entering into a transitive agument
structure of the followingtype: [r 2 [x1 {CAUSE/HAVE} [x2 2 [x2 X2 V2] 11]-

% The mnceptual stuff depicted by cgps must not be interpreted “as it stands’. For example, we do not actually
claim that the non-relational element CORRAL in (433) is to be interpreted as the noun corral. Rather what is
required is that CORRAL be interpreted as the non-relational element (i.e., the dstrad Ground) included in the
locdive verb to corral (see Mateu (2001H). The same holds for those morphologicdly less transparent cases:
e.g., in (43bf) what is meant by { KILL/DIE} isthe non-relational element (i.e., the abstradt Ground) included in
the dhange of state verb {kill /die}.
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C. [£ John [x1 CAUSE [xothehorse [x» CCR PUSHi|I]]Y
d. [r John; [x1HAVE [xz2thehorse [x2 CCR LOVE]]]]
e [r John [x1DO LAUGH]]

f. [x1GO [x2thehorse [x2 TCR DIE]]]

In ather words, as far as the syntacticaly-based lexicd decomposition is concerned,
we daim that the nonrelational element correspondng to the roat in (43) (the roat is depicted
in italics) is a Fodarian-like monad. However, urlike Fodar, we think that a minimal lexicd
decmpasition is necessary in ader to provide an appropriate aswer to theoreticdly
interesting questions like thase enphasized in (44). Withou such a minimal lexicd-syntactic
decompasition, it is not clea to us which interesting answer could be provided to thase non
trivial questions. To the best of our knowledge, no principled accourt has been given by
Foda concerning thase two questions pointed ou by Hale & Keyser (1993 and addressed by
Mateu (1999 or Mateu & Amadas (2001).

(44) “It seansto us that one theoreticdly interesting insight to be foundin Hale & Keyser
(1993 (in ou view, one that strongly militates against a mmplex syntax-semantics
interface like that envisioned by Jadkenddf (1990, 199)) is their realizing that the
following questions are intrinsicadly related: ‘Why are there so few lexical categories?’
/ “Why are there so few thematic roles?’. Notice that for Jackendoff it does not make
sense to inquire into the relation d both questions. No doult, we @nsider that
important insight pointed ou by Hale & Keyser (1993 and developed by Mateu
(1999 as providing us with a very strong theoreticd argument in favor of the perfedaly
designed syntax-semantics interface envisioned by Chomsky (1995.)".

Mateu & Amadas (2001)

6. Thel-syntax of Small Clause Results

After having presented the basics of our argument structure theory, let us return to the
constructions under study in the present paper, thase in (1). Since Hale & Keyser appear to
asume that phrase structure is exclusively projeded from lexicd heals, Jadkendoff’ s paint in
(45) could be agued to be problematic for one willi ng to adopt their syntadic goproach when
deding with resultative-like mnstructions such asthosein (1).

(45 “Many contemporary theories of syntax proceed under the premise that phrase
structure is projeded exclusively from lexicd heads. If the analysis propcsed here is
correct, these @nstructions <i.e.,, examples like those in (1): JM> congtitute an
interesting chall enge to this premise, for in such constructions, the agument structure
of the VP islicensed na by the verb, as in the usua situation, bu by the @nstruction
itself”.

Jadkenddf (1997h 534)

However, Jadkenddf’s (implicit) reasoning in (46) to be drawn from (45) is anonsequitur:

(46) premise: phrase structure is projected exclusively from lexicd heads

" seeHale & Keyser (19991 for the lexicd syntadic analysis of atelic adivity verbs like to push and atelic
stative verbs like to love According to them, the ‘impad noun’ push and the ‘psych nomina’ love must be
linked to their source, the external argument, i.e., the s(entential)-syntactic subjed. These nominal roots are
supplied with a bradketed subscript representing a variable which must be bound obviativey. SeeHale & Keyser
(1999b) for more detail s.
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then (?)
the agument structure of the VP is necessarily licensed by the surface verb.

That isto say, | would like to argue that the premisein (46) does nat necessarily entail
what is intended to entail in (46). Given this, Jadkenddf’s criticism of the premise in (46)
does nat hald. Infad, | will immediately show that assuming such a premise can be taken as
fully compatible with providing an adequate syntadic accourt of the complex argument
structure involved in examples like those in (1). In particular, as pointed ou by Mateu &
Rigau (1999), the formation d resultative-like cnstructions like that in (1a) involves two
different syntactic agument structures, the main one being transitive (e.g., that in (47a)), and
the subardinate one being urergative (e.g., that in (47b)). The transitive structure in (47a) is
asciated to an ‘accomplishment’ (e.g., ‘to cause y to go away’),'® while the unergative
structure in (47b) is associated to an *adivity’, (e.g., ‘'to doz’).

47 a Y, b.
\Y P
1% T~ [D] dance
N P
(the) night " ~_ T |

P X
R way

4 |

As | will show in the following section, it is predsely the non-conflating nature of the
P element in (47a) what all ows the complex verbal head in (47b) to be cnflated/merged into
the phondogically null transitive verb in (47a). Quite interestingly, Chomsky (199%) provides
us with the adequate device for such a cnflation processto be carried ou: a ‘generalized
transformation’; see (48) for the resulting adjunction process

(48) Vv

VT

/‘ /‘
\% \% N P
/\ (the) night [\

\% N P X
dance away

Accordingly, the semantic intepretation involved in the subardination processdepicted in
(49) can be agued to be asciated to the mwmplex syntactic argument structure in (48):

18 Notice that Hoekstra's Small Clause mnstituent is to be translated into Hale & Keyser's (1998 P projedion,
headed by a birelationa telic ‘Path’ element (in their terms, a ‘terminal coincidence relation’): it relates a
‘Figure’ (e.g., night) to an abstrad ‘Ground’ (e.g., (a)way).

Moreover, notice that the external argument is not present in the syntactic aagument structure, but is to
be introduced hy the relevant Functional projedion (cf. Hale & Keyser (1993.) or Kratzer (1996)).
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(49 [(they) [[DO-dance]-CAUSE] [the night away]] (i.e., ‘they caused the night to go
away by dancing).*®

Unlike Levin & Rapoport’'s (1988 or Jadkenddf’'s (1990 semantic analyses, the
present analysis of the so-called ‘lexicd subardination” as involving a syntadic operation
shoud be regarded in full tune with Hale & Keyser's (1993 particular interpretation d the
Chomskian tradition d interpretivist semantics, which is simmarized in their quaein (50):

(50) “(...) these semantic roles, like the dementary semantic interpretations in general, are
derivative of the lexicd syntadic relations <emphasis added: IM>".
Hale & Keyser (1993 72)

In the next sedion | will show that the empiricd justificaion d my lexicd syntactic
analysis of resultative-like constructions like those in (1) isto be grounded onTamy’s (1985,
19917) typologicd work on so-called ‘conflation processs’, which have been recently argued
to invave the aucia role of morphasyntax when accourting for the relevant parametric
variation (cf. Klipple (1997, Snyder (1995 2001), and Mateu & Rigau (1999 in press).

7. Small Clause Results and parametric variation

As noted abowve, semanticocentric goproades to resultative-like cnstructions such asthose in
(1) can be granted descriptive validity but they do nd provide any principled explanation o
some important parameterizable morphaosyntadic facts put forward by syntadicdly-oriented
works like Snyder (1995, Klipple (1997, or Mateu and Rigau (1999 in pres9. To pu it
clealy, they canna explain why resultative-like constructions like those in (1) exist in some
languages (e.g., in English or German) but not in ahers (e.g., in Catalan or Spanish). They
often limit themselves to stating this as a fact: e.g., the following statement in (51) can be
taken as representative of adopting such a paosition. No explanation is pursued concerning why
it is the cae that in Romance languages “the two comporents” involved in a complex telic
path of motion construction like Ske ran into the room, have to be obligatorily separated in
the syntax. Why doesn’t such arestriction hdd in English?

(51) “Not al languages can conflate (118) <i.e.,, [BECOME (x, [LOC (y)]), BY [RUN
()]]: IM> into a single verb name, of course. For those such as the Romance
languages the two components have to be separated in the syntax. The @re predication
isthe LCS for a general verb of direded motion such as enter. Thus the redization d
(118 <cf. supra: IM> in Romance will | ook something like She entered the room
runnng’.

Spence & Zarestakya (1998 33)

Before showing the non-trivial role of morphosyntax in (1), it will be useful to
introduce some basic ideas from Tamy’'s (1985, 199) typoogicd work on so-cdled
‘conflation processes'.

According to Talmy's descriptive typology, examples like those in (1) fall on the
lexcalization patern that is typically involved in satellit e-framed languages like English or
German. For example, consider the following complex telic path of motion construction in
(52a). To put it in Talmy’s (1985 terms, (524) invalves conflation d Motion with Manner, or

19 The fact that the structurally-based paraphrase in (49) is not acdually adequate for the so-cdled ‘time-away construction’
shoud na be of concern to syntadicians: Syntax has nothing to say concerning its (non-structurally based) idiomatic
meaning: e.g., ‘wasting time doing something’.
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aternatively, in Tamy’'s (1991 terms, (524) involves conflation d acentiveMOVE with
suprorTINGIEVENT]. By contrast, the crrespondng courterpart of (52a) in a Romance
language like Catalan typically involves a different lexicdization pettern (i.e., conflation o
Motionwith Path, the Manner comporent being expressed as an adjunct).

(520 a Theboy danced into the room. Corflation d Motion+ Manner
b. Cat. El no entra al’habitacio ball ant. Conflation d Motion + Path
The boy went-into loc.prep the room dancing

In Germanic languages entences like that in (524) (or thosein (1)) can be argued to be
paossble because of the following fact: the telic P(ath) is not conflated into the verb (hence
their satellit e-framed nature), this verb being then allowed to be @nflated with the so-cdled
{‘Manner constituent’/ SUPFORTING[EVENT] }

Quite interestingly, Hale & Keyser’'s theory reviewed in section 3alows us to express
this fad in the following morphaosyntactic terms: the ésence of lexicd saturation d the main
verb (e.g., cf. V in (534)) by the hirelational element P alows this phondogicdly null
unacasative verb to incorporate asubadinate verb from an independent structure (e.g., the
unergative one in (53b)), this incorporatiorn/conflation process being carried ou via a
generalized transformation (cf. supra). The result of this syntadic operation is depicted in
(54).

53 a /\/\ b. /\

P
boy ’\
P N
into room
Vv
\’/\ P
N P
tDy [\

P N
dance into room

(54)
—
/\
V N

As abowe, the semantic intepretation to be asciated to the mmplex syntadic argument
structure in (54) can be depicted asin (55):

(55 [[[DO-dancg-GQ] [boy into room]] (i.e., ‘the boy went into the room dancing’) .



By contrast, in Romance languages ntences like that in (528) can be agued to be
impossble becaise of the following fad: the P(ath) is often conflated into the verb (hence
their verb-framed nature), this verb being then prevented from being conflated with the so-
cdled {* Manner constituent’/ suprorTiIng| EVENT] }. TO put it in the present morphosyntadic
terms, the lexicd saturation d V in (52a) by the relationa diredional element P prevents this
unacaisative verb from incorporating a subardinate verb from an independent structure (e.g.,
the unergative onein (52b)).

For example, consider the foll owing Catalan Path verbsin (56):

(56) sortir ‘togo ou’, entrar ‘togoin’, pujar ‘to go up, baixar ‘to go dovn’. (Catalan)

From a synchronic perspedive, the conflation invalved in the verbs in (56) can be
regarded as a dear example of ‘f ossli zed incorporation': roughly spe&ing, what corresponds
to the motion verb and what to the telic Path relation canna be distinguished any longer (cf.
Mateu & Rigau (in presg for more discusson).

By contrast, acording to Tamy (1997, ‘satellite’ status must be dtributed to
Germanic preverbs like those invalved in complex denominal verbs auch as those in (57). As
pointed ou by Mateu (2001c), the syntadic analysis presented abowve for ‘syntadic objeds
like that in (52a) or those in (1)) can also be agued to hdd for ‘morphdogicd objects’ like
thase in (57). If such amove is corred, we are dlowed to take this as evidence in favor of
Hoekstra's (1988, 1992 or Marantz's (1997) criticisms of current Lexicdist approaces (see

(59)).

57 a Er ver-gartner-te sein gesamtes Vermogen. (German)
he VERaway)-gardener-ed his whoe  fortune
‘In gardening, e used upall hisfortune’
b. Sieer-schreiner-te  sich cen Ehrenpreis der Handwerkskammer.
she ER-carpenter-ed herself,,. the prize of the trade corporation
‘She gat the prizeof the trade corporation by deng carpentry.’

Exs. from Stiebels (1998 285-286)

58 a “(...) the oommon dstinction ketween lexicd word making and nonlexicd
sentence making is questionable & best”.
Hoekstra (1988 139

b. “(...) there is no reason nd to buld words in the syntax via ‘merger’ (smple
binary combination) as long as there are no specia principles of composition that
separate the combining of words into phrases from the cmbining of morphemes into
words’.

Marantz (1997 205)

For example, let us analyze the German example in (57a). The complex denominal
verb ver-gartner-te can be agued to involve two dfferent syntadic argument structures, the
main ore being transitive (cf. (59a)), whil e the subordinate one being unergative (cf. (59b)).
Crucidly, the non-conflating (i.e., satellit €) nature of the Path relation ver- in (59a) alows an
independent lexicd-syntadic verbal objed (e.g., cf. the unergative argument structure in
(59b)) to be conflated into the phondogicdly null main verb (i.e., the V in (59a)), the former
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providing the latter with phondogical content (cf. (60)).%° By contrast, Romance languages,
which typicaly ladk complex denomina verbs like thase in (57), are verb-framed: the Path
relation is conflated into the verb, this incorporation being fosglized (see (56)). This
fosgli zed incorporation prevents a manner comporent (in ou terms, an unergative agument
structure) from being conflated into the main verb.

59 a Vv b.
V P
(2] T~ [D] gartner

(60) \%
\’/\ i
/‘ N/‘p

V V
\ N P X
gartner ver-

Furthermore, an additional step in the derivation d (60) appears to be involved: the
affixal nature of the Path relation ver- forces it to be aljoined to the superior complex verbal
head. By contrast, such an additional step is typically missng in English, as shown in (61a),
even though some complex verbs smilar to those in (57) can aso be foundin English: cf. the
out-prefixation examplesin (61b).

(6) a He gambled all hisfortune away.
b. | outplayed/outswam him.

Notice moreover that the lexicdization pettern acourting for the German examplesin
(57) is the same one halding for English complex denominal verbs like nail down or brick
ove. This sams then the alequate place to refute Stiebels's (1998 298 words quated in
(62).

2 Diredional or resultative preverbs (prefixes/particles) and PRs involving a ‘terminal coincidence relation’ can
be agued to be asgned the same agument structure (both contain a birelational element), the difference being
that the former involve the mnflation of a non-relational element X (i.e., an abstrad Ground) into a direcional
relational element P (i.e., the ‘Path’). N in (59a) isto beinterpreted as ‘Figure/Theme'.

22



(62 “(..) as with complex denominal verbs in German, Hae & Keyser might have
problems to acount for complex denominal verbs in English (e.g., nail down, krick
over the entrance, pencil out the entry, brush ou the room) for which the role of the
preverb shoud be darified”.

Stiebels (1998 299

As above, my rebuttal will be grounded on the descriptive basis of Tamy’s (1985,
1991 typdogicd work on conflation processes, which is not taken into accourt by Stiebels
(1998. My lexicd syntadic analysis of complex denominal verbs in English runs as foll ows.
For example, consider the complex denominal verb to nail down, which can be regarded as
the result of conflating two dfferent syntadic argument structures, those in (63). (63a) is a
transitive one, which contains a phondogicdly null verb subcategorizing for a PP as
complement: Its head, the particle down, is to be taken as the result of conflating a non
relational element X (i.e.,, an abstrad Ground into the prepositional head expressng a
terminal coincidence relation®! Its gedfier is to be interpreted as Figure/Theme. On the
other hand, (63b) is a denomina verb, which is formed by conflating the nomina root nail -
into another phondogically null verb expressng an activity (i.e., the adivity of naili ng).

63 a \Y b. /K
/\

don

As dresd by Hale & Keyser (1998, phonaogicaly null properties associated to
heads must be saturated at PF. As it stands, the syntadic argument structure in (63a) would
then crash at PF. The Path relation (e.g., down) has non-conflating (i.e, satellite) status in
English, this being unable to saturate the enpty phondogicd properties of the verba hea in
(63a). An ogtion kecomes then avail able: namely, to resort to an independent lexicd syntadic
objed (e.g., that in (63b)) in order to saturate the anpty phondogica properties of the verb in
(63a). The phondogicaly null properties of the verb in (63a) alow an independent lexicd
syntadic objed with full phondogical content (that expressed by naili ng) to be conflated into
it. The same generali zed transformation operation we made use of above can also be agued to
be resorted to when accourting for complex denomina verbs in English. The resulting
complex lexicd syntadic structureis depicted in (64):

%1 SeeSvenonius (1996 and Hale & Keyser (2000 for more discussion on the agument structure of particles.
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(64)
\%
\’/\p

/‘ N/‘P

V N P X
nail down

To conclude, a syntactic approach to resultative-like anstructions like that pursued
hereisto be regarded as a particular way of attempting to provide aprincipled explanation d
how to ded with the linguistic variation that is determined by morphaosyntadic properties that
do nd affect functional categories, but lexicd caegories:?? Crucially, | havetried to show that
there is a unified morphosyntactic explanation d why verb-framed languages like Romance
do nd have “syntadic objeds’ like those in (1) nor “morphdogica objeds’ like those in
(57). Quite interestingly, ndicethat this can be taken as evidence for Hoekstra's or Marantz's
clamsquaedin (58).

Finally, some remarks concerning the crosdinguistic variation involved in (1) are in
order:

8. Concluding remarks

) My approach can be regarded to be in tune with those syntadicdly-based aspecual
approadies to resultative-like anstructions like those in (1): e.g., Hoekstra (1988, 1992,
Borer (1994, or Ritter & Rosen (1998, among others. However, my work crucially parts
ways with them in a nontrivia point: they negled the so-called ‘resultativity/directiondity
parameter’ involved in the datain (1). Moreover, they omit the @nflation processinvolved in
their formation. As a result, they do nd explain the adosdinguistic variation involved in
Tamy’'s (199]) typdogica distinction. For example, let us take Borer's (1994) pioneering
analysis into acoourt: As it stands, it is not clea what prevents Romance languages from
having John walked into the cave. Why is it the cae that in Romance, John canna be
generated as the specifier of the functional category ASpPevent-measurer? IN ather words, why does
the unacwsativization process involved in that sentence @pear to be impossble in
Romance?? As shown above, my solution to such a puzzle has been argued to have nathing
to dowith aspedual properties associated to functional categories, but with morphosyntadic
properties asociated to lexicd categories.

(1) On the other hand, let me emphasize that my intention was nat to provide acomplete
picture of the adosdinguistic variation involved in resultative-like constructions like those in
(1. I have mncentrated myself on dealing with what | take to be some of the most relevant

22 See Snyder (1995 2001) or Mateu & Rigau (1999 in pres§ for more discussion on the daim that
parametrized variation cannot be said to be limited to infledional systems.

43 Some exceptions can be found: e.g., in Italian unergative verbs like correre (‘to run’), volare (‘to fly’) and a
few others can enter into the unacaisative cnstruction when a telic diredional PP is present. My provisiona
proposal runs as follows: exceptional cases like It. correre must be lexicdly listed as bath urergative and
unaccusative, while It. cammninare (‘to walk’) or Engl. to runand to walk are only lexicdly listed as unergative.
The unacasativization of manner of motion verbs and sound verbs in English is to be regarded as a regular
process(seelLevin & Rappaport Hovav (1995, among others). But seethe relevant discussion on (9) above.
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differences between satellit e-framed languages like English and verb-framed languages like
Romance | leave it for anather research agenda to work out the interrelations between the
present Hale & Keyserian syntadic gpproach and works adopting a wider crosdinguistic
perspedive (e.g., cf. Kim & Maling (1997).
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The Syntax of Small Clause Predication
Abstract

In this paper | put forward and justify a syntactic configuration that | cadl Complex Small
Clause-structure. | show that this single syntactic structure can explain bah the semantic value
and the syntactic behavior of a range of constructions that up to nowv have been explored
separately and, hence, proposed divergent analyses among them.

1 TheComplex Small Clause-structure

The syntadic configuration that | want to propcse and defend in this article is depicted in (1). This
isthe syntadic configuration d what | cdl a ComplexSmall Clause (CSCl).

1)

Y Px [CSCI] = EXTERNAL PREDICATION

Y XP = INTERNAL

/‘ PREDICATION

{PRG; / proi}

From the bottom up, we can see here that a lexcal head X selects an external argument
(aternatively, a congtituent of lexicd material seleds an external argument if X appeas with
complements). This external argument is base-generated in the spedfier of the projedion headed by
this lexicd element, that is, in Spec XP. As usua in a syntadic configuration like this, these two
comporents end up establishing a subjed-predicate relationship, which will have to be licensed
within a functional domain. Typicdly, the members and the content of each member of this
functional domain will be determined by the lexicd heal X, in the sense that each functional
projedion d this domain will have to be asciated with the lexicd heal o the predicate (X) (see
Grimshaw 1991,Riemsdijk 1998.

In the structurein (1), | only represent the highest extended projedion associated with X, which
| cdl YP. The subscript X onthe Y P-projedion indicaes the aciation d this functional category



with the lexicd head X. The dots between XP and Y P, onthe other hand, mean that other functiona
projedions may also appear between these two projections, bu, of course, only if required by the
lexicd head X.

Now, going bad to the external argument of the lexicd head X, we can see in (1) that this
argument has to be null in a CSCI, that is, it must be ather a PRO or a pro. The former will show
up if this argument canna chedk Case within the functional domain of X, namely somewhere
between the X P-projedion and the head Y, or, alternatively, it can oy chedk off null Case.* The
latter will appeda if it can chedk off nominative Case within the functional domain of X.

Asyou may have drealy naticed, upto this paint nothing spedal has been said in the structure
in (1), since the syntactic configuration as described so far adually embodes the syntadic
configuration d an ordinary predicative domain.

The speaal thing in the structure in (1), howvever, arises when we @nsider the highest extended
projedion d X, that is, the YP-projection. As it can be observed here, the unusual thing is that a
DP-argument appeas base-generated in its edfier, i.e., Spec YP. Asindicaed by the subscript,
we dso ndicethat this DP will have to corefer with the grammatical subjed downstairs, which is
the null subjed PRO/ pro.

Now what this syntactic configuration tells us is that, if this arrangement of lexicd and
functional categories can be instantiated by some cnstruction in some language, then language in
general must permit the posshility for a single extended projection - YP in (1) - to contain two
predicative relationships. In (1), on the one hand, we have the predicdive relationship that is
established by the null subjed PRO / pro in Speg XP and the X -constituent. | cdl this sibjed-
predicae relationship the internal predication of the CSCI. As we will seg thisinternal predicaion
can comein two varieties: either asaverbal clause (section 2 or asa Small Clause (sedion 3.

On the other hand, we dso have the predicative relationship that is st up by the DP in Speg
YP and the Y -constituent. | cdl this predicative relationship the external predication of the CSCI.
Now the nature of this external predication will determine the status, and hence the behavior, of the
whaoe anstruction in (1). At this point, we dready know that Y must be the highest extended
projedion d thelexicd head X. This meansthat Y canna be itself alexicd head, bu a functional
element (or semilexicd, grammatical... head (see Corver and Riemsdijk 2001,Rafel 2001). On the
other hand, we know that the head of afull clause can orly be verbal. Therefore, if the cnstruction
in (1) is headed by Y, which is nat a verb, then we can arealy anticipate that the whole
constructionin (1) will behave like aSmall Clause.? Hencethe name mmplex Small Clause.

Differently from ordinary SCls, though, here the predicate of this “Small Clause” contains a
full-fledged predicaion. In other words, its predicae is much more cmplex than that of a regular
SCl.* Hence the term Complexsmall clause.

What | want to do in the remainder of this article is to discuss the properties of several
constructions in order to demonstrate that the syntadic configuration described by the CSCI-
structure in (1) redly exists. And, importantly, it redly exists as a general structure. That is, this
configuration is proven to encode the semantic and syntactic properties of various constructions in
different languages. This means that language must indeed admit the paosshility for a single
extended projedion to contain two predicative relationships, an ideathat, | think, would be worth
taking into account when we intend to explain the semantic or syntadic properties of constructions
that behave like SCls.

The nstructions that | dea with here are divided in two types. Type 1 represents
constructions that express an event in progress in Romance and Germanic languages. These

! This apparent “optional choice” simply responds to the more general controversy surrounding the type of Case that
PRO cheds, if any.

2 For the mncept of Small Clause, see Stowell 1981, 1983, and for some discusson with regard to this notion, see
Cardinaletti and Guasti 1995

3 Recdl that the predicate of aregular SCl is X, where X isalexicd caegory (N, A, P). As| point out in sedion 4.2
below, there canot be “regular” SCls where X is V. | clam that the so-cdled Verbal Small Clauses are adually
Complex Small Clauses, where X isV and the (C)SCl-subjed is base-generated in the spedfier of the highest extended
projedion asociated with that V.



constructions are discussed in sedion 2. Type 2, onthe other hand, are complex constructions the
predicae of which is nomina or adjectival. | explore constructions containing the words regard-as
and takefor. But within this type | aso include resultative constructions in Chinese, athough |
clam that the analysis for the Chinese resultative cnstructions can also be extended to the
resultative constructions in English. This is the topic of sedion 3.Finaly, in sedion 4,1 point out
some general conclusions bath for the general Theory of Grammar and for the SCI-Theory that can
be drawn from the CSClI-structure presented in this article.

2 Complex Small Clauses Type 1: The Progressve

The onstructions that are discussed in this dion have two propertiesin common at least. The first
oreisthat they all respondto the CSCl-structure presented in (1) above. And the seamnd e is that
they all expressan event in progress In section 2.1,1 focus on the so-cdled Pseudo-Relative in
Romance In section 2.2,1 consider the so-called Prepositional Infinitival Construction, which is
foundin European Portuguese, in some Italian and English daeds, and in Midde English. But, as
we will see the nominal version d this construction is aso foundin languages like German and
Dutch.

2.1 The Pseudo-Relative

The so-cdled Pseudo-Relative (PR) is a @mnstruction that is used in the majority of the Romance
languages to express an event in progress An example is provided in (2) for Spanish, (2a), and
French, (2b).*

(2 a He visoa [prJuan que orria ]
b. Ja wu [rJean qu courait.]
| have seento-acc  John that ran.he-\mpere
*I saw Johnrunning.”

Before going on, let me just remark that this construction is not a relative dause. There ae
some aguments that conclusively show that thisis ©. Here ae some of them:

(i) Inthe PR, the that-constituent does not modify the DP, but it rather expresses a situationin
which that DP is a participant. This is what allows the whole @nstruction to express an event in
progress

(i) The DP can be a proper name in the PR, and, importantly, there is no lre& in the
intonation between the DP and the that-constituent, at least necessarily.

(iii)Differently from arelative dause, the DP can orly be interpreted as (or asociated with, see
shortly below) the subjed of the enbedded finite verb.

(iv) The tense of the that-constituent must match the tense of the matrix clause only in the PR.

(v) And orly in the PR the DP can be extraded leaving the that-constituent behind.

Now, from a semantic point of view, the PR can orly expressan event in progress In ather
words, this construction canna dencte apropasition despite being a CP-constituent. As expeded,
then, the only type of verbs that will be ale to appear in this dructure ae verbs that are related to
events. If this condtion is not satisfied, the sentence becomes ungammaticd. This is what the
examplein (3a) shows us.”

“ Constructions like | saw [ Johnrunning ] are ungrammatica in some Romance languages like, for instance, French
and Italian.

® In this sdion | use Spanish data, but crucially the same dfeds do also hold for the other Romance languages that
possessthis construction.



3 a *Vi a [ Juan gque sabia francés] PR - *propgsition
saw.l to-acc Juan that knew.he French
b. Vi [que Juan sabia  francés] CP - propasition
saw.l that Juan krew.he French
*| saw that Juan could speak French.”

Noticethat here the verb used is saber (‘to know”), namely a verb typicaly linked to propasiti onal
expressons. The example in (3b), onthe other hand, indicaes that the verb saber (‘to know") can
appea in an adinary CP-structure, since the inherent semantic properties of this verb are not in
conflict with the propasitional status of a CP.

There ae dso some interesting syntadic fads that define the PR. To begin with, it isimportant
to remark that this constructionis interpreted as a single constituent, at least in ore possble reading.
Therefore, apronounlikelo ('it") can resume the whole mnstruction, asill ustrated in (4).°

4 He vistoa [ Maria que @rria] Yotambién lo he visto.
have.l seento-acc Maria that ranshe | aso it have.l seen
“| saw Mariarunning. | saw it too.”

Note, incidentally, that this passhility clearly indicates that we ae nat deding with a complex DP
headed by the N Maria in (4), but rather with a “thing.” Andthis“thing’ here is an event.

As far as the assgnment / checking of theta-roles and Cases is concerned, we must assume,
firgt, that the constituent headed by the V asdsgns an externa theta-role to an argument base-
generated in its Speg namely, in Spec VP. Thistheta-role will be that of AGENT if theV isto run,
asin (4). The Case that this argument will chedk off will be the nominative that is provided by the
finite IP. Now, at this point, we can follow two passble ways:

Hyp. 1] The first one is to suppcse that the argument that is base-generated in Spec VP is the
lexicd DP (Juan). In this hypaothesis, then, this is the dement that will check off the nominative
Case that is provided by the finite IP.

Hyp. 2 The second approach consists in saying that the agument that is base-generated in
Spec VPisnul, andthat thisisthe dement that will ched off the nominative Case that is provided
by the finite IP. Since this null argument cheds nominative Case, then it has to be apro. Notice
that, in this hypaothesis, the licensing of pro in the PR does nat differ from the licensing of the pro
that appeasin an ardinary clause, like the onein (5).

() pro corria.
ran.(s)he-imperr
“(Shewasrunning.”

Now, if we alopt this ssond hypothesis, then we must address the question concerning the
position in which the lexicd DP (Juan) is base-generated in the PR. The daim is that this lexicd
argument is base-generated in Spec CP. This ideais consistent with the fact that this argument
shows up preceding the C that, which is the highest extended projection d the lexicd head, namely
the verb, and the fact that the whole @nstruction can be replaced by the pronounlo “it" (see (4)).
Noticethat this latter fact prevent us from saying that the DP is base-generated in a higher position.
Were this the cae, then the whole @nstruction would be expeded to behave like acomplex DP-
structure, contrary to what we have.

The next question that arises from this ®ond hypothesis is how this DP is licensed
semanticdly and structurally. The answer is that it must be semanticdly licensed by predicaion. If

® As expeded, al the traditional constituency tests can be dso successfully applied to this construction. So, for
example, the PR can be defted, pseudoclefted, the answer to a question, etc.

4



predicaion necessarily involves the assgnment of atheta-role, then we shoud assume that this DP
gets a theta-role from the C"-constituent, since this C"-constituent is predicaed o this DP. On the
other hand, the sentence in (6) shows us that this DP is gructurally licensed by cheding off the
acwsative Case that is provided by the matrix verb.

(6) {Lo / La} he visto [ que (pro) corria. ]
him /her havel seen that ran.(s)he-\mperr
| saw {him / her} runnng.

Now this fad is crucia since it immediately alows us to rule out the first hypothesis presented
abowe. Thisis o since according to that approad, the lexicd DP (Juan) would end upchedking off
two structural Cases in the PR. The nominative assgned by the embedded finite IP, and the
acasative assgned by the matrix verb (see (6)). Of course, this goes against the general ideathat an
argument is frozen in place when it checks dructural Case (Chomsky 1995. So, at this paint, we
are just left with ore hypothesis, the second ore.

Anather interesting fad abou the PR is that the lexica subjed must necessarily corefer with
the null subjed pro. In the example in (7), for instance, this condtion is not fulfilled. So, as
expeded, the sentenceisruled ou.

7) *He vistoa [ Maria; que prog corrian. |
have.l seen to-acc Maria that ran.they

The observations provided so far are just part of a battery of arguments that lead us to analyze
the PR theway it is shown in (8).’

(8) PR=[cpcsay Juani [c que [ip [ve  pro [v- corria 1] 1]
Juan that ran.he-imperr
(1) CSCl = [pr DP, [Yx' Yx ...... [xp {PRC), / proi} [x’ X ... ]] ]]

Now natice that this gructure reproduces the syntadic configuration that is put forward by the
CSCl-model presented in sedion 1 above. The CSCI-model is reproduced here again so we may
compare the genera structure, (1), with a spedfic redization d this model, (8).2

2.2 ThePrepositional Infinitival Construction

Interestingly enough, European Portuguese does not accept the PR despite being a Romance
language. Instead, it uses the so-caled Prepositional Infinitival Construction (PIC) to express an
event in progress As we can seein (9), the PIC is formed by alexicd DP, the P a (‘at”), and an
infinitive, which can show upinflected, asin (9a), or as abare infinitive, asin (9b).

9) a Eu M [pc 0S meninos a orrerem)]

" There ae two important things that must be pointed out here. The first one is that the PR can be an argument or an
adjunct. In the former case, the PR is sleded by alexicd heal. The analysis, then, would be & $own in (8). In the
latter, it just functions like adepictive SCI. This means that Spec, CP would be occupied by a PRO which would be
controlled by a DP argument. These two versions are dso found in the Prepositional Infinitival Construction (sedion
2.2) and in the progressve —ing Construction (sedion 2.3).

The second thing is that the lexicd DP in Spec CPin (8) must corefer with the grammatical subjead of the internal
predication, independently of the semantic properties of this grammatical subjed. That is, the grammaticd subjed can
turn out to be anonanimate entity or an internal argument. This latter possbility is what we find when the verb in the
PR is unacaisative or passvized. Again, these phenomena dso apply to the Prepositional Infinitival Construction and to
the progressve —ing Construction.

8 For more detail s on the analysis in (8) and the analyses that are presented in the remainder of this article, see Rafel
2000b.



b. Eu M [pc 0S menincs a rrer. ]
| saw the dhildren at FUNkNF-(3P, PL)
°| saw the children running.”

The sentences in (10), onthe other hand, tell us that the same structure is aso productive in
some Italian and English daleds, and was productive in Midde English.

(100 a [L]ho vsto[ a arre. ] [Falconaradiaed, Italy]
him have.l seen at run-ne
“| saw him running.”
b. [He]sbeen[ahurtingadea.] [Modern Appaadian English, U.SA.]°
c. [He]was|[{on > g laughing. ] [Midde English]

Not surprisingly, the PIC behaves smantically and syntadicdly just like the PR. From a
semantic viewpoint, then, this construction canna expressa propasition, bu only an event. So the
argument that was used abowve to show this very same thing for the PR can be reproduced here again
thistime using the PIC. Consider the following contrast:

(1) a *Eu v [ o Jodo a saber francés.] PIC - *propasition  (cf. (3))
|  saw.] theJodo at know-ne French
b. EuV [que o Jodo sabia francés) CP - propasition

| saw. that the Jodo krew.he French
*| saw that Jodo could speak French.”

As expeded, the verb saber (‘to knav”) canna appear in the PIC, (11a), but it can show upin a
regular CP-structure, (11b). This indicaes that the PIC is a syntadic construction that can ory
denote an event and, lecause of that, it canna contain verbs that are not inherently linked to that
ontologicd category.

As far as its syntadic properties are concerned, we must say first that the PIC can aso be
interpreted as a single @nstituent in ore reading. So it can be resumed by the ditic it or be
pseudaclefted. This latter possbility isill ustrated in (12).

12 O qe a v fo [ 0s meninos a @rrer(em). ] (cf. (4)
what that | saw was.it the dnildren at runne-p, py
"What | saw was the dildren running.”

As usual, we must also suppcse here that the specifier of the phrase projected by the infinitive,
that is, Spec VP, haosts the agument that will be assgned the theta role of AGENT by the
constituent headed by the V to run. But, once again, the nature of this argument leads us to consider
two passble waysto proceed.

Hyp. 1] In the first hypothesis, we would say that the agument that is base-generated in Spec,
VP isthelexicd DP (os meninos). From this viewpoint, this argument would be the one that chedks
off the nominative Case that is provided by the IP only when the infinitive shows up infleded. If the
infinitive is bare, then this lexicd DP would neal to move up into the matrix clause to chedk off
acaisative Case.

Hyp. 2 The secmnd approach consists in saying that the agument that is base-generated in
Spec VP isnul. Thisnull argument would be apro if it can ched off nominative Case. This would

° It isinteresting to notice that the DP the dee is not precaded by the P of, which indicaes that hurtingisaV and, asa
such, it assigns accusative Case.



occur when the infinitive gpears inflected. If the infinitive is bare, then the null subjea would be a
PRO, and presumably would check off asort of null Case.'°

Of course, this oond hypothesis needs to tell us where the lexicd DP (os meninos) is base-
generated in the construction. The answer would be that this DP is base-generated in Spec PP,
Again, thiswould be so becaise of the fad that this argument appears preceding the P a ("at”) and
the whole mnstruction is not interpreted as a @wmplex DP, bu as a dause.*! This latter asped
prevent us from asauming that this DP is base-generated in a higher position.

So, acording to this oond hypathesis, the lexicd DP is base-generated in the spedfier of the
highest extended projection d the lexicd head of the construction, ramely the verb. Notice that the
Pa (a) isthe aspedua element that provides the PIC with its progressve interpretation. This
means that this element is a functional head that operates on the infinitive. Now the ideathat it is
the highest head o the verbal functional domain is grongly suppated by the German and Dutch
data presented shortly below.

The sentence in (13), onthe other hand, shows us that the accusative Case that is provided by
the matrix verb is chedked off by the lexicd subjed contained within the PIC.

(13) Eu v- [os a orrer(em).] (cf. (6))
| saw them at Fun-iNF-(3p, PL)
“I saw them running.”

Interestingly, it shows us that this occurs independently of the agreament properties of the
embedded verb. In ather words, the lexicd DP checks off acwsative Case even when the embedded
IP can provide nominative Case. Again this leads us to adopt the second hypothesis pointed ou
above & the right one. Otherwise we would be daiming that an argument can check off two
structural Cases.

Exadly like in the PR, the lexicd subjed has to corefer necessarily with the null grammetical
subjed downstairs. Thus, the sentencein (14) isout just because this condtionis not satisfied.

(149 *Eu v [0 Joaq a {PRO/ prog} correr(em).] (cf. (7))
| saw theJodo at run-iNF-(3p, PL)

Based partly on the analysis that Raposo 1989 popaoses for these constructions, partly on the
properties that we have seen here, we can say that the syntadic analysis of the PIC is as shown in

(19).

(15 PIC= [ppcscy 0s meninos [ a [cp [c ik [ve Pro [v- correrem]]]11]1]
PIC= [ppccscy Os meninos [ @ [cp [c ik [ve PRO  [v correr 11111

the dildren at FUrnkiNF (3P, PL)

(1) CSCI = [vpx DP, [vx Yx oo [xp{PRO; /proi} [x X ... 1]

As you may have dready naticed, the syntadic organization d this construction, (15), also
faithfully matches the more general syntadic configurationthat | have call ed CSCl-structure, (1).

Before moving on to the English data, let us very briefly consider the German and Dutch
examples that we havein (16).

(160 a [Jan] war[am Schreiben einesBriefes. | (German)
Jan was at.the write acen letter-cen
“Jan was writing aletter.”

10 seefoatnote 1.
M For example, it can be resumed by the diti c it, as pointed out above, and it triggers a third person, singular agreement
on the matrix verb when the whole construction occupies the subjed position in the sentence
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b. [Jan] was[ e lrief aan het schrijven.] (Dutch)
Jan was a letter at the write
“Jan was writing aletter.”

The dements that make up these mnstructions are just like the dements that make up the PIC. And,
just like the PIC, these structures do also expressan event in progress as we can see through the
trangations into English. Now the only relevant difference between the constructions in (16) and
the PIC isfoundin the fact that here the aspedual P at is not part of the extended projection d aV,
but part of the extended projection d a nominalized V. Since this ans to be the only significant
difference between these @nstructions and the PIC, it seans plausible, a least in principle, to
anayze the mnstructions in (16) as indicated in (17). (Nom.” means "nominalized version d the
PIC")

(17 Nom.=[pp Jan; [p an [pp dem [yp PRO; Schreiben einesBriefes ]| ]]
Jan at he write acen letter-gen
(1) CSCl = [pr DP, [Yx' Yx .. [xp {PRC)| / proi} [x’ X .. ]] ]]

Noticethat these constructions clearly show, onthe one hand, that the lexicd DP is base-generated
in the spedfier of the projection headed by the apectual marker an "at”, namely Spec PP. And, on
the other hand, that this aspectual element is the highest head associated with the lexicd noun,since
it precales a DP-projection with an overt D (dem).'? This is grong evidence in favor of the idea
that, in the verbal version d this construction, ramely in the PIC, the lexicd DP is also base-
generated in this position, that is, in Speg PP, and that the P a "a” is aso the highest head
asciated with the lexicd head of the cnstruction, ramely the verb (see(15)). Now the difference
liesin that in the PIC the P a at” precales a CP, the head of which isnull .*®

2.3 The—-ing Construction

An obvous question that arises at this paint is whether a similar syntadic configuration like the one
propased here for the PR and the PIC can also be gplied to the progressve wnstruction in Modern
English, in which a suffix —ing appeas attached onthe verbal head (-ing Construction). An example
isprovided in (18) for Spanish, which also admitsit, and Engli sh.

(189 a He visoa [.ngcJuan corrienda ]
havel seento-acc  Juan running
*| saw Juan running.”
b. Isaw [Lingc Johnrunnng.]

| can drealy anticipate that the answer is affirmative, that is, that this construction perfectly
acommodates to the CSCl-model put forward here. But before presenting the analysis, let me first
remark some properties that show that this construction behaves just like the PR and the PIC.

The first important thing for our purposes here is that this construction dees not denote a
propasition. So, as we have dready seen before for the PR and the PIC, a verb that does not express

12 As David Adger points out to me, the nominal version of the PIC isalso used in Irish, as shownin (i).
(i) Chunnaicmi lain ra ruith.

saw I John in-acr (his) running

*| saw Johnrunning.”
The interesting thing about Irish liesin that the P na“in” appeasinfleded. Thisindicates that there is a pro between this
P and the nominalized verb. That an infleded P is followed by an argumental pro in Irish has been independently
demonstrated in McCloskey and Hale 1984
13 The (phonologicd) nul properties of the C must be atributed to the infinitival form of the verb. That is, in
Portuguese, as in many other Romance languages, an infinitive is always linked to a null C. So, in this snse, the PIC
does not stand as an exception at all.



an event will not be dlowed to appear in this construction. Thisis the cae of the verb to know. This
fad isill ustrated by the dready familiar contrast in (19) (cf. (3) and (12)).

(190 a *I saw [ Johnknowingthe answer. | -ingC - *propgsition
b. | saw [ that Johnknew the answer. ] CP - % propasition

In this $nse, the -ing Construction dffers from ancther construction in English in which the verb
also appears bearing the suffix —ing. This construction, which can be combined with verbs like to
hate and to remember, is apparently an ordinary CP and, as expeded, denotes a propasition. A pair
of examples are provided in (20).

(200 a |hate[ {everybody/PRO} telling him what he hasto do] = propasition
b. | remember [ PRO havingreal al these books. ] = propasition

Some relevant differences between this construction and the progressve -ing Construction are
the foll owing:

(i) The embedded structuresin (20) do nd expressan event in progress but a propaosition.
(if) The subjed of the enbedded constructions in (20) can be anull PRO. This posshility is not
avail able in the progressve -ing Construction. Compare (20) with (21).

(2) a |saw [.ingc {John/*PRO} watching the stars.] = event
b. I saw [Lingc {myself / *PRO} watching the stars. | = event

(iii)Even thowgh Spanish has the progressve —ing Construction, (22a), it does not possessthe
propasitional constructionwith —ing, (22b).

(220 a He visoa [.ngcJuan corrienda ] = event
havel seento-acc  Juan running
*| saw Juan running.”

b. *Odioa [todoe mundo dciéndde lo quetiene quehace.] = propcsition
hate.l to-accall theworld telling.him what that has.he that do- N
(intended meaning: "I hate everybody telling him what he hasto da”)

Thus, in the Spanish courterparts of the English sentences in (20) we can only find either a that-
clause (when the subjed of the matrix clause and the subject of the enbedded clause do nd refer to
the same person), (234), or an infinitival complement (when the subject of the main clause and the
subjed of the embedded construction dorefer to the same person), (23b).

(23) a Odio[tha-cdase que todo € mundole digalo qetiene quehacer. ]
hate. that al the world hm tel what that has.he that do- Nk
‘| hate everybody telling him what he hasto da”

b. Odio [inf-dause PRO dedrle lo Qe tiene que hacer. ]
hate. td|-|N|:-him what that has.he that dO-|NF
“| hate telling him what he hasto da”

Thisindicaesthat the progressve —ing Construction and the enbedded structuresin (20) are indeed
different constructions.



Like the PR and the PIC, the progressve -ing Construction can also be interpreted as a single
constituent, at least in ore possble reading. Thus, the whole (embedded) structure in (24) can be
resumed by the diti c it.

(24 | saw [ Johnrunning.] | saw it too. (cf. (4) and (12))

Let us point out now what we know for sure @ou the asgnment of theta-roles and Cases in
this construction. First, we know that, as usual, the verb to runin (25) assgns an external thetarole
(AGENT) to an argument situated in the Specof its projedion, that is, Spec VP. And, secondy, we
know that alexicd DP contained within the progressve -ing Construction chedks off the acasative
Case that is provided by the matrix verb in the examplein (25).

(25 I'saw [ himrun(n)ING.] (cf. (6) and (13))

On the other hand, we dso know for sure that the suffix —ing that appeas on the verb is the
aspedua marker that provides the nstruction with its progressve interpretation, and that this
construction daes not denote a propasition. In aher words, it seems fair to think that this
construction canna be an adinary CP-structure, probably in contrast to the embedded -ing
constructionsin (20).

Now, if we put together all the things that we know for sure @out the -ing Construction,* then
we ae led to analyze this constructionthe way it is depicted in (26).

(260 -ingC= [cpcscy John [c _ing [ [vp PRO [v- run(n)_1] 111
(1) CSCl = [pr DP| [Yx' Yx ..... [xp{PRC)i/prOi} [x' X .. ]] ]]

Now, as you may have dready naticed, the only difference between this construction, onthe one
hand, and the PR and the PIC, onthe other, liesin the morphdogical nature of the CSCl-head. That
is, in this construction the CSCl-heal is the apedual suffix —ing. So, as a suffix, it will have to
appea at the overt Syntax attached ona lexicd element, in this case the verba head. Differently,
the CSCl-hea in the PR and in the PIC, namely que and a, respedively, is an unbounds ement. So
it will be @le to show up at Syntax as an independent morphdogicd head. All in al, this means
that Modern English uses a synthetic version d the progressve nstruction, whereas those
languages that utili ze the PR or the PIC make use of the andytic version d exadly the same
construction.

2.4 Summary
The spedfic instantiations of the CSCl-model that have been presented in this sdion are
reproduced here once againin (27).

The progressiveconstruction - A single syntactic configuration

(27) a [cpcsay Juany Maria [c que [ip pro,  corrian 111 (andytic)
b. [prcscy0Jodoe aMaria [¢ a  [cp [c [P proi  correrem ]]]]] (anaytic)
C. [prcscyoJodoe aMaria [p @  [cp [c [P PRO; correr  ]]]]] (anaytic)
d

[cpcsay JohnandMary; [¢ _ing [ip PRO;  run(n)_ 111 (synthetic)

The main properties that charaderize these structures are the foll owing:

1% The ones mentioned in the text but also the ideathat the verb must be awciated with an IP- and a CP-projedion; the
faa that this construction behaves like a SCl, and just like the PR and the PIC, which do also express an event in
progress or the fad that the lexical subjed can move further up to an A-position:
(i) a Johnwas ®a[csy ti rumning. ]
b. John is [csg t running.]
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(i) The CSCl-predicde (i.e., theinterna predicaion) can be ather verbal (Romance English)
or nominal (German, Dutch, Irish).

(i) The highest extended projedion d X is an aspectua marker: [ Y = Asp]*

(i) The aspectua marker can be an independent head (andytic version [Romance, German,
Dutch, Irish, daleda and Midde English]) or a bound lead (synthetic version [Modern
Engli sh and some Romance languages]).

3 Complex Small Clauses Type 2: regard-as / take-for and Resultative
Constructions

The question that arises at this point is whether the CSCI-model presented in sedion 1can orly
acourt for the progressve wnstruction in various languages or, differently, this syntactic
configuration is more productive than that. Well, the answer is that this gructure is more productive
than that. | clam that it can also be foundin constructions that here | cdl regard-as and take-for
constructions (sedion 3.1, and may also be foundin resultative constructions (sedion 3.2.

3.1 regard-as and take-for constructions
The examples of CSCl that here | cdl the regard-as and take-for constructions are provided in (28).

(28) a |regard[ Johnasmy best friend.]
b. Theytook[ Johnfor afod. ]

Once again, let us first start remarking what we surely know abou these @nstructions. To begin
with, we know that the SCI-predicae my best friend and a fod in (28) must assgn atheta-role to a
subjed, just like it doesin the sentencesin (29).

(29 a John is [soq ti my bestfriend.]
b. John is [sc ti afod.]

On the other hand, we know that the lexica DP Johnin (28) checks off the accusative Case that
is provided by the matrix verb. Thisis shown in (30).

(300 a Iregard himasmy best friend.
b. They took himfor afod.

Now, if we want to make things easy, we can say a this point that the agument that gets the
theta-role from the SCl-predicae in (28) and the agument that chedks Case within the matrix
clausein (30) is exadly the same one, that is, the lexicd DP John Thus, from this perspective, the
DP John would be the thematic subject of the SCl-predicate my best friend or a fod, that is, it
would be base-generated in a pasition foll owing the particle as/ for. Later on, it would move upin
the structure in order to check Case within the matrix clause. Hence this lexicd DP ends up in a
pasition pecading the particle as/ for at the overt Syntax. This line of reasoning has actually led to
many linguists to propcse what we can cdl the “traditional” analysis of these constructions. The
representationis given in (31).%

13 For argumentsin favor of the ideathat the C que “that” behaves like an aspectual marker in the PR, see Rafel 2000s,
b.

18 The particles as / for have been taken as “prepasitional complementizers” (see Starke 1995. Even though | also use
thisterm here, my analysis does not depend at al on the caegorial status of these heads.
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B) a [ecr [c & [xpsay John [ my best friend] ]]]
b. [ce [c for [xp(scy John[ afod ]]]]

Although the analysisin (31) seansto be the smplest one (even the most logicd one), it raises
some important problems that shoud na be ignored for the sake of simplicity. Some of these
problems are the foll owing:*’

(i) Differently from English, in Spanish subjeds do nd have to appear necessarily in Speg IP
at the overt Syntax (or its equivalent in a SCl). So, for example, in SCls the subjed can show up
either following or precaling the SCl-predicae. Thisis srownin (32).

(32 a Tomaon a [ Juan pa tonto. ]
tookthey to-acc Juan for fod
“They took Juan for afodl.”
b. Tomaron[ por tonto aJuan ]

Despite that, the subjed cannat appear in this construction ketween the particle por for” and the
predicate tonto (‘fod”) ever. Thisisill ustrated in (333).

(33 a *Tomaron [ por Juan tonto. ]
tookthey for Juan fool
b. Tomaron a [Juan pa exraordinariamente tonto. |
tookthey to-acc Juan for extraordinarily foadl
“They took Juan for abig jerk.”

The example in (33b), on the other hand, tells us that the ungrammaticdity of (33a) canna be
attributed to some kind d affixation d the particle for onto the predicate foal.

(i) Following the analysisin (31), we must assume that in the passve sentences in (34) the DP
John has moved from the pasition where it is base-generated (an A-pasition), to the Spec of the
projedion headed by the particle as/ for (an A-bar position)*® and, finally, into the subjed pasition
of the matrix clause, where it chedks off nominative Case (again an A-pasition).

(39 a Johnisregaded [ ti [ @ [ t my best friend.]]]
b. John is taken [t [ for [ t afod.]]]

Now the legitimacy of this movement operation is not, by any means, obvious snce we obtain a
mixed [A, A", A] chain and, according to the generative tradition, this combination shoud get us an
ungrammeticd output, in contrast to what we have, (34).

(iii)Anacther questionis why the lexicd DP in (35a) canna be asdgned structural Case by the P
for contrary to what we have in (35h). Furthermore, we may wonder why the D/NP women [3
person, dural] in (36a) has to move to a position preceding the particle as if this D/NP does not
ched off the nominative Case that is provided by the finite IP of the matrix clause [3 person,
singular].

(35 a *Theytook][ for himafodl.]
b. For meto dothat, ...

(36) a [ Women asengineers] still surprises some people.  (from Emonds 1985 276)
b. *[Aswomen engineers] still surprises some people.

Y For more aguments and detail s, seeRafel 2000k 2001.
18 Sincethisis not an agreement pasition nor atheta position in this analysis. Recdl, furthermore, that in this analysis as
and for are considered “prepositional complementizers’.
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(iv) And, finally, in the regard-as case, we happen to have aversion in which the particle as
introduwes afinite dause, as siownin (37b).

(37) a | regard Johnas my best friend.
b. | regard John asif he were my best friend.

In this finite dause we find a subjed that, in this example, must corefer with the lexicd DP that
appeas preceding the particle. Of course, the analysis in (31) does nat tell us anything abou the
obvious relationship between the SCI-version, (37a), and the finite dause-type, (37b).

The paosition we ae & this point is the following. We know that the SCl-predicate my best
friend and a fod must assgn atheta-role to a subjed (see(28)-(29)), and that the lexicd DP chedks
off the accusative Case that is provided by the matrix verb (see (30)).

But we now know that this lexicd DP, first, canna appear between the particle and the
predicae ever, and, secondy, canna move up into the matrix clause withou violating some
theoretica principle.

At this dage, we dso knaw that there ae some nstructions that contain two subjeds, ore
lexicd and ore null, within asingle extended projedion. Now the obvious thing to suppcse & this
point isthat maybe asimilar analysis can also be goplied to these cwnstructions. Were this the case,
we would oltain the structuresin (38).

(38 regard-as = [cp(csay John [c as [opsay  PRO; my best friend 1]
take-for = [cpscy John [¢ for [opscy  PRO; afod 11
(1) CSCl = [pr DP, [Yx' YX [xp {PRC)| / proi} [x’ X .. ]] ]]

Now the surprising thing is that by adopting this analysis we can immediately accourt for the
problems that we encourter by using the traditional analysis. Here ae the explanations:

(i) The lexicd DP (John) canna appear between the particle and the SCl-predicate because
this DP is base-generated in a higher position in the structure, namely Spec, CP. Of course, the
same goes for languages with arelatively freeword order like Spanish (see (33a)). But, as we have
already seen, in Spanish, even though we can find the SCI-subjead either preceding or foll owing the
SCl-predicate (see (32)), and even lexicd material between the particle por “for” and the predicae
tonto “fod” (see (33h)), we can never find the lexicd DP between these two elements. This fad
could be dtributed to a prohibition d inserting an argumental DP-subject into the subjed domain
already occupied by ancther argumental subjed, namely PRO, which is, furthermore, coindexed
with, o controlled by, that very same lexicd DP.

(i) In this configuration, the spedfier of the projedion headed by the particle turns out to be an
A-pasition. Thisis © because the lexicad DP is base-generated there. So thislexicd DP will be free
to move further up in the structure to an A-position. Hence the grammaticality of the passve
sentencesin (34), where we end upwith auniform [A, A] chain.

(iii)The lexicd DP canna get Case from the prepasitional C for (see(35a)), as oppacsed to what
we find in structural contexts like that in (35b), becaise in the derivation this lexicd DP never
occupies aposition kelow that particle.

(iv) The only difference between (37a) and (37b) lies in that the cnstituent introduced by the
particle asis a SCI in (37a), the subjed of which is a PRO because it canna chedk structural Case,
whereas it is afinite dause in (37b), where the subject is a pronounthat can check off hominative
Case.

3.2 Resaultative Constructions

Interestingly enough, Huang (1992 propases an anaysis for the resultative cnstructions in
Chinese that reminds us a great ded of the CSCI-structure that we aetesting rere.
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An example of the resultative mnstructionin Chineseisgivenin (39).

(399 John [ba Mary] Kku-[de dén shangxin.]
John  BA-prep Mary  cry-DE-ciitic (zoLD v “obtainy VEry sad
(lit. Johnto Mary cried till very sad.)
“Johncried till Mary got very sad.”

In this sntence we can see that the resultative anstruction in Chinese is formed by two
congtituents, the ones that appear into bradkets. In the first one, we have aDP, Mary, which is
introduced by a particle, presumably a Case marker. In the second ore, onthe other hand, we have a
particle, which derives from the old verb to oltain, plus an adjectival predicae that indicates the
state in which the DP Mary endsupin.

Now, the analysis that Huang propases for this construction is the one depicted in (40).*°

ie 6y

(400  John [npba Mary; | ku- [Resuitaive clause -d€ Pro; hen shangxin.]
John BA-prep Mary cry DE very sad

“Johncried till Mary got very sad.”

According to this analysis, the V (cry) seleds and theta-marks the resultative dause (“ obtain” very
sad). After that, the resultative dause (“ obtain” very sad) plusthe V (cry) select and theta-mark the
lexicd DP (Mary).

So the question at this paint is whether this analysis accommodates or relates, if it doesin any
way, to the general CSCl-structure that we ae using here. Well, the answer is clear cut: It does
relate to the genera CSCl-model since the analysis in (40) is nothing more than a “restructured”
version d the CSCl-configuration. The analysis in (40) previous to the restructuring operation
would looklike (41).

(41) Resultatives = [csg Mary; [ de [ Pro [ verysad ] 1]
(1) CsCl= [vex DR [vx Yx ... [xe {PROi/pro} [x X ... 111

Here we only have to say that the CSCI-head, which is de in (41), incorporates at Syntax onto the
matrix verb (cry). Nothing else neals to be said.

Just like in ather types of CSCl, the lexicd subjea chedks gructural Case (accusative) within
the matrix clause, and it must corefer with the null subjed Pro, which gets the theta-role from the
adjedival predicate. As expeded, if the subjed of the externa predicaion and the subject of the
internal predication do nd corefer, then we obtain an ungrammaticd sentence This is shown in
(42) (from Huang).

(42 *ta ba fan chi-de[ t; [Prox hen bao] ]
he BA-prep rice e&DE very full
(intended reading: "He aerice and got very full.”)

The natural question to ask at this point is whether the same gproadc to the resultative
constructions in Chinese can aso be extended to the resultative dausesin English. | think that, as a
hypathesis, thisis a plausible idea We would orly need to say that in the resultative constructions
in English the head of the CSCl is null. So the structure of the embedded construction in (439)
would be a depicted in (43b).

' Huang uses Pro for pro or PRO due to the ladk of morphologica evidencein Chinese in favor of one or another.
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(43) a John kicked [ thedoa open.]
b. [csaep thedoa; [p O [=+oban;  [apscy PRO;  [a open]] ]]

(1) CSCl = [pr DP| [Yx' YX [xp {PRC), / proi} [x’ X ]] ]]
Asl said, thisis a hypathesis that, | think, would be worth looking into.
3.3 Summary

The analyses of the anstructions that have been considered in this dion are reproduced here once
againin (44).

Non-verbal constructions - A single syntactic configuration

(449 a [cpesay  John; [c as [op(scy PRO; my best friend ]]] (andytic)
b. [CP(CSCI) John; [C’ for [DP(SCI) PRO; afood ]]] (andytlc)
C. [PP(CSCI) the doar; [P’ U [AP(SCI) PRO;  open ]]] ( ??)

The main properties that charaderize these structures are the foll owing:

(i) The CSCl-predicaeisnomina or adjectival.

(i) The highest extended projedion d X is either a moda marker (as / for) or a relational
element (resultatives).

(iii) This marker can be a independent head (andytic version [regard-as and take-for
constructions]) or abound lead (synthetic version [Chinese resultative constructions)).

4 The Complex Small Clause-structure: Some consequences

In this article, | have put forward the structura model of what | have cdled a Complex Small
Clause, and have gplied this model to several constructions in dfferent languages. The (main)
constructions that have been examined and the analysis in terms of a CSCl that has been proposed
for each ore of these constructions appear in (45).

(45)

a [cpescy  Juan; [c QUE [ proi  corria 1]] (andytic)
b. [ppccscy OSmeninos| [ A [cp pro; correrem 111 (andytic)
C. [ppcscy Oosmeninos| [ A [cp PRO; correr 111 (andytic)
d. [cpsay  John; [c _ING [p PRO  run(n)_ 1]] (synthetic)
e. [CP(CSCI) John; [C’ AS [DP(SCI) PRO mybestfrlend ]]] (andytic)
f. [cpesay — John [c FOR [ppscy PRO;  afod 111 (andytic)
0. [prcsay  thedoai| [ O [ap(scy PRO;  open 11 (??)

In this sction, | remark some @nsequences that can be drawn from the discusson presented in this
paper. In sedion 4.1,some mnsequences for the general Theory of Grammar are pointed ou. In
sedion 4.2,1 outline some @nsequences for the SCI-Theory. Of course, these general consequences
must be implemented by the ones drawn by the reader.
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4.1 Some monsequencesfor the General Theory of Grammar

* We have leaned that a structural model, the one put forward by the Complex Small Clause-
structure, explains the semantic and syntactic properties of a set of constructions that up to now
have been analyzed in tremendous different ways.

e The mnstructions examined here have told us once again that every element couns, be it an
independent head or a morpheme. So the simplest element can determine the syntax and semantics
of the @nstruction it appearsin. For example, we have seen that the particle as that shows upin the
regard-as construction is not an “optional” head, that is, the phondogicd redization d the heal of
a PredP-projection, as sustained in Bowers 1993, bl the head of a CSCI. So there is an important
semantic and syntadic difference between the example in (46a), onthe one hand, and the ones in
(46b,c), onthe other.

(46) a | consider [sc Johnmy best friend]
b. 1 consider [csci Johnas my best friend ]
c. | consider [ Johnasif hewere my best friend]

This means that, if there is redly a PredP introduwcing a dause, be it a full clause or a small clause,
its head cannat be @vert or overt optionally.

The —ing Construction, onthe other hand, shows us that the same simple dement can aso be
linked to dfferent semantic and syntadic structures. We have seen that the suffix —ing can be
asciated presumably with aplain CP, (474), or associated with a CSCl-configuration, (47b). In the
former case, the @nstruction has a propasitional value, whereas in the latter context it denotes an
event.

(47) a | hate[cp peopleteling him what he hasto doall thetime.]
b. | saw [csc him runnng]

4.2 Some onsequencesfor the SCI-Theory

e The CSCl-model suggests that predication is the result of a syntactic relationship. We have
seen that a full-fledged predicaive relationship can be itself predicaed of a subjed, although
certain condtions must be met. The most remarkable ones are (just to recall):

(i) The CSCl-subjead must be base-generated in the Spec of the highest extended projedion
associated with the lexicd heal of the cnstruction (X).
(i) The CSCl-subjea must corefer with the grammatical subjed of theinterna predicétion.

This gructural configuration is used to express the idea that an entity (DP) is or becomes
(progressve and resultatives, respectively) a participant in some sort of event (e) [Type 1] or
situation (s) [Type 2]:

(48 a [DP"e] where € IS  [ger PRO V ]
b. [DP"s] where s IS  [sitaion PRO A/N]

e A functional (or semi-lexicd, grammaticd...) element (see Corver and Riemsdijk 2001, Rafel
2007 can be the head of a SCI. This occurs when a subject is base-generated in the spedfier of its
projedion. This means that the ssymmetry between lexicd and functional categories traditionally
asumed by the Small Clause Theory (since Stowell 1981, 1983 does naot exist.

The functional properties of the CSCI-head make us exped this head to “look for a lexicd
host.” It can drealy doit at the overt Syntax. In this case, we can seethat the CSCl-head can look
either “down,” like in the progressve cnstruction in English [-ing run(n)-], or “up,” like in the
resultative constructions in Chinese [ed-de]. But it can also wait and doit after Spell Out. In this
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case, the CSCl-head shows up at the overt Syntax as an independent heal, like in the PR [que
corria], PIC [at work], ‘regard-as’, and "take-for” constructions.

e The so-cdled Verba Small Clauses” may just be tokens of the CSCl-model. From this
viewpoint, in a full clause the subject would be base-generated in Spec, VP, whereas in a Verba
Small Clause the subjed of the cnstruction would be base-generated in the Spec of the highest
extended projedion associated with the verb. This is what occurs in the examples of Verbal Small
Clause that have been considered in this article, namely the PR, the PIC and the progressve -ing
Construction. But it is also expeded to happen in ather examples of Verbal Small Clause, typically
in the so-cdled Bare Infinitive (Bl), (49). ((49a) isin Spanish.)

(49 a He vistoa [g Juancorrer.]
have.l seen to-acc Juan run
*| saw Juan run.”
b. | saw [g; Johnrun.]

Acoording to the paosition adopted here, the Bl would be analyzed as shown in (50). Compare (50)
with the version d the PIC in which the lexicd hea is abare infinitive, (15).

(500 Bl =]cp John [c O [rp [w PRO [v- run ]]]]]
(1) CSCl = [pr DP| [Yx' Yx [xp {PRC), / proi} [x’ X ]] ]]

This is a posghility that, | think, deserves to be explored serioudly, just like the analysis of the
resultative anstructionin terms of a CSCl addressd in sedion 3.2above.
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WHAT SECONDARY PREDICATES IN RUSSIAN TELL US ABOUT

THE LINK BETWEEN TENSE, ASPECT AND CASE’
Kylie Richardson
Harvard University

Abstract

In this paper I show that the different case marking possibilities on predicate
adjectives in depictive secondary predicates in Russian constitute the
uninterpretable counterpart of the interpretable tense and aspect features of the
adjective. Case agreement entails that the predicate adjective is non-eventive,
i.e., it occurs when the event time of the secondary predicate is identical to the
event time of the primary predicate. The instrumental case, however, entails that
the secondary predicate is eventive: some change of state or transition occurred
prior to or during the event time of the primary predicate. I claim that case
agreement occurs in conjoined tense phrases in Russian, while the instrumental
case occurs in adjoined aspectual phrases. In English, secondary predication is
sensitive both to the structural location of its antecedent and to the event
structure of the primary predicate. 1 suggest that depictives with subject
antecedents in English are true adjunction structures, while those with direct
object antecedents occur in a conjoined aspectual phrase. This hypothesis finds
support in the different movement and semantic constraints in conjunction
versus adjunction phrases in both English and Russian.

0. Introduction

In this paper I address a classic problem of Russian grammar, namely the different case
marking possibilities found on predicate adjectives like examples (1)-(5)."*

" I am extremely grateful for the unrelenting patience of my Russian native informants who willingly gave
up many hours of their precious time to answer my never-ending questions. Thanks go especially to Polina
Rikoun, Ekaterina Dianina, Alfia Rakova, Vadim Platonov, Alexander Spektor and Misha Dobroliubov.
Thanks also go to Patricia Chaput, Michael Flier, Catherine Chvany, Sue Brown, Rachel Platonov,
Stephanie Harves and the participants in the Slavic linguistics colloquia at Harvard. My ideas in this paper
were also influenced by comments made by David Pesetsky in his graduate course on tense and aspect in
syntax at MIT, cotaught with Sabine latridou in the fall of the 2001-2002 academic year. The usual
disclaimers apply.

" In Russian every noun and adjective is marked with one of six morphological case endings. I use the
following shorthand for the different cases: NOM = nominative; ACC = accusative; GEN = genitive; DAT
= dative; PREP = prepositional; INSTR = instrumental.

* Russian is a language in which scrambling is common and appears to be cost-free. There is, however, a
simple test to determine whether a predicate adjective with case agreement is predicative and not
attributive. Attributive adjectives cannot modify object pronouns in Russian, as the examples below show.

(1)  * Milicija privela p’janogo ego domoj.
Police  brought drunk-ACC him-ACC home

ZAS Papers in Linguistics 26, 2001
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(1) Vadim vernulsjaiz  bol’nicy zdorovyj/ zdorovym.
Vadim-NOM returned from hospital healthy-NOM/cured-INSTR
‘Vadim returned from the hospital healthy/cured.’

(2) Ja zakazala  ryby; syrujuy/ Syroj;.
I ordered fish-ACC raw-ACC/ raw-INSTR
‘I ordered the fish raw’.

3) My tancuem p’janye/ p’janymi.
We-NOM dance drunk-NOM/ drunk-INSTR
‘We are dancing drunk/we dance drunk’.

4) Ja pokupaju bananyj; spelyei/ spelymi;.
[-NOM buy bananas-ACC ripe-ACC/ ripe-INSTR
‘I am buying the bananas ripe/I buy (my) bananas ripe’.

(5) Ja pozvonila emu; p’janomuy/  *p’janym;.
[-NOM phoned him-DAT drunk-DAT/ *drunk-INSTR

‘I phoned him (and he was) drunk’.

These constructions are all depictive small clauses. They are commonly referred to as
adjunct small clauses, since the predicate adjective is not obligatory. In Russian, the only
difference between the minimal pairs in examples (1)—(4) above is the case ending on the
predicate adjective. Each example, however, has a different interpretation. In example (1)
case agreement (by which I mean that the predicate adjective exhibits the same case
marking as its antecedent), entails a description of Vadim’s state at the point in time at
which he returned home, i.e., the event time of the secondary predicate is identical to that
of the primary predicate. The predicate adjective with instrumental case, however, entails
that Vadim’s healthy state is the result of a change of state at some point prior to the
event time of the primary predicate. The different English translations capture this change
of state versus its absence in these examples.’ In example (2) the instrumental case entails
a comparison between ordering the fish in its raw state versus, say, its cooked state. The
adjective with case agreement does not entail any sort of comparison and simply
describes the state of the fish at the time of the ordering event. In examples (3) and (4)
the predicate adjectives with case agreement lend a progressive interpretation to the verb
phrase, while the predicate adjectives with instrumental case lend a habitual or generic
interpretation. In example (5) the verb takes an obligatory quirky case marked object—
the dative—and case agreement on the predicate adjective is obligatory.

In this paper, I will show that the case agreement versus instrumental dichotomy
is intimately connected to the event structure of both the primary and secondary

(i1) Milicija privela ego domoj p’janogo.
Police brought him-ACC home  drunk-ACC
(Example taken from Nichols 1981: 156)

The examples in this paper have been tested with pronominal antecedents.
? I thank Asya Pereltsvaig for discussing this example and similar examples with me.



What Secondary Predicates in Russian Tell Us
about the Link between Tense, Aspect and Case

predicate.* T will claim that the different case marking possibilities constitute the
uninterpretable counterpart of interpretable tense and aspect features in secondary
predicate constructions. Case agreement on predicate adjectives is the uninterpretable
counterpart of interpretable tense, while the instrumental case is the uninterpretable
counterpart of interpretable aspect. This work thus builds on recent analyses in the
literature on C/case that address the link between C/case and tense or aspect (see, for
instance, Krifka 1991, Ramchand 1997, Kiparsky 1998, Pesetsky and Torrego 2000, and
Svenonius 2001).

The format of this paper is as follows. Section one provides a brief discussion of
the role of Case in syntax. Section two contains the body of the paper. It outlines the
distribution of depictive small clauses in both English and Russian, and provides a
syntactic account for the aspectual constraints on the formation of these constructions in
English and on their different case marking possibilities in Russian. Section three
provides an analysis of predicate adjectives with obligatory case agreement, namely those
adjectives with “quirky” case marked antecedents, those with an indirect internal (dative)
argument antecedent, and those with an antecedent contained within a prepositional
phrase. Section four is the conclusion.

1. The Role of Case in Syntax

Case is generally considered a formal feature that must be checked and deleted prior to
the interfaces (PF and LF). The system of feature checking developed by Chomsky
(1995, 1998), among others, states that pairs of features exist in which only one member
of the pair is semantically interpretable, while the other is uninterpretable. Feature
checking occurs when an uninterpretable feature is matched with an interpretable
counterpart within a limited search domain. This checking of features is required before a
derivation is sent off to the interfaces, i.e., uninterpretable features must be eliminated for
legibility conditions to be satisfied. As Svenonius (2001) notes, in this system we are left
with a curious state of affairs, in that the other formal features postulated to account for
grammatical processes generally have some semantic content. Take, for instance, the
number feature on subject noun phrases. This number feature has a semantic value or
interpretable feature in that it indicates the plural or singular nature of the noun phrase.
The number feature on the finite verb, however, as manifested in agreement morphology,
does not have a semantic value—it is uninterpretable—since the plurality or singularity
of the agreement morphology does not bear any semantic value of the verb independently
of the semantic value of the subject. When these uninterpretable and interpretable
features match, the uninterpretable one is formally deleted (though its morphological
manifestation remains). In Chomsky’s system of feature checking, however, Case does

* This work differs significantly from earlier work (Richardson in press) in which I claimed there was a link
between the case marking on predicate adjectives in depictives and grammatical aspect. My earlier work
attempted to link the distribution of depictives with byt ‘be’ small clauses. The distribution of case
agreement versus the instrumental in byt’ constructions does appear to be sensitive to grammatical aspect,
as Matushansky (2000a, 2000b) convincingly shows. The different case marking possibilities with
depictive small clauses in Russian, however, is sensitive to the event structure of the predicate adjective
and to the event structure of the primary predicate, not grammatical aspect. Byt small clauses therefore
constitute a different phenomenon.
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not have an interpretable counterpart, but instead is an anomaly subject to the descriptive
stipulation that unlike other grammatical features, it is “the pure uninterpretable feature
par excellence” (Chomsky 1995: 278-279; 2000: 102, 119).

The existence of pure uninterpretable features complicates an otherwise
“minimalist” approach to feature checking. As Pesetsky and Torrego note, the most
“minimalist” possible position would hold that such features do not exist (2000: 7).
Recently there has been a move to bring Case features more in line with other
grammatical features. Scholars are beginning to seek a connection between
uninterpretable Case features and interpretable grammatical features. Such a connection
seems to exist between the case of noun phrases and tense or aspect. Pesetsky and
Torrego (2000), for instance, claim that nominative case is the uninterpretable
manifestation of interpretable tense features. Svenonius (2000) argues that in Icelandic
accusative and dative case marking alternations are directly related to the event structure
of the verb phrase in which they occur. Kiparsky (1998) claims that Finnish marks
unbounded events with partitive case on the direct object, bounded ones with accusative
case. Ramchand (1997) has also shown a connection between aspect and object case in
Bengali and in Scottish Gaelic.

This work on case is exciting in a number of ways. First, we are finally moving
towards an investigation of the role of morphological case in syntax, and, second, with a
shift in attention on morphological case marking, the time is ripe for figuring out the
nature of case marking on predicate adjectives in Russian, a problem that has long
stumped linguists working on this phenomenon in the Slavic languages. In this paper, |
will provide further evidence that the elimination of purely uninterpretable features in
syntax is a step in the right direction (see, for instance, Svenonius 2001). I will show that
the Case features on predicate adjectives in Russian, like the number features on verbs,
are the uninterpretable counterpart of the interpretable tense or aspect features on the
predicate adjective.

2. Depictive Small Clauses in English and Russian
2.1. Against the Stage-level Constraint on Depictives

It has been suggested that a predicate adjective can only occur in depictive small clauses
if it is a so-called Stage-level adjective—an adjective that denotes a more temporary
characteristic of its antecedent. So-called Individual-level predicate adjectives—
adjectives that denote more permanent characteristics of their antecedents—are claimed
to be ungrammatical (see, for instance, Rapoport 1991, 1993. On the Stage- versus
Individual-level contrast see Carlson 1977), hence the grammaticality in both Russian
and English of examples like (7) below, but the ungrammaticality of (6).

(6) *Ivan prisel umny;j/ umnym.
*Ivan-NOM arrived intelligent-NOM/ intelligent-INSTR.

(7) Ivan prisel p’janyj/ p’janym.
Ivan-NOM  arrived drunk-NOM/ drunk-INSTR.
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It is not clear how one might capture this so-called Individual- versus Stage-level
description in the syntax. I will show that this distinction is unnecessary to account for
the distribution of depictive small clauses. The distribution of depictives in English and
Russian, for instance, suggests that the correct generalization is one that makes reference
to the event structure of the predicate adjective. That is, only eventive predicate
adjectives can occur in depictives, hence the grammaticality of (7), but ungrammaticality
of (6). The adjective umnyj ‘intelligent’ is stative, and thus is devoid of event structure.
The adjective p janyj ‘drunk’, however, is eventive, it entails the transition from one state
to another. Unless the context provides a stative adjective with an eventive interpretation
(see the examples in McNally 1994, for instance), it will be ungrammatical in depictive
small clauses. The distinction between whether an adjective is interpreted as eventive or
not plays a crucial role in the case marking possibilities on secondary predicates in
Russian. The case marking possibilities have nothing to do with whether an adjective is
interpreted as a more temporary or permanent quality of its antecedent, as will soon
become clear. We can capture the aspectual constraints on depictives syntactically by
positing the existence of aspectual phrases in primary and secondary predicates, as I will
show shortly.

It is necessary at this point to clarify some terminology, namely what sort of
aspect plays a role in the structure of depictives. There are essentially two phenomena
that fall under the rubric of aspect: grammatical aspect and event structure. Russian, for
instance, has a rich system of verbal aspectual morphology that manifests itself in a two-
way split between the imperfective and perfective aspect. This type of aspect has been
referred to in the literature as grammatical, morphological, viewpoint or outer aspect. I
will refer to this aspect as grammatical aspect. It is the aspect that specifies how an event
is viewed. In Russian, perfective actions are limited in time, and are perceived as a unit,
without any importance attached to their duration or internal constituency. Imperfective
actions, however, focus on the internal constituency of an event. They are unbounded,
and used for situations that focus on an action in progress, in duration, or in repetition.
Imperfective verbs in Russian never express single unitary actions with focus on
completion or accomplishment.

Aspect is also used in the literature to refer to types of actions. This type of aspect
has been referred to as semantic, lexical, situation, Vendlerian, inner aspect, or event
structure, eventuality, Aktionsarten. 1 will refer to this aspect as event structure. Event
structure is typically used to specify whether a verb and its arguments is perceived as a
state, activity, accomplishment or achievement. These four classes are based on
Vendler’s 1957 distinctions. States have no internal structure and do not change during
the span of time over which they are true (e.g., John loves Betty). Activities are ongoing
events with internal change and duration, but do not necessarily have an endpoint (Bill
walked along the river for an hour). Accomplishments are events with duration and an
obligatory temporal endpoint (Bill consumed the pineapple in two minutes).
Achievements have an instantaneous culmination or endpoint and are without duration
(Jake reached the summit in five minutes).

I see no reason why adjectives, like verbs, do not also have event structure.
Adjectives are traditionally classified as [+nominal], [+verbal] elements. The traditional
breakdown of grammatical categories is as follows ([+N] means that the category
contains a nominal element, [+V] means that it contains a verbal element).
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(8) Nouns Verbs Adjectives Prepositions
[+N] [-N] [+N] [-N]
[-V] [+V] [+V] [-V]

Like nouns, adjectives in Russian have case morphology. Based on the breakdown in (8),
it follows that, like verbs, adjectives also have event structure and tense features.” It is
difficult, however, to see how Vendler’s terminology could carry over to a description of
the event structure of adjectives, except perhaps the concept of a state. Pustejovsky’s
(1991) breakdown of the subeventual structure of verbs, however, is able to capture
intuitions about the event structure of adjectives. Pustejovsky (1991) claims that events
have internal structure that can be decomposed into smaller parts. He identifies three
temporal subperiods—initial, internal, and final—that identify three underlying properties
of event classification. He uses these three temporal periods to define three event types—
states, processes and transitions. His breakdown of event types is as follows.

(9) State (S): a single event, which is evaluated relative to no other event.

S
e
(10) Process (P): a sequence of events identifying the same semantic expression.
P
(S €1

(11) Transition (T): an event identifying a semantic expression which is evaluate relative

to its opposition.
/T\
1

E in the structure for a transition stands for any event type, although transitions generally
decompose into a process with a culminating state. Pustejovsky thus collapses
achievements and accomplishments into transitions. In Pustejovskian terms, an adjective
like ‘intelligent’ would be a state and thus non-eventive in the sense that it does not
involve any sort of transition in its event structure, i.e., it is not evaluated relative to any
other event. In the absence of any mitigating circumstances, one is born intelligent and
dies intelligent. An adjective like ‘drunk’, however, is eventive: it entails the transition

E _E»

> Support for the hypothesis that adjectives encode verbal properties like tense and aspect comes from
languages like Japanese in which both adjectives and verbs are conjugated.
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from one state to another, and it is evaluated relative to its opposition. Only the eventive
adjective is licensed in depictives. I will now show that the [+verbal] properties—tense
and aspect—play a crucial role in the case marking possibilities on predicate adjectives in
Russian and on the structural properties of depictives in English.

2.2. Constraints on the Distribution of Depictives: The data

In English, secondary predication is sensitive to the event structure of the verb phrase
when the predicate adjective has an object antecedent. With subject antecedents this
sensitivity disappears. Rapoport (1999) claims that secondary predicates with object
antecedents can only occur with achievements and accomplishments, while subjects can
occur with achievements, accomplishments and activities.® Thus, in Pustejovskian terms,
a predicate adjective with an object antecedent can only occur with an eventive verb
phrase, namely a transition. Consider the following examples.

(12) John ate the meat; raw;. (13) Bill sliced the bread; warm,;.
(14) Johny pushed Bill; drunksiy. (15) Johny chased Betty; drunksiy.

In (14) and (15) the predicate adjective can only refer to the subject ‘John’. ‘Push’ and
‘chase’ are not transitions, thus, object reference is not possible. It may seem
counterintuitive to think of ‘push’ and ‘chase’ as activities or processes. They are,
however, activities in the sense that they cannot be modified by in x time. Dowty (1979)
claims, for instance, that verb phrases in which the modifier is in x time are
accomplishments, while verb phrases where the modifier is for x time are activities. If we

6 Like Rapoport (1999), I will not discuss the structure of secondary predicates with statives like ‘Jones
preferred her coffee black’, which, as Rapoport notes (pg. 654) have different properties than the depictive
constructions under analysis. The claim that statives behave differently from “true depictives” also seems to
hold for so-called propositional statives (this term is taken from Timberlake 1982). In propositional stative
constructions the eventive constraint on predicate adjectives with object antecedents does not hold, as the
following examples show.

(1) Jake drinks coke warm.
(i1) Alli eats meat raw.

The VPs in these examples are not achievements or accomplishments, yet the secondary predicate is still
licit with an object antecedent. The different movement constraints on propositional statives also suggest
that these constructions are different from true depictives. Consider the following examples.

(iii) Coke warm is what Jake drinks.
(iv) ? The coke warm is what Jake drank.
v) Meat raw is what Alli eats.

(vi) ? The meat raw is what Alli ate.

Movement of the NP antecedent and the secondary predicate in the stative examples are more acceptable
than in the eventive examples. I will not discuss the distribution and behavior of statives. Note, however,
that under my analysis, the different behavior of statives is part and parcel of a larger phenomenon: small
clauses come in many different flavors.
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apply Dowty’s test to these examples, ‘push’ and ‘chase’ are activities (i.e., they do not
encode a transition) while ‘ate’ and ‘slice’ can be both accomplishments and activities.

(16) John pushed Bill for an hour/*in an hour.
(17) John chased Bill for an hour/*in an hour.
(18) John ate the meat for an hour/in an hour.
(19) John sliced the bread for a minute/in a minute.

Notice that once we add additional argument structure to ‘push’ and ‘chase’, changing
their event structure class from activities to accomplishments (processes to transitions),
they are much more acceptable. In the following examples, for instance, the addition of
the prepositional phrases ‘into the lake’ and ‘into the ditch’ change the event structure of
the verbs and the secondary predicate is licit with an object antecedent.

(20) John pushed Bill; into the lake drunk;.
(21) John chased Betty; into the ditch drunk;.

It is important to note that the crucial factor determining whether the secondary predicate
is possible is whether the verb phrase in its base form is a transition. How the action is
then viewed—imperfectively, perfectively or progressively—is not relevant. Thus, a
predicate adjective with an object antecedent is possible with progressives, provided the
verb phrase in its base form is a transition, i.e., that it is a “propositional process or
activity”, is inconsequential, as the following examples show.

(22) Kate is buying the meat raw.
(23) ?/* Kate is buying meat raw.

In the absence of a highly defined context, the transition (example (22)) is more
acceptable than the process (example (23)) with a depictive small clause. Thus, in
English both the primary and secondary predicate in depictive small clauses with object
antecedents must be eventive, i.e., “likes occur with likes.” Predicate adjectives with
subject antecedents, however, are not sensitive to the event structure of the primary
predicate, as examples (14) and (15) illustrated.

Unlike English, in Russian a secondary predicate can occur with any verb phrase,
regardless of its event structure. A predicate adjective is grammatical with an object
antecedent, for instance, with activity or process verbs like ‘push’, as (24) shows.

(24) Jatolknula  Ivana; p’janogo;.
I pushed Ivan-ACC drunk-ACC

Like English, however, a sensitivity to event structure exists in depictives. This
sensitivity, however, manifests itself in the different case marking possibilities on the
predicate adjective. Take example (1) at the beginning of this paper, for example,
repeated below as (25).
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(25) Vadim vernulsjaiz  bol’nicy zdorovyj/  zdorovym.
Vadim-NOM returned from hospital healthy-NOM/cured-INSTR
‘Vadim returned from the hospital healthy/cured.’

The verb vernut’sja ‘to return’ is a transition. There is a strong preference amongst native
speakers for the secondary predicate to occur with instrumental case marking when the
primary predicate is a transition. Case agreement is, however, possible, but it entails a
non-eventive interpretation of the adjective (although, of course, the adjective is still
eventive in its base form), resulting instead in the interpretation that the event time of the
secondary predicate is identical to that of the primary predicate. As a result, constructions
in which the secondary predicate has instrumental case marking encode two events—the
event of the primary predicate and the event of the secondary predicate. In (25), for
instance, the instrumental case on the secondary predicate entails that at some point in the
past, Ivan became healthy, he then returned home in this new healthy state. Constructions
in which the secondary predicate has case agreement encode one event, since the event
time of both the primary and secondary predicate is identical. Consider another example
with a primary predicate that denotes a transition.

(26) Polina; s”jela poslednij kusocek jabloka
Polina-NOM ate last piece-ACC  apple-GEN

p’janajai/ p’janoji.
drunk- NOM/drunk-INSTR
‘Polina ate the last piece of the apple drunk’.

The predicate adjective with nominative case agreement entails that for the entire eating
of the apple event, Polina was drunk. The predicate adjective with instrumental case
marking entails that Polina became drunk at some point before or during the eating event.
One can imagine a situation, for instance, in which Polina is eating the apple and
swigging away on a bottle of vodka at the same time. By the time she eats the last little
piece of the apple, she has become drunk. Only the instrumental case is licit in this
scenario.

It has been claimed that only adjectives that denote a temporary state can occur in
the agreeing form in depictives (Hinterho6lzl 2001: 103). Hinterhdlzl (2001) states, for
instance, that adjectives like spelyj ‘ripe’ and syroj ‘raw’ are ungrammatical in depictives
in the agreeing form because they do not denote temporary properties. He provides
examples like (27) to support his hypothesis:

(27) On  sobral slivy; spelymiy/ *spelye;.
He  plucked plums ripe-INSTR/ *ripe-NOM.

This generalization, however, is not correct. Take examples (2) and (4) at the beginning
of this paper, for instance, repeated below as (28) and (29). Notice that both case
agreement and instrumental case marking are possible on the predicate adjectives spelyj
‘ripe’ and syroj ‘raw’ in these examples.
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(28) Ja pokupaju bananyj; spelyei/ spelymi;.
[-NOM buy bananas-ACC ripe-ACC/ ripe-INSTR
‘I am buying the bananas ripe/I buy (my) bananas ripe’.

(29) Ja zakazala  ryby; syrujuy/ Syroj;.
I ordered fish-ACC raw-ACC/ raw-INSTR
‘I ordered the fish raw’.

Native speakers claim that a predicate adjective with instrumental case marking in
examples like (29) entails an implicit comparison between the state denoted by the
predicate adjective with an alternative state, while case agreement entails no such
comparison. The question that then arises is why case agreement is acceptable in this
example, but not in (27), and why case agreement is less preferred in many other
examples, like (30) below.

(30) On s”jel mjaso; syrym;/ 7syroe;.
He ate meat-ACC  raw-INSTR/ ?raw-ACC
‘He ate the meat raw.’

First, in Hinterholzl’s example (27), the primary predicate is a transition. Transitions
favor instrumental case marking on the predicate adjective, since transitions often lend an
eventive interpretation to the predicate adjective, and there is a tendency for “likes to
occur with likes.” ” More importantly, however, recall Pustejovsky’s (1991) definition of
a state versus a transition ((9) and (11) above): states are evaluated relative to no other
event, while transitions are evaluated relative to an opposition. If the instrumental case is
used with transitions, i.e., eventive predicate adjectives, while case agreement is used
with non-eventive adjectives, then the association of the adjective with instrumental case
marking with a comparison to some other state is predicted by the very definition of
transitions: they are evaluated relative to an opposition. With stative morphology—case
agreement—as expected, no such comparison will exist, since states are evaluated
relative to no other events.

7 Hence the grammaticality of psychological states in the instrumental case in examples like:

(1) On priSel grustnym.
He-NOM arrived sad-INSTR

And similarly the possibility for instrumental case marking on psychological states if information is added
which specifies that the predicate adjective entails an eventive interpretation. Compare, for instance, (ii)

and (iii) below.

(i1) Vadim ¢itaet grustnyj/*grustnym.
Vadim-NOM reads sad-NOM/*sad-INSTR

(i) Vadim tol’ko  Citaet grustnym/?grustnyj.
Vadim-NOM  only  reads sad-INSTR/?sad-NOM

The addition of the adverb tol ko ‘only’ opens the door to an eventive interpretation of the stative adjective.

10



What Secondary Predicates in Russian Tell Us
about the Link between Tense, Aspect and Case

Pragmatic notions like expectation also play a role in the case marking of the
predicate adjective in examples like (27)—(30).® If, for instance, there is nothing contrary
to expectation about, say, ordering fish in its raw state, agreement will be possible, hence
the case agreement on the predicate adjective in (29), i.e., the state of the fish is evaluated
relative to no other event or state. If a state is perceived as unexpected, however, the
instrumental case will occur on the predicate adjective, hence the preference for the
instrumental case in example (30): the raw state of the meat is evaluated relative to its
opposition, cooked meat (the expected state in which one eats meat). Often, just the
addition of a depictive adjective to a construction entails a degree of unexpectedness.
Why state, for instance, that one gathered the plums ripe if comparison with some other
state is not implied? Why not simply state that one gathered the plums? This degree of
unexpectedness favors the instrumental case on the predicate adjective, since it opens the
door to a comparison with some other state. This hypothesis is supported by examples
like the following in which both case agreement and the instrumental case are possible on
the predicate adjective.

(31 Ja voz’mu ego; Zivogo;/ Zivym;.
I-NOM take ~ him-ACC  alive-ACC/  alive-INSTR
‘I will take him alive’.
(Richardson in press)

There is no broken expectation entailed in the predicate adjective in this example. We
expect that someone might be taken alive, thus, non-eventive case marking (case
agreement) is possible. As expected, the instrumental case on the predicate adjective in
this example entails a comparison between two different states: ‘I will take him alive, not
dead’, or ‘I won’t kill him in the process of taking him’. Context and pragmatic notions
like expectation therefore play a crucial role in whether case agreement is possible on a
predicate adjective.

Consider now example (28). First of all, a predicate adjective that occurs with
verbs that denote processes (or activities) may exhibit both case agreement with its
antecedent or the instrumental case in Russian. As expected, case agreement entails that
the event time of the predicate adjective is identical to the event time of the primary
predicate. The instrumental case on the adjective entails either that a transition occurred
prior to or during the event time of the primary predicate. In example (28), case
agreement on the predicate adjective entails that ‘I am buying the bananas ripe right
now’, while the instrumental case entails ‘I buy (my) bananas ripe (in general).” That is,
the different interpretations that the different case endings manifest lead to a progressive
interpretation of an activity or process versus a habitual or generic interpretation. This
generalization is also true of example (1) at the beginning of this paper, repeated below as
(32).

(32) My tancuem p’janye/ p’janymi.
We-NOM dance drunk-NOM/ drunk-INSTR
‘We are dancing drunk/we dance drunk’.

¥ I thank Patricia Chaput for suggesting to me that “expectation” could play a role in the case marking of
secondary predicates in Russian.

11
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The progressive interpretation of the primary predicate is entirely in keeping with the
generalization that the event time of a predicate adjective with case agreement is identical
to the event time of the primary predicate, while the habitual interpretation follows
naturally from the interpretation of the predicate adjective with instrumental case
marking as a transition, i.e., we + dance (3" person plural, present tense) + (we are)
drunk — ‘we are dancing drunk’, while we + dance (3™ person plural, present tense) +
(we got) drunk — ‘we dance drunk’ (we dance having become drunk).

That the event structure of the primary predicate plays a role in the different case
marking possibilities on the predicate adjective in the secondary predicate is seen most
acutely with verbs that denote processes, i.e., activity verbs. This fact is most evident in
the case marking possibilities on the predicate adjective in nonfinite clauses. It is
generally assumed that case agreement is impossible in nonfinite clauses unless the
antecedent for the predicate adjective is a subject in the higher finite clause (Franks 1995,
and Richardson in press). This generalization has lead some to posit various subject and
object asymmetries in secondary predicates in Russian. Case agreement in nonfinite
clauses with object antecedents is, however, possible. The event structure of the primary
predicate is the crucial factor that affects the choice of one case ending over another: case
agreement is possible with activity/process verbs, the instrumental case is preferred
(sometimes obligatory) with transitions. The following examples, for instance, all have
activity verbs in the nonfinite clause. Notice that case agreement is possible on the
secondary predicate in the nonfinite clause, irrespective of the structural location of the
overt antecedent.

Nominative subject antecedent’
(33) Ja prisla PRO  tancevat’ golaja/ goloj.
[-NOM came to-dance naked-NOM/ naked-INSTR

Accusative direct internal object antecedent
(34) Ja poprosila egoi PRO; tancevat’ gologoi/ golym,;.
I-NOM asked him-ACC to-dance naked-ACC/naked-INSTR

Dative “quirky” case marked direct internal object antecedent
(35) Ja velela emu; PRO; tancevat’ golomuy/ golym,;.
I-NOM ordered him-DAT to-dance naked-DAT/  naked-INSTR

Dative indirect internal object antecedent
(36) Ja dala emu; den’gi PRO; tancevat’ golomu;/  golym.
I-NOM gave him-DAT money to-dance naked-DAT/naked-INSTR

Case agreement in these examples entails that the antecedent is already naked, and the
speaker wishes him to dance as he is. The instrumental case entails that the speaker
wishes the person in question to get naked and dance.'’

? T assume, following Martin (1996: 176) that PRO gets null Case which, in turn, is a type of “chameleon”
Case, in that it has no morpho-phonological properties of its own, but rather exhibits either default or
inherited properties.

12
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The case marking possibilities in these examples have escaped notice before due
to the types of examples that have attracted attention in the past. These examples have
been ones like (37).

(37) Ja poprosil  Ivana; ne PRO; prixodit’ p’janymi/  *p’janogo;.
I asked Ivan-ACC NEG to-come drunk-INSTR/*drunk-ACC
‘I asked Ivan not to come drunk’.
(Franks 1995: 222)

The problem with this example lies in the event structure of the verb prijti ‘to arrive’.
Prijti “to arrive’ is an achievement in Russian. Achievements are almost instantaneous
transitions. The instrumental case on predicate adjectives with achievements is strongly
preferred. This preference is consistent with the hypothesis that the instrumental case
focuses on the change of one state to another. Thus, the case most similar in aspectual
meaning to the verb in the primary predicate is the case of choice.

That the instrumental case is linked to the [+eventive] feature of the secondary
predicate finds support in two other phenomena in Russian: (1) the case marking in
resultatives; and, (2), the distribution of NP secondary predicates (I use NP as catch all
terminology for NPs and DPs). Although the distribution of resultatives is beyond the
scope of this paper, it is noteworthy that they obligatorily occur with instrumental case
marking on the predicate adjective, as seen in (38) below.

(38) Alya pokrasila stol cernym/ *Cernyj.
Alya painted table-ACC  black-INSTR/ *black-ACC
‘Alya painted the table black’.

This fact is entirely in keeping with the analysis presented here. That is, resultatives
involve the change of one state to another, i.e., they are eventive transitions. My analysis
predicts that if a predicate adjective is eventive, it will occur with instrumental case
marking. This predication is borne out.

If we posit that predicate adjectives have tense and aspect features, just like other
[+verbal] elements, we have an explanation for an otherwise curious phenomenon,
namely the fact that only adjectival phrases can occur with both case agreement and
instrumental case marking in depictive secondary predicates, noun phrase predicates in
Russian obligatorily occur with instrumental case marking, as the following examples
show.

12 Note that case agreement is no longer possible once the overt complementizer ¢toby ‘in order to’ is
present, as Franks (1995) noticed.

(1) On prisel, [cp ¢toby PRO tancevat’ golym/ *golyj]
He arrived in-order to-dance drunk-INSTR/  *drunk-NOM
‘He arrived/came in order to dance naked’.

An explanation for this fact could lie in the status of the overt CP as a strong phase (for details, see
Chomsky 1998, 1999). The derivation is built to CP and then sent to the interfaces. In the absence of any
greater context for the predicate adjective that the higher clause might provide, the default interpretation of
the predicate adjective is that it is eventive—since the event structure of the adjective is eventive—and the
instrumental case is obligatory.

13
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(39) Ivan vernulsja domoj bednyj/ bednym.
Ivan-NOM  returned home poor-NOM/  poor-INSTR

(40) Ivan vernulsja domoj bednjakom/  *bednjak.
Ivan-NOM  returned home pauper-INSTR/*pauper-NOM

‘He returned home a pauper’.

In example (39) the secondary predicate is an adjective, while in (40) it is a noun phrase.
Case agreement is only licensed on the adjective in (39). While it is clear that eventive
noun phrases exist in language (noun phrases like ‘the destruction (of the city), for
instance), it is not so clear that noun phrase predicates have tense features. If only
[+verbal] elements are able to manifest the contrast between tense and aspect, we have an
explanation for why only adjectives show the case agreement versus instrumental case
dichotomy, only adjectives have an interpretable tense feature in secondary predicates.''

2.3. The Syntax of Depictives

Thus, the syntax of depictive small clauses has to capture the following facts about
English and Russian. In English, secondary predicates show two constraints: (1) the
predicate adjective must be eventive; (2) both the primary predicate and the secondary
predicate must be eventive—both must be transitions—with internal direct object
antecedents (see section 3.3 for a discussion of indirect object antecedents). Predicate
adjectives with subject antecedents are free to occur with any type of primary predicate.
In Russian, predicate adjectives in depictive small clauses are free to occur with any type
of primary predicate, regardless of the structural location of the subject or the object. The
case marking on the predicate adjective, however, is sensitive to event structure. The
syntax of depictive small clauses in Russian must capture the following two constraints:
(1) case agreement occurs on the predicate adjective when the event time of the
secondary predicate is identical to that of the primary predicate, a predicate adjective with
case agreement is thus stative or noneventive; (2) a predicate adjective with instrumental
case-marking never entails that the event time of the primary and secondary predicate is
identical. Thus, a clause with a secondary predicate with instrumental case marking
entails the occurrence of at least two events.

It is commonly thought that depictive small clauses are adjuncts, adjoined to the
V-bar, VP or vP level. I will suggest that in English, secondary predicate constructions
with subject antecedents are adjunction structures, while secondary predicates with object
antecedents are conjunction structures. These structures capture the fact that with object
antecedents “likes co-occur with likes” (both the primary and secondary predicate must
be eventive transitions), while with subject antecedents the secondary predicate is free to
occur with a primary predicate of any event structure. Similarly, in Russian, case
agreement occurs in a conjoined tense phrase, since the event time of the primary
predicate is identical to that of the secondary predicate (“likes occur with likes™), while

" Note that this is a separate issue from whether a NP/DP arguments have an uninterpretable tense feature
manifested as nominative case (see, for instance, Pesetsky and Torrego 2000). Crucially, there is little
evidence that the noun phrase secondary predicate has tense features. Instead, the predicate NP is
interpreted as eventive—a transition—and instrumental case marking is obligatory.
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the instrumental case occurs in an adjunction structure, since a predicate adjective with
instrumental case marking entails the existence of a separate event, and it can occur with
a primary predicate of any event type. That primary predicate transitions tend to favor
secondary predicate transitions in Russian follows from the fact that the higher eventive
primary predicate has scope (c-commands) over the secondary predicate. Note that the
structures below are greatly simplified and only include relevant information for my
analysis. They show movement of the nominative argument into Spec-TP to check its
uninterpretable tense feature (see Pesetsky and Torrego 2000 for details). They do not
show any other movement operations.

(41) English Subject Antecedents (adjunction structure)

TP
T~
NP T
She; T
T’ vP/VP/V'/AspP
vP/VP... AspP
AN -
NP Asp’
arrived t PRO; /ST~
Asp0 AP
[+eventive] |
A°
drunk

(42) English Object Antecedents (conjunction structure)

TP
ST~
NP ConjP
Shei /\
AspP Conj’

S
Conj’ AspP
t ate the meaty [+eventive]

NP Asp’
PRO, O~
Asp0 AP
A0
raw

I leave open whether the secondary predicate adjoins to the vP/VP, AspP or v/V-bar level
in (41). The adjunction site itself is not crucial in my analysis. What is important, is that
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predicate adjectives with subject antecedents constitute adjunction structures, while those
with object antecedents are conjunction structures. I assume that the small clause is
dominated by an aspectual phrase to account for the fact that only eventive predicate
adjectives are possible in depictive small clauses. PRO is placed in the Spec of the
functional category dominating the predicate adjective for theta reasons. I remain open,
however, as to whether we really need PRO in secondary predicates. The (non-)existence
of PRO is not crucial for my analysis. I place the (eventive) AspP in the primary
predicate immediately below tense, i.e., dominating both vP and VP. This is purely for
descriptive purposes and does not affect my analysis. It could alternatively be located
between vP and VP (see Travis 2000 for such a suggestion). I take conjunction phrases to
be asymmetrical binary-branching structures that obey the format of X-bar theory.
Following Babyonyshev (1996), I also assume that ConjPs have the same distribution as
the categories they dominate and are able to fulfill the same syntactic functions. The
exact mechanism which ensures that the features of a ConjP and the features of the
categories dominated by it match is not relevant for my analysis (the features may
percolate up to the ConjP, or the ConjP may receive an arbitrary set of features, with
some filter-like mechanism ruling out the constructions where its features and the
features of the conjoined phrases do not match, as suggested by Babyonyshev 1996: 78).
The crucial point here is that depictives constitute both adjunction and conjunction
structures, i.e., not all depictive small clauses are the same.

If predicate adjectives with subject antecedents are adjunction structures, while
predicate adjectives with object antecedents are conjunction structures, then we predict
that movement out of the adjunction phrase should be possible, but movement out of the
conjunction phrase should not, since movement is restricted by the Coordinate Structure
Constraint (see Ross 1967). This prediction is borne out, as the following examples show.

(43) She arrived drunk.
(44) Drunk she arrived.
(45) She ate the meat raw.
(46) * Raw; she ate the meat;.

In examples (43) and (44) the secondary predicate has a subject antecedent; it occurs in
an adjunction structure and movement is possible. In (45), the predicate adjective has an
object antecedent; it occurs in a conjunction structure and movement is not possible.'?
Notice that movement of ‘the meat raw’ is ungrammatical, which supports the
articulation of the noun phrase and predicate adjective as separate constituents.

(47) *The meat raw he ate.

12 assume that movement out of the first conjunct sounds considerably better than movement out of the
second conjunct in (i) below, since while extracting one of the conjuncts out of a coordinate structure is
ungrammatical ((ii) and (iii)) extraction of a subpart of one of the conjuncts is much more acceptable ((i)
and (iv)) (see Babyonyshev 1996: 84 for details).

(1) ?The meat he ate raw.

(i1) *Who did he and t Betty.

(iii) *Who did he see Betty and t.

(iv) ?John who I bought a picture of t and a glass of water.
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(48) Russian Case Agreement (conjunction structure for both subject and object
antecedents)

ConjP
—
TP Conj’
AN 7o
Conj TP
Ona-NOM,; prisla ti [Te; =Tes] N
NP T
PRO
T AP
[iT] |
checking \ A’
relationship p’janaja-NOM
[uT]
‘She arrived drunk’

In this structure, a checking relationship is established between the T head (with
interpretable tense [i7]) and the adjectival head of the secondary predicate. The case
features of the predicate adjective are valued in situ. The predicate adjective’s
uninterpretable tense feature ([u7])—as manifested in agreement morphology—is
deleted. The deleted feature disappears from the narrow syntax, allowing convergence at
LF. Its morphological remnant, however, remains in the form of nominative case on the
predicate adjective (case agreement). (Note [Te; =Te,] means that the tense of the two
events is identical.)

(49) Russian Instrumental Case (adjunction structure for both subject and object
antecedents)

TP
T~
NP T
Ol’lai /\
T’ AspP
T
AspP AspP

AN
NP Asp’
prisla t;  PRO T

Asp’ AP
[idsp] |
JX
checking \ p’janoj-INSTR
relationship [uAsp]

17



Kylie Richardson

The checking relationship between the head of the aspectual phrase and the adjectival
head works in the same manner outlined above for the tense head and the adjectival head
in conjoined tense phrases in Russian.

These structures predict that movement will be possible in all depictive
constructions in Russian. This prediction is borne out, as the following examples show.

(50) P’janye; my tancevali t;.
Drunk-NOM we-NOM danced

(51) Jabloko; onag s’jela t p’janajay.
Apple-ACC  she-NOM ate drunk-NOM.
‘The apple she ate drunk’.

(52) P’janym; druz’ja priveli ego; domoj t;.

Drunk-INSTR friends brought him-ACC ~ home

(53) Ego; druz’ja priveli t; domoj p’janym;.
Him-ACC friends brought t home drunk-INSTR

The crucial constraint on depictive conjunction phrases is that movement is not possible
outside of the conjunction phrase itself. Thus, that (50) and (51) are possible tell us
nothing, since the predicate adjective may have adjoined to the higher tense phrase, and
may not have moved out of the conjunction phrase. The conjunction phrase dominates the
entire clause in depictives, thus, if movement occurs to the left of the nominative subject,
it does not mean that the moved element has moved out of the conjunction phrase, since
the nominative subject is contained within the ConjP. As expected, movement out of the
adjunction structure is licit, as (52) and (53) show."”

That “like TPs” only conjoin with “like TPs” finds support in the verbal system.
Notice that if we conjoin two verb phrases with different event structures, the
constructions are ungrammatical with identical time reference.

(54) *He arrived and he sang.
(55) *He walked along the shore and remembered the answer.

13 Note that Bailyn and Rubin (1991: 106—107) claim that predicate adjective with instrumental case
marking are not able to move. They provide examples like the following to support this claim.

(1) Golye/*Golymi, my tancevali.
Naked-NOM/*naked-INSTR we danced.

Movement of predicate adjectives with instrumental case marking is possible and depends on a number of

intonational, pragmatic and discourse related factors. Examples (52)—(55) are topicalized in the same way
as English topicalized equivalents like ‘Such behavior we do not tolerate in a civilized society’.
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Example (54) has an achievement conjoined with an activity. There is no way in which
we can interpret the two conjuncts in this construction as identical in time reference,
instead we interpret them as a sequence of events: ‘he arrived and then he sang.” A
similar state of affairs holds for (55), i.e., we do not interpret this construction as ‘for the
duration of his walking event along the shore, he remembered the answer.” Thus,
secondary predicates in depictives follow the ‘Coordination of Likes Constraint (CLC)’
(See Chomsky 1957). The CLC in depictives is reminiscent of Schachter’s (1977: 90)
generalization that coordinate constructions must belong to the same syntactic category
and have the same semantic functions, hence the ungrammaticality of (56) below.

(56) *John and a stone broke the window.

It might seem counter-intuitive at first that there is more than one structure for
depictive small clauses in languages. Upon closer inspection, however, it becomes clear
that this belongs to a larger phenomenon, namely there are many different types of
secondary predicate constructions that behave differently in different languages:
complement small clauses like ‘I consider him stupid’, ‘be’ constructions (see footnote
4), statives with secondary predicates (see footnote 6). Complement small clauses in
English, for instance, differ from their Russian counterparts, as the following examples
show.

(57) I consider him stupid.
(58) I consider him to be stupid.
(59) Ja s¢itaju  ego; glupym;/*glupogo;.

I consider him-ACC stupid-INSTR/*stupid-ACC

(60) * Ja sCitaju  ego; byt’  glupym.
I consider him-ACC to-be stupid-INSTR

In English, we can insert the verb ‘to be’ to get the full clause equivalent of the small
clause, while this is impossible in Russian. Furthermore, unlike depictives, instrumental
case is obligatory on the predicate adjective in these constructions in Russian. Examples
like (61) and (62) below show that depictives differ in various languages.

(61) On prisel ko mne; p’janomu/  *p’janym;.
He-NOM came to me-DAT drunk-DAT/ *drunk-INSTR

(62) Ja S nimi; m’ortvymi; razgovarival.
I-NOM with them dead-INSTR  spoke

In English a secondary predicate cannot adjoin to or conjoin with a prepositional phrase
(or have an indirect object antecedent). In Russian, however, adjunction to or conjunction
with a prepositional phrase is possible, as examples (61) and (62) show (see also section
3.3 on predicate adjectives with indirect object antecedents in Russian). We know that the
predicate adjective is in fact adjoined (or conjoined) to the prepositional phrase and not
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the verb phrase in these examples, since under the movement test the adjective moves
with its antecedent, unlike secondary predicates with direct internal arguments:

(63) Ko mne; p’janomu; on prisel.
To me-DAT drunk-DAT  he came.

(64) S nimi; m’ortvymi;  ja razgovarival.
With them-INSTR dead-DEAD 1 spoke.
(65) * Mjaso; Syrymj on s”jel.

Meat-ACC raw-INSTR  he ate.

Examples (63) and (64) show that the predicate adjective can move with its antecedent in
PPs, while (65) shows that this is not possible with a direct object antecedent.

Thus, the different behavior of secondary predicates with subjects and objects is
part and parcel of a larger phenomenon: secondary predicates differ both within a
language and across languages.

3. Obligatory Case Agreement in Russian Depictives

Thus far, I have focused on constructions in which both case agreement and instrumental
case are possible on predicate adjectives. There are, however, three constructions in
which case agreement is obligatory on the predicate adjective in Russian: (1) predicate
adjectives with object antecedents with “quirky” dative or genitive case (objects with
quirky instrumental case obviously occur with a predicate adjective with instrumental
case marking); (2) adjectives with an antecedent contained within a PP; and, (3),
adjectives with an indirect object (dative) antecedent. In what follows, I will suggest that
case agreement in all three of these constructions is also linked to tense and aspect. Note
that the following discussion is speculative and is part of a much larger project
(Richardson in progress).

3.1. Quirky Case Marked Objects
The following examples, based on Bailyn and Rubin (1991) and Bailyn (1995), show that

case agreement is obligatory with verbs like pozvonit'sja ‘to phone’ and boit ’sja ‘to fear’,
i.e., verbs that take obligatory dative and genitive case marked objects, respectively.

(66) Ja pozvonila  emu; p’janomuy/  *p’janym.
I-NOM phoned him-DAT drunk-DAT/ *drunk-INSTR
(67) Polina boitsja Ivana; p’janogo;/ *p’janym;.

Polina-NOM fears Ivan-GEN drunk-GEN/ *drunk-INSTR

On the basis of examples like these (and the obligatory case agreement on the predicate
adjective with internal indirect arguments discussed in section 3.3), Bailyn claims that
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true depictive secondary predicate adjective, which for him are adjuncts with
instrumental case marking, occur in a null PredP with a PRO subject. He maintains that
non-nominative or accusative arguments do not c-command this PRO subject (see Bailyn
2001 for details), and therefore are not the antecedents of adjunct secondary predicate
constructions, but rather occur in appositive constructions. Thus, for Bailyn an adjunct
predicate adjective with instrumental case marking is only licit when its antecedent c-
commands the PRO subject of the secondary predicate.

Case agreement on the predicate adjective, however, appears to belong to a larger
phenomenon linked to the role of the event structure of the verb phrase on the case
marking of its arguments. Notice that in Russian, like Latin, Greek and Hebrew, quirky
case marked objects are always so-called “affected patients”. These arguments never play
a role in the event structure of the verb phrase, i.e., they never delimit or “measure out”
the event in any way (see Tenny 1994 for a discussion of the role of the direct internal
argument in the event structure of the verb phrase). The Latin, Greek and Hebrew
examples in the tables below are taken from Arad (1998: 77-78). I have added the
Russian equivalents to Arad’s table for comparison. Note that Hebrew marks the objects
of these verbs with a locative preposition, be (at): kick at the ball, use at the knife, drive
at a car, or /e (to), al (upon).

(68) Quirky case marked objects

English Latin Classical Greek Hebrew Russian

Help+acc auxilior+dat boetheo+dat azartle pomogat’+dat
Usetacc utor-+abl xraomai-+dat hiStameS+be pol’zovat’sja+instr
Trust+acc fido+dat pisteuo+dat bataz+be doverjat’+dat
Rule+acc dominor+abl arxo+gen maSal+al pravit’+instr
Obey+acc pareo+dat peithomei+dat ziyet+le podcinjat’sja+datv

(69) Accusative case marked objects

English Latin Classical Greek Hebrew Russian
Build+acc construo+acc oikodomeo+acc bana+acc stroit’+acc
Write+acc scribotacc  grapho+acc katav-+acc pisat’+acc
Murder+acc  occidotacc  apokteino+acc racax+acc ubivat’+acc
Eat+acc edo+acc esthio+acc axal+acc est’+acc
Wash+acc lavo+acc luo+acc raxact+acc myt’+acc

Arad (1998: 78) makes the strong claim that two-place predicates with “measuring
objects” universally mark their object with accusative case. Two-place predicates with
non-measuring objects may mark their object with either accusative, dative, ablative or
genitive case, or by a preposition, depending on the particular morphological properties
of the language. As these tables suggest, Russian seems to fit into this generalization. If
we apply Dowty’s in x time (test for accomplishments) versus for x time (test for
activities), to any of these verbs—with their arguments—in English or Russian, it is clear
that they are all activities or processes. This suggests that all of these verbs, even with
their internal arguments present, are always processes, as the English examples below
show.
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(70) She ruled the country for two years/*in two years.
(71) She obeyed him for a day/*in a day.

Unlike other processes or activities discussed thus far in this paper, the direct internal
argument of these verbs can never delimit these events. Notice with activities like ‘dance’
and ‘sing’ that the direct internal argument can play a role in the event structure of the
verb.

(72) She danced for an hour/*in an hour.

(73) She danced the jig for five minutes/in five minutes.
(74) She sang for five minutes/*in five minutes.

(75) She sang the song for five minutes/in five minutes.

Unlike (72)—(75), in (70) and (71) there is no possibility for these events, even with their
internal arguments present, to be construed as transitions.

While the case marking of arguments is not the focus of this paper, what is
interesting for my analysis of the case marking on the predicate adjectives that occurs
with these verbs is that the potential ambiguity of other activities or processes to be
interpreted as transitions appears to open the door for a secondary predicate to be
interpreted as eventive and thus occur with instrumental case marking. Verbs with quirky
case marked arguments are always pure processes and case agreement on the predicate
adjective is always obligatory in Russian. Thus, the only possible secondary predicate
structure with these verbs is a conjoined tense phrase, with the event time of the predicate
adjective the same as that of the verb phrase with which it conjoins. This hypothesis is
supported by the interpretation of these examples, i.e., example (66) above, for instance,
is interpreted as ‘I phoned him and at the time I phoned him, he was drunk’."*

3.2. Prepositional Phrases

As mentioned before, case agreement is obligatory in PPs (see examples (61) and (62)).
That PPs (and CPs) are able to take care of the Case properties of their arguments, while
NPs have to move, apparently for Case reasons, is common knowledge. The reasons for
the dichotomy between PPs and CPs versus NPs, however, are still not clear. Recently,
Pesetsky (comments in class) suggested that PPs might have some functional structure in
them, and that perhaps this functional structure is a TP. If PPs (and CPs) have a TP that is
able to enter into a checking relationship with the uninterpretable tense feature on its NP
argument, this would explain why NPs contained within PPs do not have to move out of
the PP in the narrow syntax in English. If Pesetsky’s hypothesis is on the right track, we
also have an explanation for why case agreement is obligatory in PPs in Russian: the only
functional element in a PP is a TP (AspPs are absent). The secondary predicate conjoins
with this TP and, as we know, conjoined TPs result in case agreement on the secondary
predicate in Russian.

' This is a departure from Richardson (in press).
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3.3. Internal Indirect (dative) Antecedents

As mentioned previously, the predicate adjective with an indirect object antecedent
exhibits obligatory case agreement in Russian, as (76) shows. As with PPs, secondary
predication in English is not possible.

(76) Ja dala emu; den’gi p’janomuy/  *p’janym;.
I-NOM gave him-DAT money drunk-DAT/ *drunk-INSTR
‘I gave him the money (when he was) drunk’.

The structural location of the dative indirect object, and its equivalent in English double
object constructions, is highly controversial and far from resolved. The following
hypothesis therefore does not claim to be anything but suggestive. If the PP does indeed
have functional structure in both English and Russian, it is not unreasonable to consider
that the PP “equivalent” in double object constructions (the indirect internal argument) is
also dominated by this functional category, i.e., the indirect object occurs in Spec-TP,
while the secondary predicate is merged as the complement of a null tense head (with
interpretable tense features). If this functional structure is indeed tense, then we have an
explanation for why we get case agreement in these constructions in Russian, i.e., the
uninterpretable tense feature on the predicate adjective enters into a checking relationship
with the interpretable tense feature on the T head. The different movement constraints in
the following examples show that the predicate adjective with a dative indirect object
antecedent forms a constituent with its antecedent, while the predicate adjective with a
direct object antecedent does not.

(77) * Mjaso syrym on s”jel.
Meat-ACC  raw-INSTR  he ate

(78) Ivanu p’janomu ona dala den’gi."”
Ivan-DAT drunk-DAT  she gave money

These examples show that only the dative object and the secondary predicate form a
constituent. Thus, like PPs the secondary predicate and indirect object form a constituent.
As expected, the event time of the primary and secondary predicates is identical in (76)
and (78).

4. Conclusion

In sum, this paper provided further support for the hypothesis that pure uninterpretable
Case features can be eliminated from syntax. The different case marking possibilities on

' This example was not accepted by all my native informants. It is grammatical in what I term the
“courtroom setting”, i.e., it is the most neutral variant that a Judge could ask a witness or with which a
witness could respond. All of my native informants did, however, agree that (77) is considerably worse
than (78).
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predicate adjectives in depictive small clauses in Russian show that case is intimately
linked to interpretable tense and aspect features. Case agreement is the uninterpretable
counterpart of interpretable tense, while the instrumental case is the uninterpretable
counterpart of interpretable aspect. Case agreement occurs in a conjoined tense phrase,
instrumental case occurs in a conjoined aspectual phrase. English depictive secondary
predicates with object antecedents also show a sensitivity to aspect, i.e., “transitions
occur with transitions”. Secondary predicates with subject antecedents do not show this
sensitivity. Depictives with subject antecedents thus constitute true adjunction structures,
those with object antecedents occur in a conjoined aspectual phrase. Thus, structural
differences exist even within the class of depictive small clauses within a language and
across languages, not to mention the differences that exist between other types of small
clause constructions in a given language.
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Abstract

I argue in this paper for a novel analysis of case in Icelandic, with implications
for case theory in general. I argue that structural case is the manifestation on
the noun phrase of features which are semantically interpretable only on verbal
projections; thus, Icelandic case does not encode features of noun phrase
interpretation, but it is not uninterpretable either; case is properly seen as
reflecting (interpretable) tense and aspect features. Accusative case in Icelandic
is available when the two subevents introduced in a transitive verb phrase are
identified with each other, and dative case is available when the two parts are
distinct (thus Icelandic case manifests aktionsart or inner aspect, in partial
contrast to Finnish). This analysis bears directly on the theory of feature
checking in the Minimalist Program; specifically, it paves the way for a
restrictive theory of feature checking in which no features are strictly
uninterpretable: all formal features come in interpretable-uninterpretable pairs,
and feature checking is the matching of such pairs, driven by legibility
conditions at Spell-Out.”

1. Case and meaning

Traditional grammars abound with characterizations of the semantic meanings of various
cases; the very name of the dative means (etymologically) the one ‘given.’ In the
sentence in (1), there is a nominative agent (‘the birds’), an accusative patient (‘the
helicopter’), an accusative path (‘all the way’) and a dative location (‘the airport’).

(1) Fuglarnir hafa elt pyrluna allaleid  af flugvellinum.
the.birds.NoM have followed the.helicopter.ACC all way.ACC of the.airport.DAT
‘The birds have followed the helicopter all the way from the airport’

However, it is well known that none of these associations of thematic role with case is
very stable; there are nominative patients and dative agents, as in (2).

2) Pyrlan hefur verid elt af fuglunum.
the.helicopter.NOM has been followed of the.birds.DAT
‘The helicopter has been followed by the birds’

Even adverbial cases may be subject to structural factors; consider the durational
adverbial in the Finnish sentence in (3a), which appears in the accusative case (the object
is partitive); in the passive sentence in (3b), accusative is no longer available and the
adverbial is necessarily nominative (see Mitchell 1991, Pereltsvaig 2000).

3) a. Maria luki kirjaa koko illan.
Maria.NoM read book.PART whole evening.ACC
‘Maria read the book all evening’

" The content of this draft was completed on August 20, 2001. Thanks to my audiences in York, Tromsg,
Montréal, Reykjavik, Stuttgart, and NiS, where this work was presented in the spring and summer of 2001,
for stimulating feedback. I am especially grateful to Halldér Sigurdsson and Gillian Ramchand for
discussing this work in progress, and to Porbjorg Hroarsdottir for patiently navigating me through the
difficult terrain of the data.



b. Kirjaa  luettin  koko ilta.
book.PART read.PASS whole evening . NOM
‘The book was read all evening’

Of course, certain morphological cases can be associated closely with semantic
representations (e.g. Finnish abessive, meaning ‘without’: puhtai-tta kdsi-ttd, clean-ABE
hands-ABE ‘without clean hands’; cf. Nikanne 1993). Nevertheless, common cases such
as nominative and accusative generally defy any association with semantic meaning, and
in generative grammar, they are ordinarily taken to be the manifestation of a purely
syntactic licensing requirement on noun phrases (Rouveret and Vergnaud 1980, Chomsky
1980).

This, however, leads to a peculiar state of affairs, in that the other formal features
postulated to account for grammatical processes generally have some semantic content.
The system of feature checking developed by Chomsky (Chomsky 1998 inter alia)
postulates, in core cases, pairs of features in which one member of a pair is semantically
interpretable, the other uninterpretable. Chomsky proposes that checking is necessary to
eliminate uninterpretable features before the derivation is evaluated at the interfaces (PF
and LF); thus, legibility conditions at the interfaces drive feature checking. Feature
checking occurs when an uninterpretable feature is matched with an interpretable
counterpart within a limited search domain.

For example, the number feature on the subject noun phrase in (1) has a semantic
value, indicating the plural nature of that noun phrase; hence, it is interpretable. The
number feature on the finite verb (hafa ‘have.PL’), as manifested in agreement
morphology, is uninterpretable, because there is no sense in which plurality or singularity
of the agreement morphology bears on the semantic value of the verb, independently of
the semantic value of the subject. Therefore, number on the verb is uninterpretable. When
the uninterpretable and interpretable number features match, the uninterpretable one is
formally deleted (though its morphological manifestation remains; compare hefur
‘have.SG’ in (2)).

The picture is complicated by the putative existence of purely uninterpretable
features. Chomsky 1999 suggests that structural Case is the paradigmatic uninterpretable
feature, as it does not contribute to the interpretation of the noun phrase. However,
Pesetsky and Torrego 2000 argue that nominative Case is the uninterpretable counterpart
of interpretable verbal tense; hence nominative Case is only uninterpretable on the noun
phrase, the way nominal number features are uninterpretable on the finite verb.
Sigurdsson 2000 points out cases in which nominative is sometimes available at some
remove from the tense head of a clause; however, I will take there to be something
essentially correct in the Pesetsky and Torrego account. In the sections to follow, I argue
on the basis of the distribution of the Icelandic dative that non-nominative structural Case
is the morphological manifestation of uninterpretable aspect or aktionsart. For
alternations such as those in (1) vs. (2) and (3a) vs. (3b), what this means is that the
thematic role for the element in question may remain the same, but the different case
reflects the different aspectual makeup of the phrase in which that element is licensed.

Krifka 1992 and Kiparsky 1998 have shown that the distribution of partitive case
in Finnish interacts crucially with aspectual interpretation. There, many verbs allow an
alternation between partitive and accusative. Ramchand 1997 (see also Ramchand 2001)
has also shown a connection between aspect and object case in Bengali and in Scottish
Gaelic, where object case and aspectual morphology covary.

In Icelandic, there are some instances where one and the same verb appears
variably with dative or some other case; Sigurdsson (1989) gives the nominative-dative



examples in (4a), and Barddal points out that verbs like ‘dry’ and ‘comb,” which
ordinarily take accusative, can (optionally) take dative objects when the object is human
or a familiar animal such as a cat, as in the examples here ((4b-e) from Barddal 1993, (4f)
from Maling 2001).

4) a. Hlynadi ofninn ekki flott?  Hlynadi pér ekki fljott?
warmed the.oven.NOM not soon — warmed You.DAT not soon
‘Didn’t the oven get warmer soon?’ ‘Didn’t you get warmer soon?’

b. Kristin greiddi harid. Kristin greiddi Joni.
Kristin combed the.hair.ACC Kristin combed Jon.DAT

c. Kristin pvodi handkl®did. Kristin pvodi barninu.
Kristin washed the.towel . ACC Kristin washed the.child .DAT

d. Kristin purrkadi handkl®06i0. Kristin purrkadi barninu.
Kristin dried  the.towel.ACC Kristin dried the.child.DAT

e. Kristin strauk handlegginn & sér. Kristin strauk kettinum.
Kristin stroked the.arm.ACC on RFX Kristin stroked the.cat.DAT

f. Kotturinn kloradi  mig. Eg kloradi  kettinum.
the.cat scratched me.ACC I scratched the.cat.DAT

Sigurdsson and Barddal suggest that animate arguments in such cases are goals or
benefactives, rather than themes, and the dative is used for goals or benefactives more
generally in Icelandic; a variant on this intuition is to characterize these objects as
experiencers, as Maling does.

Nevertheless, the usual situation in Icelandic (as with German) is that
monotransitive verbs govern either only dative or only accusative case (there are
genitive-taking verbs, but they are rather few), and this is usually taken to be listed as part
of the dictionary entry.

5) a. Eg keyri motorhjol/*motorhjoli.
I drive motorcycle.AcC/motorcycle.DAT
‘I drive a motorcycle’
b. Egek  motorhjoli/*motorhjol.
I drive motorcycle.DAT/motorcycle.ACC
‘I drive a motorcycle’

Thus the Icelandic dative is more closely tied to lexical semantics than the Finnish
partitive, a difference which can be thought of as being determined by the difference
between inner and outer aspect. However, since there is little evidence for a structural
difference between dative and accusative objects (see Maling to appear), I assume that
case features are checked not in Spec-head configurations, but under Agree (Chomsky
1999), perhaps limited only by the extent of the strong phase (see Svenonius 2001).

2. Ballistic motion

In Icelandic, objects which undergo certain types of motion appear in the dative case.
Barddal 1999 has demonstrated that this generalization is productive, listing dozens of
instances of dative case with neologisms and novel uses of verbs to describe objects
being propelled through space after initial impartation of kinetic force (sportscasters are
particularly helpful in demonstrating this phenomenon).



(6) a. negla ‘kick or smash’ (< negla ‘nail’)
d. prykkja ‘kick or smash’ (< prykkja ‘print’?)
b. prusa ‘kick or smash’ (< English thrust?)
c. dtindra ‘kick or smash’ (< ? note ‘thunder’ is pruma or druna)

The data from neologisms, like the data from Dative Sickness (Svavarsdottir 1982,
Halldorsson 1982) is extremely important in that it establishes that the patterns of dative
in Icelandic are not simply remnants of some moribund historical system. Surely, the
historical patterns provide information about the origins of the modern pattern, and there
may remain verbs with idiosyncratic lexical specifications which are simply learned, like
idiomatic expressions, by each new generation. But if the patterns revealed by close
examination of the extensive and detailed lists compiled by Joan Maling (Maling 1998
lists about 800 verbs which are attested with dative objects) and Johannes Gisli Jonsson
(Jonsson 2000 is a list of over 300 constructions with non-nominative subjects) suggest a
system, the neologisms and reclassifications documented by Johanna Barddal, Asta
Svavarsdottir, and others are definite proof that a system exists.

This can also be seen with verbs referring to the launching of projectiles. The
target of the action may be accusative, but the projectile itself is dative ((7a-d) from
Maling 2001).

@) skjota fuglinn ‘shoot the bird’ (acc)

a
b skjota kalunni ‘shoot the bullet’ (dat)

c. skutla hvalinn ‘harpoon the whale’ (acc)

d skutla skutlinum ‘throw the harpoon’ (dat)

e. stinga sig ‘stick oneself” (acc)

f. stinga hnifnum { tréd ‘stick the knife (dat) in the tree’

The last example is not strictly ballistic, as the knife need not leave the hand. The same is
true of (8a-b) below (from Maling 2001). Such examples are sometimes reminiscent of
the Proto-Germanic instrumental dative (cf. (8c), also from Maling 2001).

(8) a. Hann sl6 kottinn.
he hit the.cat.AcC
‘He hit the cat’

b. Hann slo6 kettinum 1 vegginn.
he hit the.cat.DAT in the.wall
‘He hit the cat against the wall’

c. Peir toku henni opnum drmum.
they took her  open arms.DAT
‘They greeted her with open arms’

Whatever the historical source of the construction, it is clear that modern Icelandic uses
dative on objects which undergo (certain kinds of) motion. Note, however, that elements
which undergo motion are ordinarily nominative with intransitive verbs, whether the
motion is self-directed or not (cf. Zaenen and Maling 1984) (the same subjects would be
accusative in ECM contexts, cf. Thrainsson 1979).



9) a. Skipid SOkK.
the.ship.NOM sank
b. Oddlaug stokk.
Oddlaug.NOoM jumped

Thus, it seems that dative is only licensed in verb phrases which have two parts, an
initiation of an event, and some result of that initiation; compare Burzio’s Generalization,
which states that accusative case is only available from verbs which have an external
argument. I will return in section 5 to the question of monovalent verbs with dative and
accusative subjects; first I will continue to investigate the difference between dative and
accusative with transitive verbs.

3. Other manners of motion

When an event involves assisted motion then the object is accusative, not dative.

(10) a. draga ‘pull, drag, draw’
b. flytja ‘move, transport, carry’
c. fera ‘move’; ‘bring’
This includes some instances where the verb lexically specifies the direction of motion;
each of the verbs in (11) takes an accusative object.
(11) a. haekka ‘raise’
b. lekka ‘lower’

However, verbs which specify manner of motion in the sense of Levin and Rappaport
Hovav 1995 have a strong tendency to take dative objects, when transitive.

(12) a. dreypa vatninu ‘sprinkle water’
b. fleyta batnum ‘float the boat’
c. velta tunnu ‘roll a barrel’
d. venda skipi ‘turn a ship around’

Similarly for verbs meaning ‘overturn,” ‘wag,” ‘dangle,” ‘droop,’ ‘dive,” ‘blow,” ‘pour,’
‘glide,” ‘swing,” ‘splash,” and so on. Here, as in the examples given in the previous
section, there is a sense in which the movement of the object may be initiated by some
action on the part of the subject, but the subject’s influence need not persist throughout
the event.

This characterization is less clearly apt when the object is reflexive, as in (13).

(13) a. snlia sér
turn RFX.DAT
‘turn around’

b. demba sér
pour RFX.DAT
‘dive’

It may be true that a turning or diving event conducted by a sentient subject involves
continuous application of control over the event. However, this need not mean that it is
conceived of that way. Barddal 1999 documents a great number of neologisms in which
verbs with various meanings have been coopted as verbs of manners of movement by the
addition of a dative reflexive object. Just a few examples are given here; the last two are



apparently based on English words (which are not ordinarily used with reflexives in
English).

(14) blaka sér flap RFX ‘get lost’
dilla sér wiggle RFX ‘get lost’
dingla sér dangle RFX ‘get lost’
drulla sér shit RFX ‘hurry’

koma sér come RFX ‘move’

e oae o

sippa sér zip RFX ‘move’
g. skvisa sér squeeze RFX ‘squeeze by’

Examples of this type show that verbs of manner of motion take dative case productively,
not simply as a matter of arbitrary lexical specification. I will assume that they are
distinct from the accusative-taking verbs in (10-11) in that the sense of continuous action
on the object is lacking from (13-14), even though there is no such difference in the real
world events they describe. Notice that sniia can take an accusative reflexive, with a kind
of affected object meaning.

(15) sniia sig
fturn RFX.ACC
‘twist one’s elbow/ankle’

I return to the link between accusative and affected objects in section 5.

The split-v hypothesis is often taken to encode Burzio’s Generalization, if
accusative case is assigned by v, the same head that is responsible for the agent theta role.
With verbs of motion, accusative seems to signal that the object is affected or acted upon
throughout the event, in a way that is absent from the dative objects. This indicates an
integration of the activity performed by the agent or originator (the argument introduced
by v) and whatever it is that happens to the patient or undergoer. In the dative examples,
the dative argument is more insulated from v and the upper layer of the event, almost as if
there were a null preposition assigning the dative case; however, dative objects in
Icelandic show no signs of behaving like prepositional phrases, for example they undergo
Object Shift while prepositional complements do not (cf. Jonsson 1996).

(16) a. Bodullinn bjargadi stelpunni  ekki.
the.executioner rescued the.girl.DAT not

b.*  Bodullinn dansadi skipinu ekki a.
the.executioner danced the.ship not on

Also unlike prepositional complements, dative objects are promoted under passive (see
Maling and Zaenen 1985). Importantly, the promoted object remains dative under
passivization.

17) a. Skipinu var sokkt af skipstjoranum.
the.ship.DAT was sunk by the.captain
b. Honum var oft hjalpad af foreldrum sinum.

him.DAT was often helped by parents RFX.POSS

Another important indication that the syntax of accusative and dative complements is
basically the same is that particle shift in the verb particle construction applies equally
with objects of any case (generally, a verb controls the same case with or without a
particle, cf. Thrainsson 1979, Svenonius 1994).



(18) a. lata aftur hurdina — lata hurdina aftur
put back the.door.ACC put the.door.ACC back
‘close the door’

b. halla aftur hurdinni - halla hurdinni aftur
lean back the.door.DAT lean the.door.DAT back
‘close the door, leaving it just slightly ajar’

I have argued that these constructions involve small clauses in Icelandic (Svenonius
1996a, Svenonius 1996b). If that is correct, then the analysis of dative certainly cannot
make reference to direct objects or theta assignment in the old sense. In any case, the
similarity of the patterns here do not support any attempt to locate the dative-accusative
contrast in a particular licensing position, as by a null preposition.

At this point it is possible to begin to formalize the characterization made in the
previous section for the environment of the dative. Assume that all transitive verb phrases
consist of at least two parts, v and a lower part (see e.g. Kratzer 1994, Harley 1995). The
head v bears an event variable, and introduces the external argument, and may carry
information about the manner in which an activity is carried out (cf. Hale and Keyser
1993, Hale and Keyser 1999 and Kriftka 1995). The complement of v may be a root (cf.
Marantz 1997) which introduces the internal argument and may specify information
about what happens to the internal argument. If the initiator (the external argument) is
continuously involved in the situation introduced by the root, then the v event and the
root situation are cotemporaneous. This can be represented (mixing terminologies
slightly) as t(e,) = t(sy) (compare the event identification of Kratzer 1994, which is
stronger; my reason for this weaker formulation will become apparent in section 4). This
would seem to be consistent with the intuition that, for example, a dragging event
involves continuous impartation of force. For a throwing event, on the other hand, only
the initial part of e, is cotemporaneous with s,. Possibly, this happens when the root
introduces its own event (cf. Harley 1999 for a relevant investigation).

For simplicity, assume that whether t(e,) = t(s,) or not is determined by properties
of v. Then v that binds its complement in such a way that t(e,) = t(s,) is just the kind of v
that licenses accusative case. Accusative case will not be available in unaccusatives, on
the reasonable assumption that there are not two separate subevents with an unaccusative.
Passives plausibly do contain both subevents (since they carry the implication of an
external argument), but they do not assign accusative case. | take the absence of
accusative case in Icelandic passives to indicate that passive v does not bind its
complement in the same way as active v; this may be connected to the ready availability
of a stative reading for passives, but it is not immediately clear here that it follows from
anything deep. Perhaps that is as it should be; the properties of passives vary a great deal
cross-linguistically.

In the dative examples I have shown so far, there is an initiating event and so
there must be an initiator v. However, I have suggested that it is not cotemporaneous with
the event introduced by the root. Dative case is not available in true unaccusatives, as
noted above, so it, like accusative, requires reference to the complex event structure made
possible by the split-v analysis. Thus, I will provisionally assume that dative is available
when an initiator v is chosen which binds only the initial time of the root (ultimately, I
will suggest that properties of the root are crucial in determining whether the events are
identified in the relevant way or not). Note that such binding will be unchanged in the
passive, cf. (17). In fact, ditransitives suggest that a single root can have two v’s, so a
dative passive presumably has two v’s as well (see Davis and Demirdache 2000 and



Travis 2000 on the inventories of v in Salish and Austronesian languages; cf. also Harley
1995).

In Icelandic, there are some overt morphological candidates for v, such as the
inchoative deadjectival suffix -ka (Sigurdsson calls it ‘progressive’) in dypka ‘deepen,’
mjokka ‘narrow,” or minnka ‘shrink’ (cf. also the verbs in (11)). All of these take
accusative objects and belong to the same declension paradigm (bakka ‘back up’ takes
dative, but seems to only accidentally end in -ka; it is not inchoative, not deadjectival,
and doesn’t show umlaut).

If v determines the declension paradigm, then causatives which are productively
formed from unaccusatives by the addition of a particular kind of v should belong to the
same declension paradigm. The systematic correlation between weak verbs like those in
(19) and strong ones like those in (20) is discussed in Sigurdsson 1989 (for the weak
transitive verbs in (19), the infinitive, third person singular past, and past participle forms
are given—the alternation 0—t—d is phonologically predictable; for the strong
unaccusative verbs in (20), the infinitive is followed by the third person singular present,
third person singular past, third person plural past, and the past participle).

(19) dreypa (dreypti, dreypt) ‘sprinkle’

feykja (feykti, feykt) ‘blow’

fleygja (fleygdi, fleygt) ‘throw (away)’
fleyta (fleyti, fleyt) ‘float’

renna (renndi, rennt) ‘pour, let flow’

sleppa (sleppti, sleppt) ‘let go, release, drop’
stokkva (stokkti, stokkt) ‘chase’

velta (velti, velt) ‘roll’
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(20) drjapa (drypur; draup, drupu, dropid) ‘drip, fall in drops’
fjoka (fykur; fauk, fuku, fokid) ‘be blown away, blow away’
fljaga ( flygur; flaug, flugu, flogid) ‘fly’

fljota (flytur; flaut, flutu, flotid) ‘float’; ‘run, stream’

renna (rann, runnu, runnid) ‘slide, slip’; ‘flow, stream, run’
sleppa (slapp, sluppu, sloppid) ‘get away, escape’

stokkva (stekkur; stokk, stukku, stokkid) ‘jump, leap, gallop’
velta (valt, ultu, oltid) ‘roll’
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It is striking that all of the verbs in (19) take dative complements. Sigurdsson 1989 also
gives similar (transitive weak—unaccusative strong) pairs in which the transitive verb
takes the accusative (setja ‘set,” reisa ‘raise,” feera ‘move,’ corresponding to sitja ‘sit,’
risa ‘rise,” fara ‘move’), but they do not specify manner of motion, but rather
accompanied motion (cf. (10-11)). This suggests that there is a weak paradigm transitive
v head which attaches to roots indicating motion and which, if a manner is specified for
that motion, do not bind the event in the way necessary for accusative case.

There are strong verbs taking dative complements (e.g. [jitka ‘finish,” slita ‘wear
down’), but not nearly as many as those taking accusative. In fact, strong accusative-
taking verbs often seem to correspond to weak unaccusatives, in a reversal of the pattern
shown above.



21) a. brjota (brytur; braut, brutu, brotid) ‘break, crack’
b. kljafa (klyfur; klauf, klufu, klofid) ‘split, cleave’
C. rifa (reif, rifu, rifid) ‘tear, rip’; ‘tear down’
d. slita (sleit, slitu, slitid) ‘snap, break’

(22) a. brotna (brotnadi, brotnad) ‘break, crack’
b. klofna (klofnadi, klofnad) ‘split, crack’
C. rifna (rifnadi, rifnad) ‘tear, rip open’
d. slitna (slitnadi, slitnad) ‘snap, tear’

However, -na is denominal (apparently: cf. brot ‘fracture,” klof ‘crotch,’rifa ‘rip, tear,
crack, gap, slit,” slit ‘wear and tear’; but Sigurdsson (1989:242) notes that -na is also
frequently deadjectival; (22) might be formed on the past participles of (21)), so the
pattern here does not necessarily suggest that the unaccusatives are derived directly from
the transitives (furthermore the strong paradigms are regular, so they could themselves be
derived). Most class 3 verbs ending in -ja take accusative (e.g. flytja ‘move,’ dylja ‘hide,’
dvelja ‘delay’), but there are exceptions (vefja ‘wind’ enters a dat-acc alternation). Some
of the exceptional dative-taking verbs might actually be seen as involving a distinct,
instrumental dative (e.g. aka ‘drive,’ fljuga ‘fly (a plane),’). It is clear that the apparent
correlations bear further investigation (see Sigurdsson 1989: 242 for references to
previous work, especially on the —s¢ suffix).

In the next section I look at one construction in detail, the spray-load alternation,
to determine the syntactic structures involved.

4. The spray-load alternation

In Icelandic, the familiar spray-load alternation is productive with verbs with the
appropriate semantics. When the direct object is the location or target of movement, it
appears in the accusative case, as in (23a, c, €). When the direct object is the element or
substance being moved, it appears in the dative case, as in (23b, d, f).

(23) a. Vid hlodum vagninn med heyi.
we loaded the.wagon.ACC with hay.DAT
b. Vid hl6dum heyinu a vagninn.
we loaded the.hay.DAT on the.wagon.ACC
C. Hann spreyjar bilinn med malningu.
he  sprays the.car.ACC with paint.DAT
d. Hann spreyjar malningu a bilinn.
he  sprays paint.DAT on the.car.ACC
e Hann smyr braudid med hnetusmjori.
he  smears the.bread.ACC with peanutbutter .DAT
f. Hann smyr hnetusmjorinu a braudid.

he  smears the.peanutbutter.DAT on the.bread.ACC

It seems clear that this is part of the more general pattern already revealed. Given what I
have said about the dative not being involved in the upper part of the event, this implies
that the relationship between the verb and the accusative should be tighter and more
intimate, in a way, than the relationship between the verb and the dative. This is not
obvious syntactically; object shift may apply in either structure.



24) a. Vid hlodum ekki vagninn me0d heyi.
b. Vid hlodum vagninn  ekki me0 heyi.
we loaded the.wagon not the.wagon with hay
‘We didn’t load the wagon with hay’
(25) a Vid hlodum ekki heyinu 4 vagninn.
b. Vid hl6dum heyinu ekki a vagninn.

we loaded the.hay not the.hay on the.wagon
‘We didn’t load the hay onto the wagon’

However, semantically, there is a difference. The accusative direct object is conceived of
as an incremental theme, and the event is mapped onto the object in the sense formalized
by Krifka 1992. In contrast, the dative object is not, and is treated more as if it were an
indivisible unit undergoing movement. This is not a fact about the world; in the real
world, it is just as possible for hay to be moved bit by bit into the wagon as it is for the
wagon to be filled bit by bit with hay. But there is evidence that this is not the way the
Icelandic language structures such events. Either, as in (24), the event is thought of as a
gradual process of wagon filling, or else, as in (25), it is thought of as an atomic act of
hay relocation. This becomes clear when we attempt to modify the two structures with a
degree adverb.

(26) a. Vid hl66um vagninn nestum pvi med heyi.
we loaded the.wagon.ACC nearly so with hay.DAT
‘We nearly loaded the wagon with hay’ (ambiguous)

b. ? Vid hlodum heyinu nastum pvi & vagninn.
we loaded the.hay.DAT nearly so on the.wagon.ACC

(26a) is ambiguous. It can either mean that we nearly performed the activity that would
have led to wagon-filling (the wide scope reading), or else it can mean that we performed
some activity, and, as a result, the wagon nearly became filled (the narrow scope
reading). (26b), in contrast, can only have the wide scope reading. (26b) is also somewhat
degraded. A better sentence than (26b) is the one below, in which the object follows the
adverbial.

(27) Vid hlodum nastum pvi heyinu a vagninn.
we loaded nearly so the. hay.DAT on the.wagon.ACC
‘We nearly got around to loading the hay onto the wagon’

Here again only the wide scope reading is possible. The degree adverbial cannot modify
the subportion of the event having to do with the changing of location of the hay.
Consider the structures proposed by Hale and Keyser (Hale and Keyser 1993, Hale and
Keyser 2000) for spray-load constructions. They argue that the location-as-object variant
involves a complex VP structure, as in (28a), providing specifiers for the agent and the
location (the external argument is not shown here), while the locatum-as-object version
has a small clause complement to a causative V (here the small clause is labeled PP).
Thus, in (28a) the location is an argument of the verb, but in (28b) the locatum is
properly an argument of P. Recall the intuition I floated above that the accusative is more
directly involved in the higher verbal structure, while the dative is more removed from it.
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(28) a. VP b. VP
/\ /\

\Y% VP \Y% PP
DP/\ V' 10|ad DP/\ P'
thewAagon A% ~ PP %y p — DP
10|ad wu%ay on thewAagon

Assuming Icelandic to have structures like these, the tree on the left would be the
accusative structure, and the higher V in each structure would be the one that introduces
the external argument; that is, it is the head that I have been referring to as v.
Alternatively, there is always a distinct v, in which case the tree on the right must have an
additional layer. I will return to this possibility.

Assuming the trees in (28), the two readings for (26a) correspond to the two
possible points of attachment for the adverbial, above and below the causative v at the top
of the structure (optional object shift allows the object to appear to the left or right of
both attachment sites, so that word order is unilluminating). If attachment is high, then
the act of causation was ‘nearly’ performed. If attachment is low, then the loading event
was ‘nearly’ complete.

In the dative structure to the right, there is only one V projection, and only one
reading. One might expect a second reading in which the adverb attaches to the small
clause [hay onto the wagon]. Possibly, the relevant difference between V and P is that V
introduces an event, while P does not . If the adverbial must bind an event, then it will not
have anything to bind in case it attaches to the non-verbal projection. This means that the
required higher attachment of the adverbial is forced, and only the wide-scope reading is
available. The only part which is unexplained is why (26b) is degraded, since object shift
should allow the dative object to leave the VP in any event. I will assume that this has to
do with the information structural properties of object shift and is not syntactically
blocked.

The account just sketched relies on specific details of the structures in (28),
independently motivated by Hale and Keyser. But recall the idea that every transitive
verb actually consists of two parts (as would be suggested by the morphological evidence
discussed above). This gives trees like those in (29).

(29) a. vP
/\

R Ap

s v /\P

th%gon v e owd BF P
lond  wiihay Tay ADP

on the wagon

Assume for the moment that the root Vioad, which I label V, can ambiguously be used as
a way of affecting a location, in which case v will bind its event, and the tree in (29a) will
result, or a way of making something move, in which case v will only bind the initial part
of the event, and the tree will be as in (29b). Now, if the trees in (29) are more accurate,
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then it looks as if there should be an ambiguity in (29b), since there are two locations for
the attachment of the adverbial. However, the attachment of the adverbial below the
causative head would still be above the small clause [hay on the wagon], and so the scope
would not be different in any relevant way. The wagon is more integrated into the verbal
event in (29a) than in (29b), and will be subject to its modification. See section 5 on
mapping to events.

A similar effect can be observed in Serbian (as pointed out to me by Tanja
Milicev), with verbs like pomoci ‘help’ which optionally take dative or accusative (with
accusative this verb tends to refer to financial assistance).

(29) a. On ga je skoro pomogao.
he him.ACC is almost helped
‘He helped him, to a degree that was insufficient’
b. On mu je skoro pomogao.
he him.DAT is almost helped
‘He almost helped him’ (help was never provided)

In English, the partial reading of the sentence he helped him is unavailable —hence the
clumsy paraphrase in (29a)—as if ‘help’ took the dative in English. That English has
something like a covert dative structure is also suggested by examples like those in (30).
30) a. This forge partly burns coal.

b. This forge partly burns on coal.
(30a) is ambiguous, meaning either that the coal placed in the forge becomes partly burnt,
or that the forge uses two types of fuel, one of which is coal. (30b) only has the latter
meaning. In Icelandic, when the coal is the type of fuel that the forge runs on, then it
appears in the dative case, as noted by Maling 2001.
31) a. brenna kolum burn coal.DAT ‘run on coal’

b. brenna kol burn coal.ACC ‘consume coal by burning’ or ‘make charcoal’

Further evidence that the dative has to do with event stucture comes from cognate object
constructions. Maling 2001 points out that cognate objects tend to be dative.

(32) a. Han grét sarum grati.
she cried bitter tears.DAT
b. Hann svaf djopum svefni.
he  slept deep sleep.DAT
c. Han hler alltaf svo innilegum hlatri.

she laughs always so inward  laugh.DAT
d. Hun lifir godu lifi.
she lives good life.DAT
e. Han brosti til hans tindrandi brosi.
she smiled to him sparkling smile.DAT
She also notes a number of apparent exceptions.
33) a syngja songinn
sing song.ACC

b. pvo pvottinn
wash wash.ACC
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C. pylja puluna
recite poem.ACC

d. dreyma draum
dream dream.AcC

€. roa rodur
row row.ACC

It turns out that the exceptions are not actually cognate objects, in the formal sense; they
are simply direct objects which happen to be cognate with the verbs they appear with (cf.
the ‘hyponymic objects’ of Hale and Keyser 2001). Thus, ‘sing,” ‘wash,’ etc. are ordinary
transitive verbs, while ‘cry’ and ‘sleep’ and so on are not.

This can be seen by the fact that the true cognate objects require adjectival
modification, while the accusative arguments do not. It can be further demonstrated by
using a modifier which makes explicit reference to the physical properties of the object,
as in (34); you cannot have a half of a cognate object (except with poetic license),
whereas it is quite natural to quantify over ordinary objects.

(34) a. Hann dreymdi halfan draum.
he dreamt half dream.Acc

b. Hann reri  halfan rodur.
he rowed half row.AcC
‘He made half of an intended rowing trip’

(35) a. * Hann brosti halfu brosi.
he  smiled half smile.DAT

b. * Hann grét halfum grati.
he  cried half cry.DAT

Thus, ‘dream’ in Icelandic is an activity, like reading or writing, which involves the agent
and the patient intimately over the course of the event; the verb consists of a v of
initiation which is contemporaneous with a V of the unfolding of a dream. The Icelandic
equivalent of ‘smile,” on the other hand, is different; it presumably also involves an act of
initiation, but there is no independent event of smiling, only the smile itself.

What appears to be exactly the same contrast is demonstrated for Russian by
Pereltsvaig 1999, where the true cognate objects appear in the instrumental case, while
incidentally cognate objects are accusative, just like noncognate objects.

Assuming Hale and Keyser’s analysis of intransitive verbs as covertly transitive, a
verb like smile underlyingly involves an N complement to v. (Following Marantz (1997)
or Borer 2000, the complement might not have any syntactic category before combining
with v.) According to Hale and Keyser 2001, the cognate object construction arises when
that underlying complement to v contains modification (e.g. an adjective) or other
material that requires the support of functional material; the functional material, in turn,
makes the null N impossible (alternatively, it prevents incorporation, or forces the
category N). The cognate object solution is to allow both the the higher and the lower
head to contain lexical material; but plausibly N, like P, does not introduce an event, so it
is not possible for v to bind it. Hence accusative is not licensed.

5. Measuring out

Tenny 1994 proposes that if a verb carries the entailment that its direct object undergoes
an internal change, then that direct object measures out the event introduced by the verb;
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furthermore, she argues that other arguments (subjects, indirect objects, and prepositional
arguments) cannot measure out the event. The clearest examples of this are verbs with
incremental themes, such as verbs of creation and consumption, and the formal
expression of the measure of the event is sharpest in Krifka’s (1992) mappings of objects
to events and events to objects.

In Icelandic, verbs which entail that their direct objects undergo internal change
almost always take the accusative case. This is true of incremental theme verbs like ‘eat,’
‘drink,” ‘build,” ‘make,” ‘paint,” and so on, typical affected object verbs like ‘shoot’ (cf.
(7)), verbs of breaking, cutting, and so on (cf. (21)), and verbs of change of state like
‘enlarge,” ‘reduce,” ‘bend,” ‘twist,” ‘melt,” ‘burn,” ‘dry,” ‘heat,” and so on. In fact, many
verbs which take affected objects in the accusative take dative objects instead when they
are combined with a particle that indicates that the object is moved to a different location
((36a-d) from Barddal 1993, (36e-f) from Maling 2001).

(36) a. Hann mokar snjo.
he  shovels snow.ACC
b. Hann mokar snjonum  burt.
he  shovels the.snow.DAT away
c. Hann sopar golfid.
he  sweeps the.floor.AcC
d. Hann sopar ruslinu saman.
he  sweeps the.garbage.DAT together
e Hann peytir rjomann.
he  whips the.cream.ACC
f. Hann peytir laufunum burt.
he  flings the.leaves.DAT away
g. Hann stappadi kartoflur.
he mashed potatoes.ACC
h. Hann stappadi nidur fotunum.

he  stamped down the.feet.DAT

Here, the particle signals a difference in the way the event involves the object, and a
different case is used; but recall from (18) in section 3 that particles do not generally
affect case assignment. It is only when the Aktionsart is changed in precisely this way
that the particle matters.

With the possible exceptions of some problematic cases discussed immediately
below, the generalization is robust that measuring-out objects in Tenny’s sense are
accusative. This falls out from the theory of accusative case presented in the previous
sections. Take Krifka’s mapping of events to objects to be the formal statement of
measuring out (Ve, €', x[R(e,x) A ¢' = e — IX'[x' = x A R(e',x")]]); it states that for a
certain class of predicates, for every subpart of the event, there is some corresponding
subpart of the object, such that the relation between the event and the object (say, eating)
also holds between the subpart of the event and the subpart of the object. Thus, for a five
minute slice of a half-hour event of eating a chicken, there is a subpart of the chicken
which is eaten. The event that the object is mapped onto is quite intuitively the event
introduced by V. If the event introduced by V occupies the same timespan as the event
introduced by v, then mapping to objects will give the right results for the event denoted
by vP. However, if the V event and the v event have distinct extensions in time, as with
the dative objects, then the object will not map to vP, even if it maps to VP.
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There are some exceptions to the generalization that dative objects do not undergo
internal change, which I enumerate here (i-iv).

(i) As noted in section 1 above (see example (4)), Barddal has pointed out that
verbs meaning ‘wash’ and ‘scratch’ take dative when the object is an experiencer. My
claim is then that although the towel in ‘wash the towel’ may measure out the event, the
baby in ‘wash the baby’ is not seen as doing so.

(i1) Verbs meaning ‘kill’ usually take the dative, though the very common drepa
takes accusative. Possibly, the object of verbs of killing is seen as an experiencer, in the
same sense as in (i); alternatively, verbs of killing are conceptualized as involving the
initiation of a dying event in which the influence of the agent does not persist. In any
case, it seems reasonable that the patient does not measure out the event in the way
formalized in mapping to objects. Maling (2001) points out that accusative-taking drepa
is a more general term which can be used for stopping an engine, a piece of music, and so
on.

(iii) As Maling (2001) notes, verbs referring to destruction often take the dative.

(37) a. eyda ‘destroy, exterminate, delete’
b. granda ‘damage, destroy’
c. spilla ‘spoil, harm,’
d. tortima ‘destroy, annihilate’

Again, these might be thought of as involving the initiation of a termination event, with
the patient then terminating independently of the subject. There are also many verbs with
similar meanings that govern accusative.

(38) eydileggja ACC ‘destroy’
skada ACC ‘damage, harm’
skemma ACC ‘damage, spoil’

gereyda ACC ‘annihilate, liquidate’

e o o p

My claim would be that these verbs are conceptualized as involving event identification,
in contrast to those above. However, I have not uncovered any independent evidence that
this is the case. At worst, the cases can be lexically stipulated, as on other accounts.
Nonetheless, it is possible to pursue the idea that such stipulation always carries
additional entailments.

(iv) A final category of verbs with affected objects that appear in the dative is a
set of various verbs with saman ‘together,” noted by Barddal (1993) (whence (39a-b))
and Maling (2001) (whence (39c-d)).

(39) a. Hann blandar djus.
he  mixes juice.ACC

b. Hann blandar vatninu saman vid djusid.
he  mixes the.water.DAT together with the.juice
c. hraera deigid ‘mix the dough’ (acc)
d. hrara purrefnunum saman ‘mix the dry ingredients together’ (dat)

Maling notes that many such verbs allow the accusative even in the presence of saman,
and that other verbs require accusative regardless of the presence of saman (e.g. ‘glue,’
‘nail,” ‘sew,” ‘put’). She finds that there is a tendency to use dative when things such as
ingredients are mixed, while items which are simply joined remain dative. This situation
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is problematic, but does not constitute a clear counterexample to the claim that dative
objects cannot measure out an event.

Previous accounts of Icelandic case have always, in the end, relied on stipulated
lexical entries. I claim here, among other things, that there are limits to what can be
stipulated. Datives cannot measure out, because the only v head available to license
dative fails to bind V in the way necessary for measuring out. Accusatives cannot be
involved in disjointed subevents, because the accusative v necessarily binds V in a way
that makes them coextensive.

An interesting illustration of this can be drawn from Maling’s (2001) ‘verbs of
heavenly emissions.” The effluence in meteorological phenomena appears in the dative
case in Icelandic, giving examples like those in (40).

(40) a. Eldfjollin spta eldi og eimyrju yfir landid.
the.volcano spewed fire.DAT and embers.DAT over the.land
b. Pad ringdi blomum  yfir likkistu Dionu prinsessu.
it rained flowers.DAT over casket Diana princess

Here it is reasonable to think that the subject does not remain continuously involved in
the event, but simply launches (to the extent that there even is a subject in (40b)). Maling
includes verbs of ‘bodily emission’ under the same rubric.

41) a. Heldurdu ad ég skiti peningum?
think.you that I ~ shit money.DAT

b. Ranr haf6i slefad morgum litrum  af munnvatni & golfteppi.
Raniir had drooled many  liters.DAT of drool on the.carpet

If these examples are part of the same semantic frame as the ballistic motion cases
discussed in section 2 above, then it must be that there is a subevent of movement of
money or drool which is set in motion by some initiating event, without the initiating
event and the movement event being too intimately linked. This may not be a necessary
fact about human language, but rather a convention adopted in Icelandic.

Another factor that is surely subject to language-specific lexical convention is the
possibility of monovalent verbs with dative or accusative case, amply documented by
Jonsson (Jonsson 1997-1998, Jonsson 2000, Jonsson 2001). Yet even here, my claim is
that learning that a given verb takes dative or accusative cannot be separated from
learning that it has certain aspectual properties; specifically, the dative and accusative
should not be possible without there being two subevents, unlike the true unaccusatives in
section 2 (cf. example (9)).

Dative subjects are possible with verbs denoting such emotional experiences such
as anger, boredom, or liking (as in (42a)), gradual changes like growing weaker or colder
(as in (42b)), and certain verbs of movement (42c). Weather verbs may also appear with
dative subjects, as in (42d). (All examples from Jonsson 2000)

42) a. Henni kennir til { fetinum
‘Her legs ache’
b. Félaginu hefur hnignad
“The club has declined’
c. Béatnum hvolfdi 4 midju vatninu
‘The boat capsized in the middle of the lake’
d. Spurningunum rigndi yfir kennarann

“The teacher was showered with questions’
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It is instructive to compare these with typical accusative-subject constructions, also
catalogued by Jonsson. Accusative subjects are possible with certain verbs denoting
physical sensations like ticklishness (43a), changes of state like breakage or freezing
(43b), and certain kinds of movement (43c-d). (Again, all examples from Jonsson 2000.)

43) a. Mig kitlar { nefid
‘My nose tickles’
b. Tjornina lagoi.
‘The lake froze over’

C. Manninn tok Gt
‘The sea seized the man’
d. Béatinn hof fyrir straumi.

‘The boat was carried by the current’

These examples are systematically different from the kinds of examples found with
dative subjects. In the dative examples, it is easy to imagine an initiating event which
caused the legs to ache, the club to decline, the boat to capsize, or the teacher to be
showered, without that initiating force being active throughout the aching, the decline,
and so on. In contrast, in the accusative examples, the cause of the tickling, freezing, or
being swept away is constantly present throughout the tickling, freezing, or being swept
away. Furthermore, in the case of (43b), the accusative is the measure of the event,
whereas this is not a possible interpretation for any dative subject.

These remarks are not sufficiently precise to predict the case on all non-
nominative subjects; it is possible that separate statements must be made to the effect that
experiencers tend to be dative under certain conditions; see Jonsson 2001 for extensive
discussion. The pattern here is suggestive, however. When some event has been initiated
by some external force, and some change of state or location for some theme then occurs,
then the theme appears in the dative. When the initiator of the event remains involved in
what happens to the theme, then the theme is accusative. When there is no initiator, or
when the theme is the initiator, then the theme is licensed at the clause level, and in a
finite clause, will appear in the nominative; this is what happens with true unaccusatives,
and is the usual case for intransitive verbs in Icelandic.

6. Conclusion

Icelandic case has been the subject of much fine work, and the account developed here
would not have been possible without it. It will have been clear from my references to it
above that I have drawn especially heavily on Maling’s (2001) organization of dozens of
dative-taking verbs into semantic categories.

However, the account developed here departs from previous accounts in
significant ways. It distinguishes itself from those which postulate a connection between
case and thematic roles, as those accounts make direct reference to entailments about the
case-marked noun phrase. Here, the entailments having to do with the noun phrase are
indirect, and are the result only of facts about the event structure in a larger way. This
account also distinguishes itself from those which postulate lexical specification of case;
such accounts typically aknowledge regularities but then place no constraints on what can
be lexically stipulated, rendering them incapable of making predictions. I predict strongly
that datives cannot be measures of events, and that accusatives cannot be dissociated
temporally from events.
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As I have mentioned above, Marantz (2001) has argued that verbs consist of a
functional part, v, which contains syntactically relevant information, and a lexical part,
which does not (his v, here V). On his view, it is not possible to stipulate in a lexical
entry that a verb will appear with a particular case. Such syntactic information can only
come from the functional head, v. The account I have developed here is fully compatible
with such a view, as the information necessary to determine whether object case is
accusative or dative is entirely located in v (in the manner of the binding of the lower
event); which roots can be combined with in the ‘dative’ fashion (or, seen a different
way, by the ‘dative’ v) is determined by the event structure offered for binding by the
root. Certainly, many challenges for this account remain. Not least among them, the
dative-taking v must be prevented from combining with roots like keyra ‘drive’ (cf. (5a)),
while the accusative-taking v must not combine with aka ‘drive’ (cf. (5b)). Ultimately,
this account may be brought down by such apparent minimal pairs. However, in every
case I have been able to examine closely, it has turned out that differences of can be
discerned, often in Aktionsart (in the pair in (5), aka in this use is regarded as old-
fashioned, and so its event structure might simply be learned, partly on the basis of its
case).

If accusative and dative are consistently associated with particular Aktionsarten,
then the learner can use evidence from case to infer something about lexical semantics
(and vice versa). The learning endeavor is even more greatly facilitated if prepositional
cases, which are very high in frequency, can be included as well, and it seems that they
can.

There is a regular alternation with prepositions in Icelandic, familiar from many
Indo-European languages, whereby prepositions appear with the dative when they have a
locative meaning, and the accusative when they have a directional meaning.

44) a. Hann synti undir branni.
he  swam under the bridge.DAT
‘He swam (around) under the bridge’ (the location was under the bridge)

b. Hann synti undir brana.
he  swam under the bridge.ACC
‘He swam (to) under the bridge’ (the endpoint was under the bridge)

Prepositions being simpler than verbs, this situation might represent a purer instance of
the same contrast noted above for verbal complements. I suggested in section 4 that P
does not introduce an event, but possibly it introduces an analogous spatial variable. In
the accusative example, there is a mapping of the event of swimming onto the path
between the initiation of the event and the bridge. In the dative example, there is no such
mapping. Thus it seems that the accusative-assigning element of the prepositional phrase
determines a mapping, like its verbal counterpart. Note that the mapping is not to the
bridge, but to a salient path (cf. Ramchand 1997). This is perfectly consonant with the
account here; the accusative assigner demands a mapping, but not necessarily to the noun
phrase which gets the accusative case.

As a final remark, note that the account laid out here, combined with that of
Pesetsky and Torrego (2001), eliminates one of the strongest cases for a purely
uninterpretable feature, that is, a formal feature with no semantic content. This raises the
hope that the theory of features can be simplified by eliminating uninterpretable features
altogether (the last bastion will be grammatical gender).
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On Nonprimary Selectional Restrictions
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Abstrad

This paper argues for nonprimary c- and s-selectional restrictions of verbs in computing
nongimary predicatives such as resultatives, depictives, and manners. Our discusson is
based bah onthe selection violations in the presence of nonpimary predicates and onthe
crosslinguistic and language-internal variations of categorial and semantic constraints on
nongimary predicates. We daim that al types of thematic predication are represented by
an extended projedion, and that the merger of lexicd heads with another element,
regardlessof the type of the dement, consistently has c- and s-seledional restrictions.

1. Introduction

Nonprimary predicaion includes resultative, depictive, manner, and path predication. This
paper argues for nonprimary c-seledion and s-seledion d verbs in integrating nongimary-
predicaion-denating expressons into the dause structure.

C-seledion and s-seledion are merger constraints on the complement of lexicad head
elements. The former is a cdegoria constraint, wherees the latter is a semantic constraint.
Pesetsky (1982 191, 199% suggests that the former can be derived form the latter. However,
as argued by Odijk (1997 and Speas (2000, c-selection is independent of s-seledion.
Language-internally, we find apparent synonyms that differ in what category their object can
be. For example, ask can have anaminal or clausal object, while inqure can ony have a
clausal one.

1 a We aked {the time/what time it was}.
b. Weinqured {what timeit was/ *thetime}.

Crosslinguisticdly, we find apparent diff erences in the syntadic categories of objeds
of the same semantic type of verbs. For example, in English, the verbs that can have infinitive
objeds include hope, expect, need and want, but in French nane of the counterparts of these
takes an infinitive except that of want (Je woudrais partir).

Importantly, the observed c-seledion d complement by lexicd heads is not seen in
norrcomplement elements. As diown in the following data (cited from Svenornius 1995,
verbs have astrong influence over the finiteness of their clausal complement (2); however,
they have noinfluence over the finitenessof their clausal subjed (3).

2 a Jadck {wished/*wanted} that he had never seen thase magic beans.
b. Jadk {wanted/*believed} for his mother to be proud d him.
C. Jadk {regretted/* wished} trading the cow.
3 a That Pippi defeaed the pirates {d efied comment/bathered the captain/sufficed

to impress M. Nelson}.

b. For Pippi to defea the pirates would {defy comment/baother the catain/suffice
to impress M. Nelson}.

C. Pipp’ s defeding the pirates { defied comment/bothered the captain/sufficed
to impress M. Nelson}.

ZASPapersin Lingustics 26, 2001
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Seledion is merger of lexicd elements with their complement. We cdl the standard
seledion pimary seledion, and ¢c- and s-selediona restrictions of verbs primary selectional
restrictions.

We will show that crosslinguisticdly and language-internally, norprimary predicates
are hosted by either complements or adjuncts, and the verbs are sensiti ve to the complement-
type of nonprimary predicates. The sensibility is exhibited in, on the one hand, whether
cetain semantic or syntadic type of nongimary predicates are dlowed, and onthe other
hand, when they are dlowed, whether the s- and c- seledion d the verbs change in the
presence of anonprimary predicae.

If anonpimary predicate is hosted in the cmplement of verbs, we cdl the merger of
the verbs with this type of complement nongrimary seledion, and the relevant categorial and
semantic constraints onthe merger nonprimary selectional restrictions.

We make the following propasal. Unlike in the primary seledion, the seleded
caegory of nonpgimary seledion is generally a semi-functional xP, which is projeded above
a (lexicd) XP (4), and the semantic types of the seleded element in this case can be
resultative, depictive, manner, path, etc. In addition, like v, the functional a, n,and passgn a
theta-role to their subject at Spec Moreover, like v, the functional a, n, and p do no Case-
license the subjed, and thus the subjed has to be Case-licensed in the structure of the primary
predicae, urless the language dlows it to get a default case (Jang & Kim, this volume,
Schiitze 2007).

4) xP
T
subjed X’
T
X XP

In our analysis, the xP for the complement-type of nongimary predicaes is merged
with the verb o the primary predicae (5a), whereas the xP for the aljunct nongimary
predicaesis an adjunct of the structure of the primary predicate (5b). Asin primary selection,
nongimary seledion accurs only in the complement-relation (5a).

B a b. YP
T T
\% xP xP YP
TN TN PN
subjed X’ subjed X’ VP
T
X XP X XP

Note that our clam that verbs have both primary and nonpimary seledional
restrictions does not imply that verbs can have two sisters (as in Carrier & Randall 1992.See
Bowers 1997for arguments against Carrier & Randall’s approach). In (5a), XP is merged with
the verb in V, and then the newly-formed term is merged with ancther element. It is in this

1 1f v can case-license objeds, which is in its complement, as assumed in Chomsky (1995, x in (4) should be
able to license the ase of XP. For instance, the Instrument and cther cases of depictives in Russian may be
licensed by x. Following the general ideaof Richardson (this volume), we can further claim that the different
cases may berelated to dff erent event-structure feaures of x.
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derivational binary sense that nonpimary seledion can bend grimary one, bu naot the other
way around(seesedion 6and section 7).

Our XP hypothesis is different from Bowers' (1993, 200} PrP theory in the foll owing
way. Although we not only adopt but also provide evidence for the occurrence of a functional
projedion in encoding a predicdion relation, we daim that the label of PrP is wrong.
Theoretically, PrP is redundant, since its relation to vP is unclea in primary predication.
Empiricdly, the cdegory of PrP does not capture the interadions and variations observed in
the literature and presented in this paper.

The paper is organized as follows. In sedion 2 we provide evidence to suppat the
clam made by the PrP Theory that a thematic predication relation must be encoded by a
functional projedion, and adopt the unified analysis of the theta-role assgnment to subjeds
proposed by the PrP Theory. In sedion 3, we present Chinese evidence to show that the
asumed xP can be ather complement of the verb or an adjunct. In sedion 4we present cross
linguistic and language-internal variations of the cdegory of complement-type nongimary
predicaes, and argue that an extended projedion rather than PrP can cepture the facts. In
sedion 5 we present cross-linguistic and language-internal semantic oconstraints on
complement-type nongrimary predicates. We then dscussthe violation d c- and s-selection
of verbs in the presence of complement-type nongimary predicates in sedion 6.1n section 7,
we ague for a syntadic account for the “Dired Objed Restriction” on nonpimary
predicaion, and acourt for one more instance of c-seledion volation in the presence of
nongimary predicates. The paper is concluded in section 8.

2. A Thematic Predication Relation is Represented by xP
In this section we discussthe projection d (4).

First of al, we neal to distinguish thematic predicaion from nonthematic predication.
In the former case, the theta-role of the subjed is licensed after the subjed is merged with a
term which contains the predicate. Both primary and nonpimary predicaion kelong to this
case. Acoordingly, we asume that event can be asubject, beaing an e-role. So predication o
an event is a thematic predication. Nonthematic predicaion, havever, is a derived
predication relation, as in the relation between a topic and its comment, between a relative
pronounand the relative dause (Quine 1960, see Heim & Kratzer 1998 86), between the
extra-nominative nominals and their sister clause (Heycock 1993,Heycock & Doren 20QL),
etc. In the nonthematic predicaion relation, the thetarole of the subed is stisfied
independent of the predicaion. Since non-thematic predicaion is computed later than a
thematic predication, and thus is a derived rather than a basic predication relation, it is not
discussed in this paper.

We ague that a thematic predication relation, regardless of whether it is a primary or
nonprimary predicaionrelation, is represented by the extended projection xP.

Our nation d extended projedionis different from Grimshaw's (1997). In Grimshaw's
theory, "[A]n extended projedion consists of alexicd heal and its X' projedion dus all the
functional projedions aboveit." (Grimshaw 1994 76) The notion d extended projedion used
here means the projection d afunctional head which is merged with alexicd phrase, and the
caegory fedures of the functional head and that of the lexicd head are the same. An example
of this extended projedion is vP, which takes VP as complement. Both vP and VP are verbal,
and thus they have the same category feaures.?

Three d¢aims will be made: a functional projedion is projeded in nongimary
predicaion, an external argument is always merged at the Specof this projedion, and finally,

2 |f we alopt the theory of the Distributed Morphology, the so-caled lexicd phrases used generally and here
may all be projedions headed by "f-morphemes,” which dedde the cadegory of the "I-morphemes." (cf.
Marantz 1997
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this projedion shares its caegory features with its complement, and thus it is cdled
"extended." In this :dion, we ague for the first two claims. The last clam will be argued for
insedion 4.

2.1 The Projedion d a Functional Category

PrP Theory is right in claiming that a predication relation must be encoded by a functional
projedion. A direct argument for this is the obligatory aternation between the de-
construction, where the functional word de occurs, and the V-V construction, where the
lexicd heads of the two predicaes are aljacent, in the integration d a norprimary predicae
(resultative/depictive/manner) in Chinese. In the following data, those in (6) are resultative
constructions, those in (7) are depictive onstructions, and those in (8) are manner
constructions.® The de-construction is ®en in (6a/7a/8a/8c), whereas the V-V construction is
sean in (6b/7b/8b). The nonpimary predicate foll ows the verb of the primary predicate (Vpri
hence) in (6), (8b), (9b), and (9c), and it precedes Vpri in (7), (8d), (8c), and (9a8). We will
discussthe two ardersin section 3.

6 a Wusong da delaohuliuxuele.
Wusong bed DE tiger bleed PRT
'Wusong bea the tiger so that it bled.'
b. Wusong da-si-le laohu.
Wusong bed-die-PRF tiger
'‘Wusong bed the tiger to deah.’

7 a Wusong ruanruan de pule  yi ge dianzi.
Wusong soft DE lay-PRF one CL mattress
'‘Wusong laid a mattress ®ft.’
b. Wusong huo-zhuole  laohu.

Wusong alive-catch-PRF tiger
'‘Wusong caught thetiger alive.'
8 a Akiu hen man de pao-le yi xiaoshi.
Akiu very slow DE run-PRF one hour
‘Akiu ran very slowly for an hou.'
b. Akiu pao de hen man.
Akiu runDE very slow
‘Akiu ran very slowly.'
C. Akiu man-pao-le yi xiaoshi.
Akiu slow-run-pPRF one hour
‘Akiu ran slowly for an haur.’
9 a Akiu hen zhengguede hudale na ge wenti.
Akiu very corred  DE answer-PRF that CL question
‘Akiu answered that question very corredly.’
b. na ge wenti, Akiu huda de hen zhengque.
that cL question Akiu answer DE very corred
‘That question, Akiu answered very correctly.’

% The @breviations used in the Chinese examples are: EXP: experience asped, PRF: perfed asped, PROG:
progressve asped, PRT: sentence-final asped particle, CL: clasdfier.
Pre-Vpri de and past-Vpri de are graphicdly different in Mandarin Chinese and phonologicdly different in
some Chinese dialeds. However, the different phonologicd or written forms do not mean that they are
syntadicdly different. The different forms can be viewed as positional variants of the same cdegory, as we
often see in phonology. Crucidly, the two forms of de occur in non-primary predication only, and they
themselves do not have aty semantic feaures to dstinguish each other.

4
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C. na ge wenti, Akiudadui-le.
that cL question, Akiu answer-corred-pPRF
‘That question, Akiu answered correctly.’

The dternation between the de-construction and the V-V construction d nongimary
predicaion is further shown by the unacceptability of (10) below. (10a) is neither a V-V
construction na a de-construction, whereas (10b) has both de and a V-V form. Both
sentences are intended to encode aresultative meaning.

(100 a *Baoyu da laohuliuxue.
Baoyu bed tiger bleed
b. *Baoyuda s delaohu

Baoyu bea die DE tiger
Intended: ‘Akiu beat the tiger to death.

In our analysis, the head of xP in (4) isredized either by de or ahead raising from the
nongimary predicate (XP).* De always attaches to the right of the leftmost verbal element at
PF, as argued in Zhang (20014).

2.2 The Position where External Arguments are Merged

PrP Theory is right in the following unification: the theta-role of subjeds is assgned to the
Specof afunctiona head in bah primary (Hale & Keyser, Marantz, Kratzer, Harley, etc.) and
nongimary predication. Not al functional heads can have a theta-relation with another
element: the semi-functional head v can whereas the pure functional ones auch as |, C, D, etc.,
canna.

An argument for the independent structural position for the external argument of
nongimary predicate is that in bah resultative and depictive constructions, there are cases
where agument-sharing is absent. In the following data, the underlined pert, which is the
subjed of the nongimary predicate, does not share with any argument of the primary
predicaion.

1y a John; [t; ran [the pavement thin]].
b Akiuy; [tiku de[shoyuan doushi I€]].
Akiu  cry DE handkerchief also wet PRT
'Akiu cried so that the handkerchief became wet.’
12 a Baoyu; [tida deDaiyu[shoudouteng l€]].  (resultative)®
Baoyu bed DE Daiyu handalso painful PRT
'‘Baoyu bed Daiyu so that hiSgagyu 0wn hand was painful .’
b. Akiu; [xuelinlin de] [t chi-le natiao yu). (obyj-related depictive)
Akiu Hood dipbe ea-PRF that cL fish
'Akiu ate that fish, the blood d which dripped.’
C. Akiu; [yanlei wangwang de] [t; ku-le yi shangwu]. (subj-related depictive)
Akiu tea full DE  Cry-PRF one morning
'‘Akiu cried for one morning, (in away that) histeaswerefull (in his eyes).'

Data like (12), however, have the mnstraint that the overt subjed of the secondary
predicae must have apart-whole relation with an argument of the Vpri. In (12a), the subjed

4 Sybesma (1999 makes a similar propasal for resultative mnstructions.
® | thank Zo Xiu-Zhi Wu for helping me with the Chinese example (124). Korean data similar to (12) can be
found in Kim & Maling (1997).
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of Vpri, Baoyu, is an inalienable possessor of shou ‘hand’, which is the subjed of the
sewndary predicate teng ‘painful’. (13a) is unacceptable because no such relation occurs
between the subject of the secondary predicate, caidao ‘knife’, and any argument of the Vpri.
In (12b), xue ‘blood is the subjed of the depictive linlin ‘drip’, and it has a part-whole
relation with the objed of the Vpri, natiao yu ‘that cl fish’. (13b) is not acceptable, because
there is no part-whole relation between the overt subject of the depictive, tian ‘sky’, and any
argument of the Vpri.

13 a *Akiu gederou caidao dou dun le.
Akiu cut de mea knife even bunt prf
b. *na zhi laohutian hel de chile yi kuai rou.

that cl tiger sky dark de eaprfoned meat

The independent overt subjeds of the norprimary predicaes require an independent
structural pasition, and theta-role. We thus assume that the theta-role asdgner of subjedsis
consistently a semi-functional head (v/a/n/p). The subjed of asecondary predicaeis aPRO if
argument sharing occurs (Hornstein & Lightfoot 1987, Bowers 1993, 200}, assuming that
ead naminal has only one 6-role.® Manners are predicates of events ().

3. Adjunct xP & Complement xP
In this sction we discuss the ontrast between (5a) and (5b). Crosslinguisticdly and
language internaly, nonpimary predicaes are hosted by either complements of verbs or
adjuncts of the primary predicate. It is generally assumed that subject-oriented depictives are
hosted by adjuncts, whereas resultatives are hosted in complement of verbs in English
(Bowers 1993, 2001Hornstein & Lightfoot 1987,Larson 1991 etc.).

In Chinese, pastverbal nongrimary predicaes are complements of verbs (Huang 1988,
Li 1998,aso cf. Ernst 1996, whereas preverbal ones are hosted by an adjunct, regardless of
the semantic type of the relevant nongimary predicae (manner or resultatives). One
argument for the @ntrast is e in extradion (also Li 1998). Extradion from a nongimary
predicae which follows the Vpri is possble, as $own in (14), whereas extradion from a
nongimary predicate which precedes the Vpri is not possble, as diown in ou topicdization
andrelativization datain (15) and (16).

14 a Daiyu chaoxiao de Baoyu zhorgyu fangqi-le  na ge niantou.
Daiyumock DE Baoyu finally give.up-PRF that CL idea
'‘Daiyu mocked Baoyu so that finally Baoyu gave up that idea'
b. na ge niantou, Daiyu chaoxiao de Boauy zhorgyu fanggi-le.  (topicalization)
"That idea, Daiyu mocked Baoyu so that finally Baoyu gave up.'
C. nage[rc Dayu chaoxiao de Baoyu zhongyu fanggi-le de] niantou (relativization)
'the idea that Daiyu mocked Baoyu so that finally Baoyu gave up'
15 a Akiu; [xue linlin de] [t chi-le na tiao yu]. (obyj-related depictive)
Akiu Hood dip DE  ed-Prrthat cL fish
'Akiu ate that fish, the blood d which dripped.’
b. *xue, Akiu linlin de di-le natiao yu. (topicdization)
C. *[rc Akiulinlin de dhi-le natiao yu de] xue (relativization)

® Hornstein (1999 claims that control is movement and anominal can have more than one thetarole, a change of
the Theta-Criterion. Kayne (2001) also claims that control is derived by movement. However, Kayne's analysis
does not require the change of the Theta-Criterion. We ae open to any analysis of control, so long as bath the
subjed of anonprimary predicate and that of a primary predicate need atheta-role.

6
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(16) a Akiu; [yanlei wangwang de] [t; ku-le yi shangwu]. (subj-related depictive)

Akiu tea full DE  Cry-PRF one morning
'‘Akiu cried for one morning, (in away that) histeas were full .'
b. *yanlei, Akiu wangwang de ku-le yi shangwu. (topicdization)

C. *[re Akiu wangwang de ku-le yi shangwu de] yanlei (rel ativization)

Ancther argument for the ntrast between preverbal and pastverba nongimary
predicaesisthat different types of preverba norprimary predicaes are structurally ordered in
the hierarchy which is also seen in adverbials.

First, multiple nongimary predicates are ordered. When multi ple preverbal depictives
co-occur, we seemirror images of the orders in English and Chinese: In English, the order is
objed-oriented depictive - subject-oriented depictive (Carrier and Randall 1992, while in
Chinese the order is just oppasite; however, in bah languages, object-oriented depictives are
closer to Vpri than subjed-oriented ones, as srown in the following:

a7n a V  depictiveyy; depictivey;; (English)
b. depictivey, depictiveyy V (Chinese)
(18 a John sketched the modelj nudg [drunk as a skunkj;.
b. *Johr sketched the model; nudg; [drunk as a skunk;.
19 a Akiu; yukuai; derere; de he le [na wan chal;.

Akiu happy DE hat DE drink PRF that bowl tea
‘Akiu drank that bow! of tea hot happy.’

b. *Akiu; rerg deyukuai; de he le [na wan chal;.
Akiu hd DE happy DE drink PRF that bowl tea

In (18), the depictive nudk is closer to the Vpri sketched than the depictive drunk as a
skunk. In the aceptable (18a), the subject of nude is co-referential with the model, which is
the objea of the Vpri, and the subjed of drunk as a skunk is co-referential with John whichis
the subjed of the Vpri. (18b), with the oppasite m-indexing, is unacceptable. Thus the object-
oriented depictive is closer to the Vpri than the subject-oriented ore. In (19), there ae dso
two depictive predicates, rere ‘hot’ and yukuai ‘happy’. In bah sentences the subject of rere
is co-referential with nawan cha ‘that bow! of tea’, which is the objed of the Vpri he ‘drink’,
and the subjed of yukuai is co-referential with Akiu, which is the subject of he. Rereis closer
to he ‘drink’ than yukuai in the acceptable (19a), wheress it is the other way aroundin the
unaaceptable (19b). Like (18), (19) also shows that the objed-oriented depictive is closer to
the Vpri than the subjed-oriented ore.

The pattern of the orders is smilar to that of adverbias. In the following data ((21) is
from Hornstein 2001 116) the aljunct which has a dependency relation with the objed of the
matrix verb must be ordered closer to the matrix verb than the aljunct which has a
dependency relation with the subjed of the matrix verb.

(20)a John; arrested Bill; [for PRO; driving his car too fast] [after PRO; leaving the party]
b. ?2John; arrested Billj [after PRO; leaving the party] [for PRO; driving his car too fast]
(2Da John; bowght Moby Dick; [for Mary to review g][ PRO; to annoy Sam]
b. *John; bowght Moby Dick; [PRO; to annoy Sam][for Mary to review g]

There is no doub that the nonfinite dauses above ae alverbias. Hornstein (2001
97) clams that the adjunct which has a dependency relation with the object of the matrix verb
is adjoined lower than the ajunct which has a dependency relation with the subjed of the
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matrix verb. This difference in height indicates that the former has a doser structural relation
to the matrix verb than the latter. In the linear order, the former is aso closer to the matrix
verb than the latter. The order restriction in (18) and (19) indicates that like the alverbials in
(20)/(21), ohyect-oriented and subjed-oriented pr-Vpri nongimary predicates are ordered in a
catain structural hierarchy. In Hornstein & Lightfoot (1987 27), the functional phrase
hosting a subjed-oriented depictive is a VP-adjunct, whereas the functional phrase hosting an
objea-oriented depictive is a V’-adjunct. The Chinese data in (18) and (19) are compatible
with this distinction.

Seond, the interactions with adverbs $how the structural order of different types of
depictives. For instance, subject-oriented pre-Vpri nongimary predicaes can occur to the |eft
of the adverb like‘immediately,” whil e objed-oriented ores canna, as hown in (22):

(22 a Akiu (like) gaoxing de (like) changle yi shou e
Akiu immediately glad DE immediately sing PRFoneCL song
‘Akiu sang asong dad (immediately).’
b. Akiu (like) ere de (*like) he le yi be cha
Akiuimmediately hot DE immediately drink PRF one auptea
‘Akiu drank a ap d teahat (immediately).’

This restriction shows that the xP haosting the objed-oriented depictive is ordered
lower than bah the averb and the xP hasting the subjed-oriented depictive on the alverbial
hierarchy, and thus has a closer structural relationwith the Vpri.

The similarity of the order-patterns of depictives to the order-patterns of adverbias,
and the interactions with cther adverbs suggest that the xP haosting pre-Vpri nongimary
predicaes has properties of adverbials. This order fact suppats our claim that xPs which host
pre-Vpri nongimary predicaes have an adjunct status in their integration into the structure of
primary predication.

A remaining issle is what syntadic operation enables co-reference between the null
subjed of apre-Vpri nonpgimary predicae and an argument of Vpri. In ather words, what are
the syntactic representations of the so-cdled subjed-orientation a objed-orientation o a pre-
Vpri nonpgimary predicaion. Following Hornstein & Lightfoat's (1987) anaysis of
depictives, | assume that the pre-Vpri nongimary predicaion constructions have acontrol-
into-adjunct structure. In ather words, the null subjed of a pre-Vpri nongimary predicaeis a
PRO, controlled by an argument of the relevant Vpri.

4. The Category Constraints on the Complement-Type Nonprimary Predicates

In this sction we ague that x in (4)/(5) shares the same cdegoria feaures with their
complement and when the verb in V is merged with the xP in (5d), it shows c-seledional
restrictions. We have three arguments:

4.1 CrossLinguistic Variations

Category constraints on nonpimary predicates are language-specific. For instance, non
motion wverbs alow complement-type nongimary predicates to be PPs in English bu nat in
Chinese. Recdl that resultatives in English and past-verbal nongrimary predicates in Chinese
are of complement-type. The resultative in (23), regardlessof whether the Vpri is motion verb
or nat, are dl PPs. In (24), howvever, the prepasition xiang ‘to’ can occur with a motion verb,
such askai ‘run’ in (24a) and zou ‘walk’ in (24b), bu not other verbs (24c).

23 a The dnildren ran into the woods.
b. Peter cut the med into dlices.
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The vase broke into several pieces.

Bill bea Johnto deah.

249 a zhe liang huazhe zheng kai xiang Monggu.
thiscL tran  PROG runto  Mongolia
‘Thistrainisrunnng to Mongolia’

b. tamen zhengzai zou-xiang siwang.
they PROG  walk-to ceath
‘They are walking towards deah.’

C. *Wusong da delaohuxiang siwang.

Wusong bed DE tiger to eah

ao

In addition, VP resultatives are dlowed in Chinese (6), Japanese (Washio 1997, and
Saramaccan (Veenstra 1996, but nat English (25a) (Larson 1991 Dechaine 1993.

(25 a *Johnshot Mary die.
b. Johnshat Mary dead.

Furthermore, postverbal manners are ansistently APs (or DegPs) in Chinese, whereas
they are AdvPs and PRsin English.

(26)

(27)

a Bill chedked that room with a grea care.
b. Bill chedked that room carefully.
a na jianfangzi, Akiu jianchade hen zixi.

that cL room Akiuchedk DE very careful

‘That room, Akiu checked carefully.’
b. *na jian fangzi, Akiu jiancha de yong xixin.

that cL room Akiuchedk DE with carefulness
In certain cases, manners can be ather AP or AdvP in English (Washio 1997 17):
(29 Hetied his shoelacestight/tightly.
Hetied his dhoelacesloose/loosely.

a
b.

29 a He spread the butter thick/thickly.
b. He spread the butter thin/thinly.

Finally, in the Chinese de construction, resultatives can be afull clause (Li 1998). In
our following data, the post-Vpri resultative (the underlined part) isafull clause. In (30b), the
focused embedded olject, fan'meal,’ is preposed within the resultative dause.

300 a Baoyu g-de Daiyudou buxiang chi fan le.
Baoyu anger- DE Daiyu even nd want ea med PRT
'‘Baoyu angered Daiyu so that Daiyu even dd na want to eat meds.'
b. Baoyu g-de Daiyulian fan dou buwiang chile.
Baoyu anger- DE Daiyu even meal even na want ea PRT
'‘Baoyu angered Daiyu so that Daiyu even dd na want to eat meds.'

When resultatives are in a full clause, we daim that the verb in V is merged with a
clause, athough the predication relation internal to this resultative dause is gill encoded by
an xP, an agentive vP in (30).
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4.2 anguage-Internal Variations

Language internally, different semantic types of verbs have different category constraints on
their seoondary predicates. In Chinese, while verbs of beaing allow their resultatives to be a
VP (6), verbs of creation require their resultatives to be an AP (or DegP) only. In the
unaaceptable (31c), the postverbal resultative is headed by the verb ji ‘cram’. This canna be
acourted for semantically.

31) a Naxie zi, Baoyu xie dehen da

those charader Baoyu write DE very big
‘Those dharacters, Baoyu wrote very big.’

b. Baoyu xie-da-le haojige zi.
Baoyu write-big-PRF several charaders
‘Baoyu wrote severa charaders big.’

C. *Naxiezi, Baoyuxie de ji  zaiyiqi le.

those tarader Baoyu write DE cram at together PRT

The mntrast that PR-nonpimary predicates can occur with motion verbs but nat other
verbs in Chinese, shown in the previous subsection, is ancther instance of language-internal
caegory-constraint on nonpimary predicates.

4.3 The Correlation between Shared Category Constraints and Shared Syntadic Properties
Like in primary c-seledion, werbs which have the same cdegory constraint on their
nongimary predicates share syntadic properties. In Chinese, certain types of verbs require
their complement-type nongimary predicates to be APs. For these verbs, their objects must
be preposed in the @nstruction where anorprimary predicae ocaursto the right of de. Thisis
sean in verbs of change of state (32avs. 32b), transference (33avs. 33b), and creation (34avs.
34b), in contrast to ather types (35). (Those in (32b), (33b), and (34b) are aceptable in a
relative dause reading, irrelevantly) Relevantly, postverbal manners must be APs, and oheds
must also be preposed in the de-construction (36). The csentences show that the prepasing
can aso land to the right of the subjed, preceded by the functional word ba.

32 a na zhi gianbi, Akiu xue de hen jian.
that cL pencil Akiu cut DE very sharp
"That pencil, Akiu cut sharp.’
b. * Akiu xue de na zhi gianbi hen jian.
C. Akiu banazhi gianbi xue de hen jian.
33 a na jian chenshan, Baoyu mai de youdanr da
that cL shirt Baoyu buy be somehow big
"That shirt, Baoyu baught somehow over-sized.'
b. *Baoyu mai de na jian chenshan youdainr da.
39 a Naxie zi, Baoyu xie dehen da (=319)
those charader Baoyu write DE very big
‘Those dharacters, Baoyu wrote very big.’
b. *Baoyu xie de naxie zi hen da.
(35 Baoyu da dena gexiaohai hen shangxin. (cf. 6a, daalows VP-resultative)
Baoyu beat DE that cL child \ery sad
'‘Baoyu bed that child so that the dild became very sad.’
(36) a na_shoushi, Akiu nian defekuai.
that cL  poem Akiu real DE fast
‘That poem, Akiu read fast.’

10



On Nonprimary Selediond restrictions

b. * Akiu nian de nashoushi feikuai.
C. Akiu banashoushi nian defeikuai.

SeeAppendix for more discusson d this obligatory objed-preposing.

4.4 Acoourting for the Category Sensitivity of V to X

PrP Theory canna explain why verbs are sensitive to the cdegory of their complement-type
seaondary predicate. Our (5a) is repeated here & (37a), and its courterpart in PrP Theory is
(37b):

@7 a [veV [ X [xpX 1]
b. [ve V [prp Pr [xp X 1111

In (37b), PrP either has no category feature or is like aSmall Clause, the caegory of which is
unrelated to the complement XP. If the feaures of a projedion must be that of the head
exclusively (Lébez 2001), the dependency between V and X, as shown in the previous three
subsedions, is unexpeded. The sensibility indicates that the predication-encoding projedion
is an extended projedion and thus dhares the category feaures with the complement. In (37a
/5a), the verb in V norprimarily c-seleds xP, and xP and XP have the same category features.

The only argument for the dsence of a category fedure of Pr seen in the PrP Theory
isthat predicaesin dfferent categories can be mordinated, as siown in (38).

(38) | consider Fred crazy and afodl.

However, single-conjunct agreement (Aoun, Benmamoun & Sportiche 1994, 1999,
Munn 1999, independent phi-fedure of a wnjunction construction for binding (Borsley
2001), and the categorial-sensitivity of Chinese anjunctions (LU et a. 1980, as well as the
unlike-category coordination dscussed in the PrP Theory, al suggest that a awnjunction itself
may have formal features. Thusthe mordinationissue can have an adternative acourt.

5. The Semantic Constraints on the Complement-Type Nonprimary Predicates
In this sctionwe ague that the verb in V in (5a) norprimarily s-selects xP.

PrP Theory provides no account for the following semantic fads. Our norprimary s-
seledion, havever, can cover them.

5.1CrossLinguistic Variations

Semantic constraints of certain semantic types of verbs on their nonpgimary predicates are
language-spedfic. For instance, verbs of change of state dlow objed-oriented depictives in
English (Rapopat, To appear), bu not in Chinese. Objed-oriented secondary predicates with
such verbs must be resultative in Chinese, regardless of whether they are pre- (40) or post-
verba (41):

39 a Jones cut [the bread]j hatj.
b. Jonesfried [the potatoes]; raw.
C. Jones froze [the juice]j fresh;.
d. Jones bail ed [the [obsters); alive;.
(400 a Akiu {*xixi/lanlan} de zhu-le yi guo miantiao.

Akiu thin/pasty DE cook-PRF one pot noode
‘Akiu cooked a pot of noode pasty.’

11
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b. Akiu {*honghong/jianjian} de xue-le yi zhi gianbi.
Akiu  red/sharp DE Cut-PRF One CL pencil
‘ Akiu cut the pencil sharp.’

41 a na guo miantiao, Akiu zhu de hen {* xi/lan}.

that pot noode AKiu cook DE very thin/pasty
‘That pot of noodes, Akiu cooked very pasty.'

b. nazhi gianbi, Akiu xue de hen {*hong/jian}
that cL pencil Akiu cut DE very red/sharp
‘That pencil, Akiu cut sharp.'

In Larson (1991), ojed-oriented depictives are haosted in the cmmplements of verbsin
English. We daim that verbs of change of state in the two languages have different non
primary s-selections.

On the other hand, in neither English na Chinese activity primary predicates alow
objea-oriented depictives, whereas in Russan they do (see section 2.2 ¢ Richardson, this
volume). In (42), the subject of drunk must take the matrix subjed John as antecedent. In the
Chinese examples in (43), the pre-Vpri mantou dahan ‘in a sweat’ must be a subject-
oriented depictive (433) and the post-Vpri man-tou dahanmust be resultative (43b). Thus as
in English, the nonpgimary predicate occurring with the activity primary predicate does not
have a olject-oriented depictive reading. In contrast, in the Russan example (44), the
depictive p’janogo‘drunk’ can be objed-oriented in the presence of the adivity verb tolknula
‘pushed.

42 a Johny pushed Bill; drunki.
b. Johny chased Betty; drunkjjk.
43 a Baoyuman-tou  drhan  dezhui Daiyu.
Baoyu whale-head hig-sweat de chase Daiyu
‘Baoyu chased Daiyu in a swedgaoyy.’
b. Baoyu zhui de Daiyu man-tou da-han.
‘Baoyu chased Daiyu so that Daiyu wasin asweat.’
(49 Jatolknulalvang  pjanogo. (= Richardson, this volume (24))

| pushed Ivan-Acc drunk-Acc

The &ove @ntrast shows that the semantic constraints of adivity primary predicates
on nonpimary predicates are different in Engli sh/Chinese and Russan.

5.2 Language-Internal Variations

Language internally, different semantic types of verbs have different semantic constraints on
thelr seandary predicaes. In Chinese, urlike verbs of change of state (41), verbs of
transference dlow postverbal depictives rather than resultatives. This is saown in bah (45)
and the dowe (339).

(45) Naliang che, Baoyu zhu cetal jiule.
that cL ca Baoyu rent DE too dd PRT
OK: ‘That car, Baoyu rented when it wastoo dd.
Not: ‘That car, Baoyu rented and thus it becane too dd.

5.3 A CrossLinguistic Semantic Constraint
In primary s-seledion, cetain semantic types of verbs resist cetain semantic type of
complements. For instance, verbs sich as eat, dewour, drink, sip, taste do nd s-select a

12
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guestion. Similarly, telic verbs/verbal-complexes, which intrinsicdly encode a measure
passhility, in the sense of Vanden Wangaerd (2001, resist resultatives. This generalization
can cover the following five facts.

First, unaccussatives generally do nd take resultatives.

(46) a *Theriver froze the fish dead.
b. *Theicemelted the floor clean.

The same onstraint on Chinese is noted by Gu (1992. Our de-construction in (47a)
and the correspondng V-V constructionin (47b) show this constraint:

47n a *Hu-shui dorgde yu dou s le
|ake-water froze DE fish even die PRT
b. *Hu-shui dongsi-le  yu.
lake-water froze-die-PRF fish

Acoording to Pustgjovsky (1991 76), such verbs aready encode a change-of-state
meaning. In Hale & Keyser's (1993,and their later works) analysis, such verbs are derived by
a onflation d anull verb with aresult-dencting Adjedive, asill ustrated in (48).

(48 a The screen cleared.
b. Vv
T
D Vv
thescreen "~
\% A
— clea
conflation

Seoond, urike depictives, resultatives canna stack. Resultatives do nd co-occur with
resultatives, while depictives can co-occur with depictives, as siown in (49). The restriction
in English is discussed in Simpson (1983 and Rothstein (1985. The same @ntrast is
observed in Chinesg, as iown in (50).

49 a *John kcked the doar open to peces. (resultative)
b. They ate the meat raw tender. (depictive)
50 a *Akiu dade Baoyu haotaodaku shou le shang. (resultative)
Akiu hit be Baoyu cry.loudy suffer PRF wound
b. Akiu husshengsheng de xinglixingqi de dhi le na tiao yu. (depictive)
Akiu alive DE stinky DE eat PRF that cL fish

‘Akiu ate that fish alive stinky.’

If an event can be delimited orly once and a resultative delimits the event encoded by
the primary predicaion, the ban of the multiple resultativesis explained.

Third, Romance verbs do nd allow resultatives in general. The following Catalan
examples are dted from Mateu (this volume, sedion 4):

5) a Joe kicked the doa open.

b. *El Joe wlpga la portaoberta.
the Joe kick.psr.3.sG the doar open
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52 a Joe kicked the dog into the bathroom.
b. *El Joe wlpga b gosadins e bany.
the Joe kick.psr.3.sG the dog inside the bathroom

In order to accourt for Tamy's (1991) typologica distinction ketween ‘satellit e-
framed languages' such as English and German and ‘verb-framed languages' such as Catalan
and Spanish, Mateu argues that in verbs of the latter group, a telic path has been conflated,
and thus smanticdly like in the cae of unaccusatives, atelic information hes been encoded.
The following contrast between English and Catalan (Mateu's (52)) shows that there is a
conflation o Motion and Manner in the English verb darnce (533), whereas there is conflation
of Motion and Path in the Catalan verb entra (53b):

53 a The boy danced into the room.
b. El noi entra a I” habitad 6 ball an.
the boy went-into Loc.PRP the room dancing

Unlike manners and like resultatives, paths delimit events. Since an event canna be
delimited more than orce, verbs such as entra, which contain information o a path, canna
occur with aresultative.

Fourth, Chinese V-V compound where the seaoondV is atelic diredional verb do na
allow resultatives.

54 a *AKiu zowjin &g na jian maocao-pengdou ta le.
Akiu walk-enter DE that cL  straw-hut  even coll apse PRT
b. *Akiu yun-lai dena gexiangzi dou po le

Akiu transport-come DE that cL bax  even broken PRT

The Chinese V-V compounds can be viewed as an anaytic case of Romance entra in
(53b), where apath isimplicitly conflated. In neither case, aresultative is al owed.

Finally, Russan verbs generally do nd alow resultatives (exceptions are seen in
Richardson, this volume (38)). Vanden Wangaerd (2001) convincingly argues that a
resultative is more adequately seen as a measure than an "ending up-with" state. Specificdly,
resultatives function like dassfiers of nominas in their ability to measure a masslike
adivity.” Strigin (2001), on the other hand, shows that the Russan perfect aspect, which
marks bounced events and is required in the presence of a quantized internal argument, has
intrinsicaly encoded telicity. However, this telicity differs from what has generally been
clamed in English in that no end-paint is necessrily readed with resped to the quantized
internal argument. Both Strigin and Van Wangared conclude that telicity is not related to end
point. Strigin further argues that the dsence of resultativesin Rusgonis acourted for by the
presence of thistelicity in the asped of Rusgan verbs.

Our nongimary s-seledion acoourts for al of the five observationsin aunified way.

6. TheViolation of S-/C-Sedion of Verbsin the Presenceof Nonprimary Predicates
The ¢ and s-selection d the verb in primary predicate can be dhanged in the presence of a
complement-type nongimary predicate, asin (55b).

55 a Freddy cried.

" The distinctions among “measure out,” “delimit,” and “measurable to the event” are discussed in a different
context in Zhang (1997 sedion 5.2.1). The notion “measurable” is smilar to the notion “decompasable”
suggested by areviewer of Van Wangared (2001) (p. 76).
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b. Freddy cried the handkerchief wet.

In this sctionwe ague that thisisthe result of the interaction between two types of seledion:
aprimary one and anonpgimary one. Specificdly, it isthe result of the early merge of xP with
the verb. We propcose our analysis of the violation in 6.1and pant out the inadequades of
some other approadiesin section 6.2.

6.1A Seledion Approach to Seledion Violations

On the one hand, it has been argued that English resultatives are hosted in complement of
verbs (Hoekstra 1988, Roberts 1988705, Larson 1991,Bowers 1993, 1997, 2001L.evin &
Rappaport Hovav 199549, etc.). On the other hand, wnergatives such as ran neither c-seled a
clause nor s-seled a propasition. In (56a), the resultative himself tired as a norseleded
element occurs as complement, aviolation d the seledion o the verb. Similarly, cry neither
c-select a dause nor s-select a propasition. In (55b), the resultative the handkerchief wet as a
norseleded element occurs as complement, a violation d the selection o the verb. The
seledion violation is also seen in trangitives, such as wipe in (56b), if wipe seleds neither a
clause nor an AP. Seledion violation is aso seen in data like (56c¢), where the transitive verb
drank canna have an internal argument.

56) a Heran himself tired.
b. Johnwiped the table dean.
C. John dank (*the wine) his guests under the table.

Hoekstra (1988, 192) makes a generalization that any adivity verb may be turned
into an acomplishment by adding a resultative small clause to it. What Hoekstra's
generalization tellsus is that seledional restrictions of verbs can be systematicdly violated, in
the presence of resultatives. Considering a broader range of data shown in the previous
sedions, we see that seledion d verbs can be systematicaly violated in the presence of a
nongimary predicate of the complement-type. As we know, the theory of seledion has been
argued for withou considering of norprimary predication. On the other hand, the complement
analysis of English resultatives and Chinese post-verbal nongimary predicates in general,
ignores the seledional restrictions of the Vpri. In order to keep the empiricd force of both
considerations, i.e., selection and the analysis of the nongimary predicates, we dam that
verbs have normprimary s- and c-seledion, in addition to their hitherto recognized s- and c-
seledion.

Independent arguments for the hypathesis of nonprimary seledion have been shown in
the previous <dions, i.e., verbs are cadegorialy and semanticdly sensitive to their
nongimary predicates, crosslinguisticdly and language-internaly.

As expeded, the two types of seledion interact. The interadion accourts for the
seledion violation. Importantly, if anongimary predicae is not hosted by the complement of
averb, thereis no nonpimary seledion and thus the c- and s-seledion d the verb canna be
violated, as srown in (57) and (58). In (57b), the manner quickly is not hosted by the
complement of dewoured, the c-seledion d a nominal remains obligatory. Similarly, in (58b),
the subjed-oriented depictive naked is not hosted by the complement of inqured. The ¢
seledionisviolated in (58a), soisin (58b) (cf. (1b)).

57 a We devoured *(the c&e).

b. We devoured *(the c&ke) quickly.
58 a *Johninqured the time.

b. *Johninqgured the time naked.
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The interaction between the two types of selection can be analyzed as follows. In our
(5a), averb in V merges with xP before an internal argument is merged. We daim that since
nongimary c- and s-selections are satisfied earlier, they may interad with primary ¢- and s
seledions. an internal argument of Vpri can be ésorbed (56c¢), and the case of the overt
subjed of the nongimary predicate gets licensed (56a). Spedfically, in the presenceof xP at a
catain derivationa step, a verb is merged with the xP diredly. If bath the ¢c- and s
nongimary seledional restrictions are satisfied in this merger, the new term is then able to
merge with ancther element. If the subjed of the xP is a PRO, asin (56b), its overt controll er
will beintegrated, following the Minimal Distance Principle (Rosenbaum 1970 (this analysis
is compatible with any treatment to the Case of PRO). If there is no PRO, as in (56a) and
(56¢), the overt subjed in xP neels to be Case-licensed in the same way as in the ECM
structure (Bowers 1993, 2001 The x in this case, like v in primary predicate, cannot Case-
license its theta-related subjed. The nearest Case-licensor for the nonpimary subjed isthe v
of the primary predicae. As generally assumed, v can ony license Accusative Case in
English. Thus the subjed of the nonpimary predicae can only have Accusative Case, as in
(569).

On the other hand, since the primary predicate can orly license one Accusative Case,
if it Case-licenses the overt subjed of the norprimary predicae, it canna license another
overt internal argument of its own. This explains the ssence of an olject in (56¢).2

One remaining issle is how to explain (12a), repeated here & (59), where bath the
objed of Vpri andthe overt subject of the resultative occur.

(59 Baoyu; [tida deDaiyu[shoudouteng I€]].
Baoyu bed DE Daiyu hand also painful PRT
'‘Baoyu bed Daiyu so that hiSgagyu own hand was painful.'

Recdl that an inalienable possesson relation between the subject of the nongimary
predicae and an argument of the primary predicate is required in such construction (section
2.2). We daim that the cnstruction in (59) is derived by raising of the passesor out of the
subjed of the resultative, stranding the possesse. The stranding occurs independent of
nongimary predication constructions, as sen in (60b) and (61b).

(60) a Lao Wangde fugn si-le
Lao Wang MoD father die-PRF

'‘Lao Wang's father died.'
b. Lao Wang si-le fugin.
C. *Lao Wang si-le  xiao gou.

Lao Wang die-PrRF small dog
6) a Akiu de i tiao tui duan-le.
Akiu MOD ore CL leg broken-PrRF
'One of Akiu's legs was broken.'
b. Akiu duan-le yi tiao tui.

81f caseis related to event structure (Svenonius, this volume), and if the presence of aresultative has an effed on
the event structure, the change of case in the following Icdandic data (see Svenonius, this volume, section 5) is
acounted for. In these data, the verbs which take dfeded oljeds in the acaisative take dative objeds instead
when they are cmmbined with aresultative particle that indicaes the objed is moved to a diff erent location:

0] a Hann mokar snjo. a. Hann mokar snjénum burt.
he shovelssnow.AccC he shovelsthe.snow.DAT away

b. Hann sbpar golfid. b'. Hann sépar  ruslinu saman.

he sweeysthefloor.AcC he sweesthe.gabageDAT together
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C. *Akiu duan-le  yi tiao zhuazi-tui.
Akiu broken-prRF one d table-leg

As own in the cforms, if there is no inalienable possesson relation, the splitti ng
between psesor and pesssee is impossble. We leave the exad computation d the
construction such sentences as an open issue. The passhble analysis of the b-sentences of (60)
and (61), espedally the alditional case-licensing of the possessee, shoud be extended to (59).
Among possble doices are lexicd case and cefault case. The special case-licensing shoud
also be gplied to the independent subjea of the depictives in (12b) and (12c), and man-tou
‘whole heal’ in (43). We thus do nd consider data like (59)/(12) as a dalenge to ou
hypathesis of nongrimary selection.

6.2 Comments on the “Strong-We&k Resultative” Approach
It needs to pant out that the PrP Theory provides no acoourt for the violation d the c/s-
seledion d verbsin the presence of a mmplement-type nongimary predicate.

Following Washio (1997, Wunderich (2000 claims that crosslinguisticdly,
resultatives are divided into week resultatives, in which a result sate dready implied by the
verb is gedfied more narrowly; and strong resultatives, in which some result state
predicaing of one of theinvolved participants of a processis added.

These two types of resultative cnstruction areill ustrated in (62) and (63).

(62 Wekk resultatives

a The dildren ran into the woodks.
b. Peter cut the mea into dlices.
C. The vase broke into several pieces.

(63) Strong resultatives
a The dildren ran the lawn flat.
b. John dank the guests under the table.
C. The guests drank the wine cell ar empty.
d. Heran himself tired.

The asumed contrasts between strong and wedk resultatives are listed in (64) in
Wunderich (2000:

(64) strong | we&
I A new individual argument isintroduced yes no
] AP result predicaes are passhble yes no

Il | The result predicate can specify a dhange which is not inherent to the| yes no
meaning of the base verb

IV | Anindependent subevent is added yes no

Our first comment on this clasdficaionis that if verbs of creaion are onsidered, the
divisionis not so clea-cut.

(65 Hedrew her face square.

In (65), the resultative is an AP, so it patterns with the strong type (I1). However,
patterning with the weg type, no rew individual argument is introduced (1), and no
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independent subevent is added (IV). Moreover, it is not clear whether the result predicae
spedfies a dhange which is not inherent to the meaning of the base verb (II1).

Our second comment on this clasgficaionis that it is not true that crosslinguisticaly
the negative value of both II1 and IV is corespordent to the negative vaue of 11. In Chinese,
the objea-oriented resultatives which occur with verbs of change of state and creation nd
only can, bu also must, be AP (the positive vaue of 11). Such resultatives pattern with the
wedk type in na adding an independent subevent (1V). For thase occurring with verbs of
change of state, clearly no change which is not inherent to the meaning of the base verb is
spedfied (I11). We have introduced the AP-data in (32a) and (34a). PRresultatives are not
allowed here because of the language-specific nongimary c-seledion.

The mntrast between the resultative reading of AP nongimary predicate with verbs of
change of state in Chinese and the depictive reading d AP nongimary predicate with the
same type of verbsin English, as shown in (39) through (41), is an s-selection contrast of the
type of verbs between the two languages, as we daimed before.

We nclude that the syntax-semantics mapping clamed by this StrongWegk
Resultative Approad is nat accurate. Our hypothesis of nongimary seledional restrictions
can better capture both crosslinguistic and language-interna variations.

7.C-Seledion Violation and the So-Called “ Direct Object Restriction”

In this sctionwe ague that the orientation d nongimary predicae, i.e., the interpretation d
the subjed of the xP in (4), is syntadically decided, and aur analysis in turn explains the
following type of obligatory c-seledion violation in the presence of aresultative:

(66) a The lion gnawed *(on) the bore.
b. The lion gnawed (*on) the bore raw.

7.1A Syntadic Acoourt for the “Dired Objed Restriction”

It has long been claimed that resultatives must be objed-oriented. The cnstraint is cdled
Dired Object Restriction (DOR) in Leven and Rappaport-Hovav (199534). We argue that
DOR is an emnamy effed of syntax, rather than a semantic constraint on resultatives (contra
Rothstein 2001and many others).

First, there ae two constructions where resultatives are hosted by complement of the
verb in Chinese: the de-construction and the V-V construction. DOR is present only in the
former, na the latter, as extensively discussed in the literature (Li 1990, 1998Huang 1992,
etc.). The contrast is sown in (67) and (68). In the seaond reading of (67a), the resultative is
subjed-oriented, aviolation d DOR:®

(67) a Baoyuzhui le le Daiyu.
Baoyu chase tired PRF Daiyu
‘Baoyu chased Daiyu and as aresult Daiyu got tired.
‘Baoyu chased Daiyu and as aresult Baoyu got tired.’
b. Baoyu zhui  de Daiyu gchuanxuxu.
Baoyu chase DE Daiyu gasp
‘Baoyu chased Daiyu and as aresult Daiyu gasped.’
(68 a Baoyu kan n le na pan luxiang.
Baoyu watch fed.uppPrF that cL  video
‘Baoyu watched that video and as aresult he got fed upwithiit.’

® The subjed of the primary predicae of (67a) can also be atheme cuser. In that case, the reading of the
sentenceis ‘' Chasing Baoyu, Daiyu got tired.” SeeZhang (2001a) for adiscusson.
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b. *Baoyukan dena panluxiangdou n le.
Baoyu watch DEthat cL  video even fed.UpPRF

In the V-V construction (67a), the subjed of the resultative predicéae is co-referential with
either the subjea or the objea of Vpri, i.e., either Baoyu or Daiyu got tired. However, in the
de construction (67b), the subjed of the resultative predicae can orly be a-referential with
the objea of Vpri, i.e, orly Daiyu gasped, nd Baoyu. In the V-V construction (68d), the
subjed of the resultative predicate is co-referential with the subjea of Vpri, i.e., Baoyu got
fed up.It canna be o-referential with the objea of Vpri, since semanticaly, na panluxiang
'that video' canna be the subject of the predicate ni ‘get fed ug. In the de construction (68b),
the subjed of the resultative predicate canna co-referentia with the subjed of Vpri. It can
only be w-referentia with the objed of Vpri. However, since the semantic dash mentioned
abowve rules out the @-indexing, the secondary predication fails and the sentence is
unaaceptable.

Seond, resultatives which occur in an adjunct position, i.e., pre-Vpri, do nd have
DOR. In (69), baobao'full’ is a subjed-oriented resultative.

(69) Akiu baobao de dhi-le yi dun nan-ye-fan.
Akiu full DE ed-PRF one CL Yyear-night-meal
‘Akiu ate aNew-Y ear-eve-meal so that he became full .’

Third, depictives aso have DOR, if they occur to the right of de, the same pasition
where resultatives occur and DOR applies (cf. (67b))

(700 a Lao Wang hen xingfen de mai-le na jian chenshan.
Lao Wang very excited DE buy- PRF that cL shirt
'‘Lao Wang bought that shirt very excited.
b. Na jian chenshan, Lao Wang mai de {* hen xingfen/tai dale}.
that cL shirt Lao Wang buy DE very excited/too kig PRT
"That shirt, Lao Wang bought, andit istoo kg.'

In (708) the subjed-oriented depictive hen xingfen ‘very excited’ can occur in the
adjunct pasition (i.e., pre-Vpri), bu not the complement position (i.e., post-Vpri). The objea-
oriented depictive tai da le ‘too bg', however, can occur in the cmplement position. The
contrast between hen xingfen and tai da le in (70b) is the effect of DOR, athough the
nongimary predicates are depictives rather than resultatives.

What we have shown so far is that DOR applies only when the nongimary predicate
occurs to the right of de. Syntacticdly, the relevant condtion for the presence of DOR is the
following: ether there is no head movement from the norprimary predicae to the primary
one, if the former belongs to the complement-type, or the nongrimary predicae belongs to the
adjunct type (the subject-oriented depictives in English and preverba resultatives/depictives
in Chinese).

Based on this observation, we make the following generdization: only in the
complement-type, and orly when no head movement occurs, regardless of whether the
nongimary predicate is resultative or depictive, DOR occurs.

We dam that the head movement in the V-V construction hes the dfed of
restructuring, and DOR is an effed of the syntadic locality constraint on the constructions
where there is no restructuring. Spedficdly, in the asence of a restructuring, as in the
Chinese de-construction and aher chain-type @nstructions, including the resultative
constructions in English, the PRO subjea of the resultatives is controlled by the nearest overt
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c-commanding argument of the primary predicate, i.e., the dired object, rather than the
subjed. The Chinese V-V constructions, however, have undergone restructuring and thus the
control domain is changed. Consequently, either the overt dired object or the subjed of the
primary predicate can control the PRO subjed of the nonpimary predicae. As for
nongimary predicates which are hosted by adjuncts, their control patterns are the same & that
of adverbials (Hornstein & Lightfoot 1987, Hornstein 2009, i.e, the PRO can be ather
subjed-controlled o object-controlled, depending on the merger position o the xP.
Therefore, such predicates can be ather subjed-oriented or object-oriented.

7.20ne More Instance of Obligatory C-Selection Violation
Our syntadic analysis of DOR accounts for one more cae of c-seledion volation in the
presence of nongimary predicae. Kim and Maling (1997 present the foll owing contrast:

(7) a The lion gnawed *(on) the bore.

b. The lion gnawed (*on) the bore raw.
(72 a The winemakers gomped *(on) the grapes.

b. The winemakers gomped (*on) the grapes flat.
(73) a The profesor ledured *(to) the dass

b. The professor ledured (*to) the dassinto astupar.

In the asentences abowe, the verb c-selects the PPrather than the DP. The cseledion,
however, is not seen in the b-sentences, where aresultative occurs. Crucialy, in the b-
sentences, the theme of the verb is the atecedent of the subjea of the resultative. This eff ect
is achieved by DOR. Spedficdly, the theme is the neaest overt c-commanding nominal, and
is able to control the PRO subjed of the resultative. If the preposition shows up, the theme
bewmes the object of the prepasition, and thus does not c-command the PRO. In that case,
the control fails. This is covered by the observation that the subjea of a secondary predicae
canna be a-referential with the objed of a prepasition (Willi ams 198Q 204). For instance,
the subjed of the resultative predicate full is co-referential with the objed of the Vpri, wagon
in (234); however, the subject of full canna be m-referential with wagon which is the objed
of the prepasitioninto, in (23b). Similarly, the subjea of the depictive predicae green canna
be m-referential with hay, which isthe objed of the prepaosition with, in (23d).

Johnloaded the wagon full [with hay].
*Johnloaded the hay [into the wagon] full .
Johnloaded the hay [into the wagon| green.
*Johnloaded the wagon [with hay] green.

(74)

cooTo

The oontrast in (71) through (73) is explained: the PRO in xP forces the seleding verb
to bend its c-seledion. Why is the nongiimary predicaion so powverful? The reasoniis that in
the presence of the xP which encodes the nongimary predication in the working site, the verb
is merged with the xP first, and has to acoommodate itself to the required syntactic condtions.
In this snse, our nongimary selediona restrictions can be regarded as slediond
restrictions on preliminary merge of lexicd heads with a predication-denating element.

8. Conclusions

All of the @owe syntactic/semantic variations, constraints, and the "selection
violations" in the presence of norprimary predicaes are simply the effects of the nongimary
seledional restrictions on the merge of verbs with a functional projection which denotes a
predicaion relation. It is doultful whether pure semantic and constructional approaches can
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cgpture the interadions and variations. We anclude that all types of thematic predicaion are
represented by an extended projedion, and that the merger of lexicd heads with ancother
element, regardless of the type of the dement, consistently has c- and s-selediona
restrictions.

Appendix: the Obligatory Objed-Preposing

In Chinese, certain types of verbs require their complement-type nonpimary predicates to be
APs, and for these verbs, their objects must be preposed in the de-construction. We cdl this
obligatory object-preposing OOP. OOP is e in verbs of change of state (32a vs. 32b),
transference (33a vs. 33b), and credion (34a vs. 34b), in contrast to ather types (35).
Relevantly, pastverbal manners must be APs, and oljeds must also be preposed in the de-
construction (36).

However, for the same range of verbs (creation, change of state, transference verbs for
nonrmanner predicates and al verbs for manner predicaes), OOP is absent in two cases. First,
adjunct-type (i.e., preverbal ones) of nongimary predicates which are integrated with the
same types of verbs do nd require OOP:

(75 a Akiu hen jian dexuele {yi/*na} zhi gianbi.
Akiu very sharp DE cut-PRF one/that cL pencil
'‘Akiu cut a pencil sharp.’

b. Baoyu chendiandian delinlai-le {yi/*na} bao lipin.
Baoyu heavy DE bring-PRF one/that padkage gift
'‘Baoyu brought a padkage of gift heavy.'

C. Baoyu dadade xie-le {jige/*naxie} zi.

Baoyu big DEwrite severad/those daracter
‘Baoyu wrote severa charaders big.’

d. Akiu felkuai de nian-le {yi/na} shoushi.
Akiu fast DE read-PRF onelthat cL  pcem
‘Akiu read { a/that} poem fast.’

One important property of this construction is that the shared argument, which is the
post-verbal objed in the non-manner constructions, must be norspedfic. We will discussthis

property soon.
Seand,O0P isnat seein the V-V construction, as siown in (76).

(76) a Akiu xue-jian-le  yi zhi gianbi.

Akiu cut-sharp-PRF one cL pencil
'‘Akiu cut a pencil sharp.’

b. Baoyu mai-da-le yi ji an chenshan.
Baoyu buy-big-PrRF one cL shirt
'‘Baoyu baught a shirt over-sized.'

C. Baoyu xie-da-le yi ge 2.
Baoyu write-big-PRF one CL charader
'‘Baoyu wrote acharader over-sized.

d. Akiu kouyi-le {yi/na} tiao xiaoxi.
Akiu oral-translate-PRF one/that cL  news
'‘Akiu translated {a/that} piece of news oradly.’

One ontrast between the data where OORP is present and those where OOP is absent is
that the event denoted by the primary predicaion is presuppased in the former, but not in the
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latter. In bah types of data where OOP is absent ((75) and (76)), the event denoted by the
primary predication is not presuppcsed, whereas in the caes where OOP is present (32, 33,
34, 36), the event dencted by the primary predication is presuppased. In the former case, the
nongimary predicates “restrict” the range of events referred to, whereas in the latter case, the
nongimary predicates take verbal referencefor granted and say something abou the event (if
the nonpgimary predicaeis a manner expresson), or the objed (if the nongimary predicaeis
not amanner expresson) designed by the primary predicate.

This clam of the presuppasition contrast is suppated by our observation o both the
de-construction and the V-V construction. In the de-construction where the nongimary
predicae is hosted by an adjunct, asin (75), the shared argument canna be spedfic. We have
arealy seen that in (75), the shared argument canna be definite. In (77), we show that the
shared argument canna be in the order of “Modifier-Numeral-Clasgfier-N," which is argued
to be exclusively presuppacsed spedfic in Zhang (2001H:

(77 a Akiu hen jian e xue-le {san zhi horngse de/*hongsedesan zhi} gianbi.
Akiu very sharp DE cut-PRF {threecL red t/red DE threecL} pencil
'‘Akiu cut threered pencils arp.’
b. Akiu feikuai de nian-le {liang shou ren chang de/hen chang de liang shou} shi.
Akiufast DEreal-PRF{twocCL verylong DE/verylong DEtwo CL pcem
'‘Akiu read two long poem fast.'

In (77a) the shared argument is ‘threered pencils.” The interna order of the indefinite
nominal causes the acceptability difference In (77b), however, there is no shared argument
between the two predication, since the manner expresson takes the event denoted by the
primary predication as subjed. In this case, bah orders of the object are fine.

In the V-V construction in (76), the shared argument can be specific or definite only
when the whole sentenceis foll owed by another sentence, asin (78).

(78 a Akiuxue-jian-le  na zhi gianbi, #jiu kaishi xie xin).
Akiu cut-sharp-PRF that cL pencil  then start write letter
'‘Akiu cut that pencil sharp and then started to write aletter.'
b. Akiumai-da-le na jianchenshan, #lai wen wo zemeban).
Akiu buy-big-PrF that cL shirt benask | how.do
'‘Akiu baught that shirt oversized and then asked me what to do!

In (78), when the V-V sentence is followed by another sentence it occurs as a
badgroundrather than aforegroundsentence

OOP thus ansto be related to a presuppasition d the event denoted by the primary
predication. At this moment, we have no syntadic acoourt for the OOP effed.

Data of verbs of change of state, like (75a) and (76a), are analyzed as manners, rather
than regular resultatives, in Washio (1997 19). We have shown that they share syntadic
properties with na only manners but also the object-oriented nomprimary predicaes which
ocaur with verbs of credion and transference. It is very counter-intuitive to view the latter
group of nonpimary predicaes as manners. For instance, in (76b), the nongimary predicate
da 'big, owversized' is hardly considered as a manner of buying. We thus neel a different
approad to such data, in order to explain OOP
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