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Abstract

Landau's Fermi liquid theory has been the main tool for investigating in-
teractions between fermions at low energies for more than 50 years. It has
been successful in describing, amongst other things, the mass enhancement
in 3He and the thermodynamics of a large class of metals. Whilst this in
itself is remarkable given the phenomenological nature of the original theory,
experiments have found several materials, such as some superconducting and
heavy-fermion materials, which cannot be described within the Fermi liquid
picture. Because of this, many attempts have been made to understand these
�non Fermi liquid� phases from a theoretical perspective. This will be the
broad topic of the �rst part of this thesis and will be investigated in Chapter
2, where we consider a two-dimensional system of electrons interacting close
to a Fermi surface through a damped gapless bosonic �eld. Such systems are
known to give rise to non Fermi liquid behaviour. In particular we will consider
the Ising-nematic quantum critical point of a two-dimensional metal. At this
quantum critical point the Fermi liquid theory breaks down and the fermionic
self-energy acquires the non Fermi liquid like ω2/3 frequency dependence at
lowest order and within the canonical Hertz-Millis approach to quantum
criticality of interacting fermions. Previous studies have however shown that,
due to the gapless nature of the electronic single-particle excitations, the
exponent of 2/3 is modi�ed by an anomalous dimension ηψ which changes,
not only the exponent of the frequency dependence, but also the exponent of
the momentum dependence of the self-energy. These studies also show that
the usual 1/N -expansion breaks down for this problem. We therefore develop
an alternative approach to calculate the anomalous dimensions based on the
functional renormalization group, which will be introduced in the introductory
Chapter 1. Doing so we will be able to calculate both the anomalous dimension
renormalizing the exponent of the frequency dependence and the exponent
renormalizing the momentum dependence of the self-energy. Moreover we will
see that an e�ective interaction between the bosonic �elds, mediated by the
fermions, is crucial in order to obtain these renormalizations.

In the second part of this thesis, presented in Chapter 3, we return to
Fermi liquid theory itself. Indeed, despite its conceptual simplicity of ex-
pressing interacting electrons through long-lived quasi-particles which behave
in a similar fashion as free particles, albeit with renormalized parameters, it
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remains an active area of research. In particular, in order to take into ac-
count the full e�ects of interactions between quasi-particles, it is crucial to
consider speci�c microscopic models. One such e�ect, which is not captured
by the phenomenological theory itself, is the appearance of non-analytic terms
in the expansions of various thermodynamic quantities such as heat-capacity
and susceptibility with respect to an external magnetic �eld, temperature, or
momentum. Such non-analyticities may have a large impact on the phase dia-
gram of, for example, itinerant electrons near a ferromagnetic quantum phase
transition. Inspired by this we consider a system of interacting electrons in a
weak external magnetic �eld within Fermi liquid theory. For this system we
calculate various quasi-particle properties such as the quasi-particle residue,
momentum-renormalization factor, and a renormalization factor which relates
to the self-energy on the Fermi surface. From these renormalization factors
we then extract physical quantities such as the renormalized mass and renor-
malized electron Landé g-factor. By calculating the renormalization factors
within second order perturbation theory numerically and analytically, using a
phase-space decomposition, we show that all renormalization factors acquire a
non-analytic term proportional to the absolute value of the magnetic �eld. We
moreover explicitly calculate the prefactors of these terms and �nd that they
are all universal and determined by low-energy scattering processes which we
classify. We also consider the non-analytic contributions to the same renor-
malization factors at �nite temperatures and for �nite external frequencies
and discuss possible experimental ways of measuring the prefactors. Speci�-
cally we �nd that the tunnelling density of states and the conductivity acquire
a non-analytic dependence on magnetic �eld (and temperature) coming from
the momentum-renormalization factor. For the latter we discuss how this re-
lates to previous works which show the existence of non-analyticities in the
conductivity at �rst order in the interaction.



Inhaltsangabe

Die Landau'sche Fermi-Flüssigkeitstheorie ist seit mehr als 50 Jahren das
wesentliche Werkzeug zur Untersuchung von wechselwirkenden Fermionen
bei niedrigen Energien. Unter anderem konnten damit die Massenzunah-
me in 3He und die thermodynamischen Eigenschaften einer breiten Klasse
von Metallen erfolgreich beschrieben werden. Während dies für sich genom-
men bemerkenswert ist, wenn man die phänomenologische Natur der Theo-
rie berücksichtigt, haben Experimente mehrerer Materialien wie Supraleiter
und Schwere-Fermionen-Systeme gefunden, welche nicht innerhalb der Fermi-
Flüssigkeitstheorie beschrieben werden können. Aufgrund dessen sind viele
Versuche unternommen worden, diese Nicht-Fermi-Flüssigkeitentheoretisch zu
beschreiben. Dies wird Gegenstand des ersten Teils dieser Doktorarbeit sein
und in Kapitel 2 näher untersucht werden, wo wir ein zweidimensionales Sy-
stem von Fermionen betrachten, welche nahe der Fermi�äche mittels eines ge-
dämpften, lückenlosen bosonischen Feldes wechselwirken. Diese Systeme sind
dafür bekannt, dass sie sich nicht als Fermi-Flüssigkeit beschreiben lassen. Ins-
besondere werden wir den Ising-nematischen quantenkritischen Punkt eines
zweidimensionalen Metalls untersuchen. An diesem quantenkritischen Punkt
bricht das Fermi-Flüssigkeitsbild zusammen und die fermionische Selbstenergie
entwickelt eine ω2/3 Frequenzabhängigkeit in niedrigster Ordnung Störungs-
theorie und innerhalb der kanonischen Hertz-Millis Theorie der Quantenkriti-
kalität von wechselwirkenden Fermionen. Laut früheren Studien ist jedoch das
Fehlen einer Lücke bei den Fermionen dafür verantwortlich, dass der Expo-
nent von 2/3 durch eine anomale Dimension ηψ modi�ziert wird, welche nicht
nur den Exponent der Frequenzabhängigkeit der Selbstenergie ändert, sondern
auch der Impulsabhängigkeit. Diese Studien zeigen ebenfalls, dass die übliche
1/N -Entwicklung für dieses Problem zusammenbricht. Wir entwickeln daher
einen alternativen Ansatz zur Berechnung der anomalen Dimension, basierend
auf der funktionalen Renormierungsgruppe, welche wir in Kapitel 1 einführen
werden. Dies ermöglicht uns die Berechnung der beiden anomalen Dimensio-
nen, welche sowohl den Exponent der Frequenzabhängigkeit der Selbstenergie
als auch den der Impulsabhängigkeit renormieren. Darüber hinaus �nden wir,
dass eine durch Fermionen vermittelte e�ektive Wechselwirkung zwischen den
bosonischen Feldern entscheidend ist, um diese Renormierungen zu erhalten.

Im zweiten Teil dieser Doktorarbeit, in Kapitel 3, kehren wir zur Fermi-
Flüssigkeitstheorie selbst zurück. Trotz der Tatsache, dass diese in der Be-
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schreibung von wechselwirkenden Fermionen durch langlebige Quasiteilchen,
welche sich ähnlich wie freie Teilchen, nur mit renormierten Parametern,
verhalten, konzeptionell sehr einfach ist, stellt sie nach wie vor einen akti-
ven Forschungszweig dar. Insbesondere ist es entscheidend, spezi�sche mikro-
skopische Modelle zu betrachten, um alle E�ekte der Wechselwirkung zwi-
schen Quasiteilchen zu berücksichtigen. Einer dieser E�ekte, welche nicht
durch die phänomenologische Theorie selbst erfasst wird, ist das Auftreten
nicht-analytischer Terme in der Entwicklung verschiedener thermodynamischer
Gröÿen wie Wärmekapazität und Suszeptibilität nach der Stärke des exter-
nen magnetischen Feldes, der Temperatur oder des Impulses. Solche nicht-
analytischen Beiträge können einen groÿen Ein�uss auf das Phasendiagramm
haben, beispielsweise für itinerante Elektronen nahe eines ferromagnetischen
Quanten-Phasenübergangs. Daran angelehnt betrachten wir ein System von
wechselwirkenden Fermionen in einem schwachen externen Magnetfeld inner-
halb der Fermi-Flüssigkeitstheorie. Für dieses System berechnen wir verschie-
dene Quasiteilcheneigenschaften wie beispielsweise das Quasiteilchenresiduum,
den Impuls-Renormierungsfaktor und einen Renormierungsfaktor bezüglich
der Selbstenergie auf der Fermi�äche. Aus diesen Renormierungsfaktoren ex-
trahieren wir anschlieÿend physikalische Gröÿen wie die renormierte Masse
und den renormierten Landé-Faktor g der Fermionen. Indem wir die Renor-
mierungsfaktoren numerisch und analytisch, mittels Phasenraum-Zerlegung,
in zweiter Ordnung Störungstheorie berechnen, können wir zeigen, dass alle
Renormierungsfaktoren einen nicht-analytischen Term proportional zum Be-
trag des magnetischen Feldes aufweisen. Weiterhin berechnen wir explizit die
Vorfaktoren und �nden, dass diese universal sind und durch niederenergetische
Streuprozesse bestimmt werden, welche wir dann klassi�zieren. Auÿerdem be-
trachten wir die nicht-analytischen Beiträge zu denselben Renormierungsfakto-
ren bei endlichen Temperaturen und für endliche externe Frequenzen und dis-
kutieren verschiedene experimentelle Möglichkeiten, diese Vorfaktoren zu mes-
sen. Im Speziellen �nden wir, dass durch den Impuls-Renormierungsfaktor so-
wohl für die Zustandsdichte als auch für die Leitfähigkeit eine nicht-analytische
Abhängigkeit vom Magnetfeld (und der Temperatur) auftritt. Für letztere dis-
kutieren wir, wie dies im Zusammenhang mit vorherigen Arbeiten steht, wel-
che die Existenz von nicht-analytischen Korrekturen zur Leitfähigkeit in erster
Ordnung in der Wechselwirkung vorhersagen.



Chapter 1

Background

This thesis will discuss fermions in two dimensions in the presence of a Fermi
surface. In order to investigate these topics, several concepts and mathemati-
cal methods will be used. In this chapter these concepts and methods will be
reviewed. We start by considering common many-body techniques in Section
1.1 and then, in Section 1.2, turn to a discussion of the functional renormaliza-
tion group (FRG). We �nally conclude the chapter with a discussion of Fermi
liquid theory. As most methods can be found in standard textbooks such as
[1, 2, 3, 4, 5, 6], we will refer to these for details. Before beginning let us
moreover note that, throughout this work, we use units such that ~ = kB = 1.
Thus temperatures and frequencies are measured in units of energy.

1.1 Many-body methods

In this section we discuss the main many-body techniques used in this thesis.

1.1.1 Green's functions and the Dyson equation

In the theory of inhomogeneous linear di�erential equations, the Green's func-
tion is a tool for �nding solutions of equations of the form

Ly = f, (1.1)

where L is a linear di�erential operator acting on the function y. The Green's
function, G(x− ζ) is then the solution to the corresponding equation

LG(x, ζ) = δ(x− ζ), (1.2)

with L acting on the �rst argument of the Green's function. Given the Green's
function, y(x) can also be found1.

1Mathematically the Green's function is an integral kernel representing L−1. More details
can be found in standard textbooks such as [7].
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12 1. Background

In many-body physics the n-body real-time Green's function (or propaga-
tor) is de�ned as

G (j1t1, . . . , jntn; j′1t
′
1, . . . , j

′
nt
′
n) =

(−i)n
〈
T
(
Aj1(t1) . . . Ajn(tn)A†j′n(t′n) . . . A†j′1

(t′1)
)〉

, (1.3)

where A†j and Aj denote fermionic or bosonic creation and annihilation op-
erators in the Heisenberg picture and the angular brackets stand for thermal
averaging. T denotes time-ordering which places operators evaluated at later
times to the left such that, for two bosonic operators a and b, it is de�ned as

T (a(t1)b(t2)) =

{
a(t1)b(t2) t1 > t2,
b(t2)a(t1) t2 > t1,

(1.4)

with its obvious generalisation to arbitrary products of operators. For
fermionic operators there is an additional sign coming from the anti-
commutation relations for fermions. For n = 1 the Green's function has
the physical interpretation as the amplitude of propagation of a particle from
a state |j1t1〉 to a state |j′1t′1〉. From now on, unless explicitly stated, we will
use Green's functions as meaning one-body Green's functions.

Consider now for concreteness a system of free fermions described by the
Hamiltonian2

H =
∑
k

ξka
†
kak, (1.5)

where ξk is the dispersion and a†k and ak are now fermionic operators. In this
case the free (retarded) Green's function is given by

G0 (t1 − t2,k) = −iθ (t1 − t2) eiξk(t1−t2). (1.6)

As this depends only on the di�erence between the times t1 and t2 we may
perform a Fourier transform to get

G0 (ω,k) =
1

ω − ξk + iη
, (1.7)

where η > 0 is an in�nitesimal regularization factor which is sent to zero at
the end of the calculation and which appears due to the step function in (1.6).
The corresponding advanced Green's function is found by replacing iη by −iη.

The above however is only valid for a non-interacting system. To take into
account interactions one introduces the self-energy Σ(ω,k). This quantity

2In principle the dispersion and operators could of course also depend on spin but for
simplicity we ignore this dependence here.
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contains all information about interactions with the system. The full, renor-
malized Green's function, including interactions, is then given by the Dyson
equation

G(ω,k) =
1

G0(ω,k)−1 − Σ(ω,k)
. (1.8)

Hence, once the self-energy is computed, one has access to the full Green's
function from which many physical quantities can be generated (for example
the density of states is proportional to the imaginary part of the advanced
Green's function[8]). To evaluate the self-energy, however, it is often necessary
to employ di�erent approximations. We shall discuss a perturbative approach
in the next section.
Before moving on to the next section let us quickly note that the above discus-
sion was in the limit of zero temperature. To obtain the equivalent results at
�nite temperatures one performs a Wick rotation t → −iτ , where the �imag-
inary time� τ is now de�ned on the �nite interval [0, β] with β denoting the
inverse temperature. In this case one has to replace Fourier transforms by
Fourier sums but the results presented above remain correct as long as one
also replaces ω + iη by iωn, where

ωn =

{
2nπ
β

bosons
(2n+1)π

β
fermions

, (1.9)

with n ∈ Z, are Matsubara frequencies. An alternative representation is to
keep using real frequencies ω. In that case the (retarded) Green's function
becomes somewhat more complicated and is given by

G0(ω,k) =
1

Z
∑
m,n

|〈En|a†k|Em〉|2

ω − (Ẽn − Ẽm) + iη

(
e−βẼm − ζe−βẼn

)
. (1.10)

Here β is the inverse temperature and En and Ẽn are de�ned through

H|En〉 = En|En〉, (1.11a)

(H − µN)|En〉 = Ẽn|En〉, (1.11b)

where µ is the chemical potential and N is the number operator. Finally

Z =
∑
n

e−βẼn , (1.12)

is the grand canonical partition function and

ζ =

{
1 bosons,
−1 fermions,

(1.13)

speci�es the spin-statistics.
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(a)

(b)

Figure 1.1: Diagrammatic representation of the contraction Ak (tn)A†m (tj)
and (b) diagrammatic representation of the Dyson equation (1.8). The thick
line corresponds to the renormalized Green's function G, while the thin lines
denote the bare Green's function G0.

1.1.2 Feynman diagrams

From the de�nition of the n-body Green's function (1.3) it is clear that it is
necessary to evaluate the time-ordered product of several operators. To do this
it is useful to use Wick's theorem. Wick's theorem states that the time-ordered
product of n operators Aj, j = 1 . . . n is given by

T (A1 . . . An) =: A1 . . . An : +All possible contractions. (1.14)

Here the operators can be either fermionic or bosonic, and creation or annihi-
lation operators. Moreover : A1 . . . An : denotes normal-ordering which places
all annihilation operators to the right while a contraction of two operators is
de�ned as

Ak (tn)Aj (tm) = 〈T [Ak(tn)Aj(tm)]〉 . (1.15)

The usefulness of Wick's theorem thus lies in the possibility of rewriting
time-ordered products of several operators as the sum of products of one-body
Green's functions. To further simplify calculations one moreover introduces a
graphical representation such that contractions are denoted by a solid line as
shown in Figure 1.1(a).

To include interactions we write the full Hamiltonian as

H = H0 +Hint, (1.16)

with H0 denoting the free part and Hint denoting the interactions. We then
introduce the time-evolution operator U (t, t0) as the formal solution to the
interaction picture Schrödinger equation

i
d

dt
|ψ〉I = Hint(t)|ψ〉I . (1.17)

According to the Dyson formula the time-evolution operator at zero tempera-
ture is then given by
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U (t, t0) = T exp

(
−i
∫ t

t0

dt′Hint (t′)

)
, (1.18)

where the time-ordering of the exponential is de�ned through its Taylor ex-
pansion. From this it can be shown that the full Green's function is given
by

G (jt; j′t′) = −i

〈
T
(
U (∞,−∞) aj (t) a†j′ (t

′)
)〉

0

〈U (∞,−∞)〉0
, (1.19)

where 〈. . .〉0 denotes that the averaging is with respect to the free Hamiltonian
H0. Expanding (1.19) in the interaction thus gives a perturbative way of cal-
culating the full Green's function. Iterating the Dyson equation (1.8) likewise
provides a perturbative method of �nding the self-energy. As all the equations
above contain time-ordered products of operators, Wick's theorem is again
very useful. Like in the free case it is furthermore helpful here to introduce
some diagrammatic notation. Contractions are then again denoted by a line
and vertices by dots or simply by a di�erent type of line. It should be noted
however that the notation can vary depending on the theories one considers.
Once the diagrams for a particular expansion have been drawn there exists a
set of so-called Feynman rules that allows one to translate the diagrams into
equations. As these rules also vary from theory to theory we shall refrain
from citing them here and instead refer to suitable textbooks[1, 2, 4, 9]. The
Feynman rules used in this thesis will be speci�ed when we draw the relevant
diagrams.

1.1.3 Functional representation

An alternative way of presenting the above is through generating functionals.
We shall again skip details that can be found in various textbooks[1, 2, 3]. To
begin our discussion we consider a general theory described by the action S[Φ],
where, following the presentation in [1], Φ is a super�eld which can contain
fermionic or bosonic degrees of freedom. The partition function (with suitable
normalisation) is then given by the path integral

Z =

∫
DΦ e−S[Φ]. (1.20)

The n-body Green's function de�ned in (1.3) can be written as3

〈Φα1 . . .Φαn〉 =
1

Z

∫
DΦ e−S[Φ]Φα1 . . .Φαn , (1.21)

3In a similar way 〈. . .〉0 appearing in (1.19) can be de�ned with functional integrals by
replacing the action by its free counterpart S0[Φ].
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where the indices are superlabels containing both frequency and momentum.
If we now de�ne

G[J ] =
1

Z

∫
DΦ e−S[Φ]+

∫
α JαΦα , (1.22)

where
∫
α
denotes integration over the superlabels and J is called a source

term, we see that the n-body Green's functions are given by the functional
di�erentiation

〈Φα1 . . .Φαn〉 =
δnG[J ]

δJα1 . . . δJαn

∣∣∣∣∣
J=0

. (1.23)

G[J ] is called the generating functional for the Green's functions.

We �nally note that, analogously, it is possible to de�ne generating func-
tionals for higher order vertices through expectation values of more �elds. In
particular we will be interested in the one-line irreducible vertices with n ex-
ternal legs below. These are then found from the generating functional Γ[Φ̄] of
one-line irreducible vertices which is de�ned through the Legendre transform

Γ[Φ̄] =

∫
α

Jα[Φ̄]Φ̄α − Gc
[
[J [Φ̄]

]
+

1

2

∫
α

∫
β

Φ̄α[G0]−1
αβΦ̄β, (1.24)

with G0 being a matrix in the space of superlabels. Γ[Φ̄] depends on the
super�eld Φ̄, de�ned as

Φ̄α = 〈Φα〉 =
δGc[J ]

δJα
. (1.25)

Here Gc[J ] denotes the generating functional of the connected Green's functions
which is given by

Gc[J ] = ln

∫
DΦ e−S[Φ]+

∫
α JαΦα∫

DΦ e−S0[Φ]
. (1.26)

The connected diagrams are diagrammatically those expressions that are not
split into two separate diagrams. It can be shown that the denominator in
Equation (1.19) cancels out all disconnected diagrams (that is, those diagrams
that consist of two separate diagrams) such that only the connected diagrams
remain. Thus only considering the connected diagrams avoids a redundancy in
the perturbation expansion. Once the generating functional Γ[Φ̄] is obtained,
the one-line irreducible vertices with n external legs is given by

Γ(n)
α1...αn

=
δnΓ[Φ̄]

δΦ̄α1 . . . δΦ̄αn

∣∣∣∣∣
Φ̄=0

, (1.27)

as before. The one-line irreducible vertex with n external legs is shown in Fig-
ure 1.2. The name one-line irreducible means that none of the diagrams which
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Figure 1.2: Diagrammatic representation of the one-particle irreducible vertex
with n external legs given in Equation (1.27).

contribute to the vertices can be cut into two by cutting a single propagatorline
in the diagram. Similarly two-line irreducible diagrams are those that cannot
be cut into two by cutting two lines etc. For details we refer to [1] but let us
just note that for n = 2 the one-line irreducible vertex de�ned above reduces
to the self-energy.

1.1.4 Skeleton equations

In classical �eld theories Noether's theorem tells us that a continuous symmetry
of the action implies that the system has a conserved current[9, 10]. Similarly
continuous symmetries of the integral of generating functionals leads, by func-
tional di�erentiation, to equations relating vertices of di�erent order to each
other[1, 9]. These equations are called skeleton or Dyson-Schwinger equations.
To see how this works we shift the �eld in our expression for the generating
functional (1.22) viz. Φ→ Φ + ∆ and expand to �rst order in ∆. Doing this,
using that the measure is invariant under the in�nitesimal shift of the �elds,
yields[1] (

ζαJα −
δS

δΦα

[
δ

δJ

])
G[J ] = 0, (1.28)

where ζα speci�es the statistics of the superlabel α such that

ζα =

{
1 if Φα is bosonic,
−1 if Φα is fermionic.

(1.29)

By taking further derivatives of this it is possible to derive relations between
di�erent order vertices. These skeleton equations will, together with a suitable
truncation, be used to close the in�nite hierarchy of functional renormalization
group �ow equations (see Section 1.2) in Chapter 2. In particular we will need
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the skeleton equations for a mixed Fermi-Bose theory of fermions interacting
via a real bosonic �eld through a Yukawa-type interaction, see Chapter 2.
These are derived in [1] and are given by

δΓ

δφK̄σ
− i
∫
K

[
ψ̄K+K̄,σψKσ +

δ2Gc
δj̄KσδjK+K̄,σ

]
= 0, (1.30a)

δΓ

δψKσ
− i
∫
K̄

[
ζψ̄K+K̄,σφK̄σ +

δ2Gc
δjK+K̄,σδJ−K̄σ

]
= 0, (1.30b)

δΓ

δψ̄Kσ
− i
∫
K̄

[
ψK−K̄,σφK̄σ +

δ2Gc
δj̄K−K̄,σδJ−K̄σ

]
= 0, (1.30c)

where φ denotes the real bosonic �eld and ψ and ψ̄ denote the fermionic �elds.
Moreover j and J are the source terms of the �elds ψ̄ and φ respectively, and we
have again used the generating functional of the connected Green's functions
Gc. Finally Γ is the generating functional of irreducible vertices, introduced in
the previous section. For more details and derivations we again refer to the
literature[1, 9].

1.2 Functional Renormalization Group

In the last section we discussed, mainly, perturbative techniques to solve
problems in �eld theories. However, in condensed matter, there are several ex-
amples of systems where such approaches are not permissible. For example for
strongly coupled systems, an example of which will be considered in Chapter 2,
there is simply no small parameter in which one can perform perturbation
theory and whilst it is often possible to introduce such a variable by hand,
as, for instance, in a 1/N expansion, such approaches also sometimes break
down. Indeed as we shall see the system considered in Chapter 2 provides an
example of this. In these cases a non-perturbative approach is needed. One
such approach is the functional renormalization group (FRG) which will be
introduced in this section. A complete introduction is, again, beyond the scope
of this work and we will instead refer to other sources such as References [1, 11].

The FRG is a generalisation of the Wilsonian renormalization group de-
veloped by Wilson and collaborators[12, 13, 14, 15, 16, 17, 18]. While the
Wilsonian renormalization group can be reproduced from the FRG it is also
applicable in cases where the Wilsonian renormalization group is not used. In
it a cuto� Λ is introduced in the bare propagator such that G0 is replaced by
a propagator which depends on the cuto�

G−1
0,Λ = G−1

0 −RΛ, (1.31)

where RΛ is a cuto� dependent regulator. The cuto� is usually taken to be
some infrared cuto�, which disallows propagation below some energy scale, but
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can in principle also be taken to be a physical parameter such as the magnetic
�eld[19], out-scattering rate[20], etc. Common for any cuto� is the requirement
that, as the cuto� is removed, the physical theory is recovered such that

G0,Λ → G0, Λ→ 0. (1.32)

Moreover when the cuto� becomes large enough we require that the Gaussian
propagator G0 is suppressed. That is

G0,Λ → 0, Λ→∞. (1.33)

Let us point out that this latter condition implies that, as the cuto� is
increased, the generating functional of the one-line irreducible vertices ap-
proaches the non-Gaussian part of the action, that is the interaction part.
In this thesis we will exclusively be working with a sharp multiplicative cuto�
in momentum which in its general form is

G0,Λ(k) = Θ(|k| − Λ)G0(k). (1.34)

This type of regulator clearly satis�es (1.32) and (1.33) and is mainly useful
for analytic calculations. For numerics it can often be more convenient to pick
a regulator which is more smooth[21, 22, 23, 24].

Once the cuto� is introduced it is possible to write down a formally exact
�ow equation for the functionals. Many di�erent formulations exist but the one
we shall use uses the generating functionals of the one-line irreducible vertices
[see also Equation (1.24)]. The formally exact �ow equation for the (cuto�
dependent) generating functional ΓΛ of the one-particle irreducible vertices is
then given by[25, 26]

∂ΛΓΛ =
1

2
Str

(
∂ΛRΛ

Γ
(2)
Λ +RΛ

)
, (1.35)

where Γ
(2)
Λ denotes the second derivative of ΓΛ with respect to the �elds and

Str is a supertrace over all degrees of freedom[8]. For the derivation of this
equation we refer to the literature[1]. This equation is formally exact in that a
solution would, in the limit Λ→ 0, yield the exact properties of the system con-
sidered. However, to solve it, it is almost always necessary to introduce certain
approximations. Several di�erent schemes exist in which these approximations
can be implemented but the main two are the derivative expansion in which
the generating functionals are expanded in gradients of the �elds[22, 27, 28],
and the vertex expansion[29]. As we will be using the latter we will simply
refer to the literature for a discussion of the derivative expansion and turn
instead to the vertex expansion. Here we expand the generating functional of
the one-line irreducible vertices with respect to the �elds using the functional
Taylor expansion
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Γ[Φ̄] =
∞∑
n=0

1

n!

∫
α1

. . .

∫
αn

Γ(n)
α1...αn

Φ̄α1 . . . Φ̄αn . (1.36)

Substituting this into Equation (1.35) and comparing terms that contain the
same number of �elds, one then obtains equations that relate the �ow of the
(cuto� dependent) one-line irreducible vertices with a certain numbers of ex-
ternal legs to one-line irreducible vertices with a di�erent number of external
legs. These equations will only contain a �nite number of vertices and so
can in principle be solved. However, the di�erent equations are all coupled
and moreover integro-di�erential equations so in practice a solution is usu-
ally complicated. For example the �ow equation for the two-legged one-line
irreducible vertex (the self-energy) will depend on the three- and four-legged
one-line irreducible vertices, whilst the �ow equation for the three-legged one-
line irreducible vertex will in turn depend on the three-, four-, and �ve-legged
one-line irreducible vertices. This hierarchy, in principle, continues to in�nity
and so has to be truncated at some order. For most practical purposes it is
su�cient to truncate at the level of the four-legged one-line irreducible vertex
but the truncation strategy may di�er if it is possible to draw on some prior
physical insight. Indeed in Chapter 2 we will truncate the �ow already at the
level of the three-legged vertices. This will be justi�ed using results obtained
with other methods.

1.3 Fermi liquid theory

Fermi liquid theory, originally developed by Landau[5, 30, 31] to explain the
behaviour of liquid 3He[32, 33, 34], has been immensely successful in explain-
ing a wide range of phenomena including electron interactions in metals. As
this thesis will be dealing with exactly electron interactions in a metal both
within regimes where Fermi liquid theory is valid and where it breaks down,
we will end this introductory chapter with a brief review of this theory. For
details we will again refer to the literature[2, 4, 5, 30, 31].

Fermi liquid theory is based on the concept of adiabatic continuity. One
starts with a non-interacting ground state and then adiabatically turns on
interactions. The elementary excitations of the non-interacting ground state
are then approximate excitations of the interacting ground state, that is the
excitations of the interacting ground state can be labelled by the same quantum
numbers as the excitations of the non-interacting ground state. This then
means that the interacting Green's function takes the same form as the non-
interacting Green's function [see Eq. (1.7)] and is expected to have similar
thermodynamic properties (although see Chapter 3), albeit with renormalized
parameters such as a renormalized mass and velocity. These excitations are
called quasi-particles. The quasi-particles will have the same spin-statistics
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as the free elementary excitations of the non-interacting system4 but will be
damped. For the concept to make sense it is then essential for this damping
to be small. In particular de�ning the distance to the Fermi surface as ξk =
Ek − EkF

, we note that 1/|ξk| is the minimal time required to create a quasi-
particle. For Fermi liquid theory to be valid we must thus require that the
lifetime of quasi-particles τk satis�es

1

τk
� |ξk|, (1.37)

as we approach the Fermi surface. Notice that there is no requirement about
the damping of the quasi-particles far from the Fermi surface. In three di-
mensions it can be shown, using energy conservation, the Pauli principle and
phase-space arguments[5, 30, 31], that at zero temperature

1

τk
= O

(
(|k| − kF )2

)
, (1.38)

where kF is the Fermi momentum. Because we may expand close to the Fermi
surface

ξk = vF (|k| − kF ) +O
(
(|k| − kF )2

)
, (1.39)

with

vF = vkF
= ∇kEk|k=kF

, (1.40)

denoting the Fermi velocity, and where we have assumed a regular Fermi sur-
face, we see that the criterion (1.37) is always satis�ed close enough to the
Fermi surface.

Consider now two quasi-particle states labelled by their momenta and spin
close to a (for convenience circular) Fermi surface as shown in Figure 1.3.
Unlike the non-interacting case the energy is not a simple linear combination
of the single-particle energies and we must include interactions between quasi-
particles. The e�ect of these interactions is phenomenologically to alter the
distribution of quasi-particles by an amount δnkσ = nkσ − nkσ,0, with nkσ and
nkσ,0 denoting the distribution of interacting and free particles respectively
(the latter is of course simply given by a step function at zero temperature).
Thus the energy is

E = E0 +
∑
kσ

Ekδnkσ +
1

2V

∑
kk′
σσ′

fσσ′(k,k
′)δnkσδnk′σ′ +O

(
δn3

k

)
, (1.41)

4Fermi liquid theory is usually only applied to fermionic systems, but lately there have
been examples of bosonic systems which can be said to exhibit similar behaviour. Such
�Bose liquids� are then de�ned around an analogue of a Fermi surface, where the energy
dispersion has a minimum. For more details see for example References [35], [36], and [37].
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Figure 1.3: An example of a circular Fermi surface with two states separated
by an angle θ.

where fσσ′(k,k′) is a Landau function. Close to the Fermi surface these Lan-
dau functions become only dependent on the angle separating the momenta
of the two quasi-particle states such that they may be expanded in Legendre
polynomials. Making the coe�cient of such an expansion dimensionless �nally
yields Landau parameters Fl (l = 0, 1, . . .). There are several of these which
take into account, phenomenologically, the interaction between quasi-particles.
Knowing the Landau parameters one can then deduce various physical quan-
tities such as the renormalized mass, compressibility, sound velocity, spin
susceptibility, etc.

The discussion above was all based on a phenomenological approach. To
quantify this and introduce some terms that will be used later it is useful to
discuss also the microscopic basis for Fermi liquid theory which was developed
later (see for example [38]). First of all we note that the excitations in D
dimensions are quasi-particles above a sharp (D − 1)-dimensional manifold
in momentum space de�ned as the surface where the energy of excitations
changes sign, that is when

EkF
− µ+ Σ (0,kF) = 0, (1.42)

where µ is again the chemical potential. This surface, which thus separates
the occupied from the unoccupied states, is the Fermi surface and the solution
kF to (1.42) is the Fermi momentum. Consider now the Green's function as
written in Eq. (1.8) but dividing the self-energy into its real and imaginary
parts. Then
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G (ω,k) =
1

ω − [ξk + ReΣ (ω,k)]− iImΣ (ω,k)
. (1.43)

If we further consider the spectral function, which is a measure of how well
an excitation can be described as being non-interacting (this becomes obvious
when we give the form of the spectral function for a free particle), we �nd that

A (ω,k) = − 1

π
ImG (ω + iη,k)

= − 1

π

ImΣ (ω,k)

[ω − ξk − ReΣ (ω,k)]2 + [ImΣ (ω,k)]2
, (1.44)

where we recall that η > 0 is a positive in�nitesimal. The spectral function as
a function of the frequency thus takes the form of a Lorentzian centred around
ξ̃k = ξk + ReΣ (ω,k) and with a width of

1

2τk
= −ZkImΣ(ξ̃k,k), (1.45)

where

Zk =
1

1− ∂
∂ω
ReΣ (ω,k)

∣∣
ω=ξ̃k

, (1.46)

is the quasi-particle residue. At k = kF it measures the discontinuity in the
momentum distribution at the Fermi momentum. A vanishing quasi-particle
residue at the Fermi surface (ξ̃kF

= 0) signals a destruction of the Fermi liquid
state. τk can furthermore be identi�ed as the quasi-particle life-time. The
quasi-particle residue on the Fermi surface (which we simply denote by Z)
may also be de�ned in an alternative way through an expansion of the self-
energy around the Fermi surface. Indeed such an expansion may be written
as

Σ(ω,k) = Σ(0,kF) +
(
1− Z−1

)
iω −

(
1− Y −1

)
ξ̃k + . . . , (1.47)

such that we see that the quasi-particle residue on the Fermi surface acts as
a renormalization of the frequency-dependent part of the self-energy. In this
expansion we have also de�ned a second renormalization parameter Y , which
renormalizes the momentum dependence of the self-energy and is de�ned
through this expansion, although we may also de�ne it for momenta away
from the Fermi surface in an analogous way to Z. A large part of this thesis
will be devoted to calculating Z and Y .

Returning to the spectral function we note that, for a free particle with a
Green's function given by (1.7), it follows from the Dirac identity
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lim
η→0+

1

x± iη
= ∓iπδ(x) + P 1

x
, (1.48)

where P stands for the principal part, that the spectral function would become
a δ-function centred around the unrenormalized dispersion. For the concept
of a quasi-particle to be well-de�ned one should therefore require that the
damping ful�ls 1/τk � |ξ̃k| as we approach the Fermi surface. This is of course
the same criterion as (1.37) but obtained in a di�erent way. Microscopically
it corresponds to a sharp peak in the spectral function and is the de�ning
property of a Fermi liquid. For a normal Fermi liquid in three dimensions,
and in fact for all dimensions 2 < D ≤ 3, it can be shown that (we refer to
textbooks such as [4] and [5] for the derivation)

ImΣ (ω,kF) ∝ −
(
ω2 + π2T 2

)
. (1.49)

At zero temperature it then follows that

1/τk ∝ (|k| − kF )2 , (1.50)

which is exactly Equation (1.38). Thus the criterion (1.37) is always satis�ed
close enough to the Fermi surface where

ξ̃k ∼ (|k| − kF ) , (1.51)

as we discussed earlier. Let us here note that the condition,

ImΣ(ω,kF) ∝ ω2, (1.52)

at T = 0, while su�cient to have Fermi liquid behaviour, is not necessary.
Indeed the condition (1.37) is clearly satis�ed whenever the self-energy has
the following imaginary part[39]

ImΣ(ω,kF) ∝ ω1+a, (1.53)

where a > 0. Indeed it is known[39] that in two dimensions one typically �nds

ImΣ(ω,kF) ∝ ω2 ln |ω|, (1.54)

while in dimensions 1 < D < 2

ImΣ(ω,kF) ∝ ωD. (1.55)

Systems with self-energies that satisfy these two relations still have well-
de�ned quasi-particles and can be described within Fermi liquid theory.
Moreover we should stress that the above conditions only make statements
about the quasi-particles close to the Fermi surface. At higher energies the
quasi-particles could in principle be damped out, but Fermi liquid theory
would still be su�cient to describe the low-energy excitations.
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Let us �nally note that the breakdown of Fermi liquid theory has been
widely discussed in recent years. This has amongst other reasons been moti-
vated by the discovery of non-Fermi liquid behaviour of some high-Tc super-
conductors and other materials (see for example [40, 41]). In Chapter 2 we
will discuss an example of a speci�c quantum critical point where Fermi liquid
theory breaks down.
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Chapter 2

The Ising-nematic quantum

critical point in two-dimensional

metals

2.1 Introduction

The discovery of the presence of nematic order in materials such as
the cuprates and ruthenates[42, 43, 44, 45, 46, 47, 48] has led to
signi�cant theoretical activity in attempting to understand nematic
transitions[49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61]. Such transitions,
in which the rotational order of the lattice is broken while the translational
symmetries are preserved, often come with the breakdown of the Fermi liquid
theory discussed in Section 1.3. Such �non-Fermi liquids� have themselves been
the subject of intense investigations[54, 55, 62, 63, 64, 65, 66, 67, 68, 69, 70].

One way to achieve a nematic transition together with the breakdown of
Fermi liquid theory is by coupling a Fermi surface to a gapless bosonic scalar
order parameter[54, 55, 65, 71, 72, 73, 74, 75, 76, 77]. Indeed the idea that the
Fermi liquid picture breaks down when coupling fermions near a Fermi surface
to gapless bosons has been promoted for quite some time[73, 78, 79]. In this
chapter we discuss an example of such a system, namely a Pomeranchuk[80]
transition of electrons in a two-dimensional metal, into a nematic phase. This is
a quantum phase transition where the lattice is distorted in some direction and
an example of a nematic phase transition (see Figure 2.1). We consider only
the quantum critical point and begin by reviewing the standard approach used
to describe quantum criticality of electrons in metals, as developed by Hertz[82]
and Millis[83] in the 70's and 90's. We then discuss how complications arise in
the 1/N expansion for this problem and how anomalous dimensions appear.
We �nally calculate the anomalous dimensions using the FRG.
The work presented in this chapter was done with Lorenz Bartosch, Aldo
Isidori, and Peter Kopietz, and has been published in [84].

27
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Figure 2.1: An example illustrating a nematic phase transition. When the
order parameter vanishes the lattice has rotational symmetry. When the order
parameter is turned on such that 〈φ〉 6= 0 this symmetry is broken while the
translational symmetry is retained. The sign of 〈φ〉 governs the direction in
which the lattice is distorted.

2.1.1 Hertz-Millis theory

The Hertz-Millis theory[82, 83, 85] has been the canonical approach to de-
scribe the quantum critical behaviour of electrons in metals for several years.
In it the interaction between the electrons is decoupled via a bosonic Hubbard-
Stratonovich transformation. One then ends up with a theory containing both
fermionic and bosonic degrees of freedom. The latter are treated using Lan-
dau theory and the theory is thus speci�ed by the following action in two
dimensions

S[ψ̄, ψ, φ] = Sψ[ψ̄, ψ] + Sφ[φ] + Sint[ψ̄, ψ, φ], (2.1a)

Sψ[ψ̄, ψ] =

∫
d2+1x ψ̄ (∂τ − ξ)ψ, (2.1b)

Sφ[φ] =

∫
d2+1x

(
1

2
(∂φ)2 +

r

2
φ2 + gφ4

)
, (2.1c)

Sint[ψ̄, ψ, φ] =

∫
d2+1xΓ0ψ̄ψφ, (2.1d)

where ψ and φ are fermionic and bosonic �elds respectively, Γ0 is the bare
interaction vertex between fermions and bosons, ξ = E − EF , with EF being
the Fermi energy, is the dispersion of electrons and the parameters in the
bosonic part of the action are the usual couplings in Landau theory. The
integration is performed over two-dimensional space and over time. Notice
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that the bosonic part of the action is truncated at the quartic level. This is
justi�ed using scaling arguments, see below. In this work we shall be discussing
a speci�c type of phase transition, namely the Ising-nematic phase transition.
In this case the bosonic �eld φ will be an Ising-nematic order parameter which
does not transfer momentum (if the order parameter is allowed to transfer
momentum, spin-density wave instabilities occur[65]) and is non-zero only in
the ordered phase. It is thus, in its most general form, given by (see e.g. [54])

φ ∼
∫
d2k (cos kx − cos ky) a

†
kσakσ, (2.2)

where a†kσ and akσ are respectively creation and annihilation operators. The
theory governing the Ising-nematic quantum critical point is closely related to
the theory of a U(1) gauge �eld interacting with a Fermi surface[86, 87, 88].
Thus, in principle φ could also describe an emergent U(1) gauge-�eld which
couples to the Fermi surface. Such models are relevant, for example, in spin-
liquids where the spinons can form a �spinon Fermi-surface�[89, 90]. To see
how this happens consider a Mott insulator with Hamiltonian

H = J
∑
〈ij〉

Si · Sj, (2.3)

where Si is the usual spin-operator at site i, J is the exchange coupling, and
the summation is performed over nearest neighbours. The emergent gauge
symmetry comes from the U(1) gauge invariance of the spinon operators fi
which appear when fractionalising the spin operators as

Sai =
1

2

∑
αβ

fiασ
a
αβfiβ, (2.4)

where σaαβ is a component of the vector of spin half Pauli matrices. An other
example is in the theory of the half-�lled Landau levels where the emergent
gauge-�eld is a Chern-Simons gauge-�eld used to attach a �ux[91]. Gauge
theories of this sort have been studied excessively in the past.

Returning to Hertz-Millis theory, in the next step one integrates out the
fermionic degrees of freedom. Doing this we end up with a (2 + 1)-dimensional
purely bosonic �eld theory described by the e�ective action

Se�[φ] =
1

2

∫
d2k dω

(2π)3 φ (−ω,−k)

(
b0
|ω|
|k|

+ c0k
2

)
φ (ω,k)+g

∫
d2k dω φ (ω,k)4 ,

(2.5)
where to lowest order b0 = c0 = 1/ (4π)1 and we have performed a Fourier
transform. Notice the Landau damping term |ω|/|k| which will turn out to

1In the next section we will extend the theory to contain N �avours of fermions. In this
case the right-hand side of b0 and c0 is multiplied by N .
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be crucial for the dynamics of the system. Indeed if we perform the rescaling
k → Λk, the presence of the Landau damping requires that ω → Λ3ω, that
is the bosonic �eld has a dynamic exponent of three. To achieve a consistent
scaling we then must let φ → Λ3/2φ. From this we see that g → Λg such
that, under this rescaling, the φ4 term is irrelevant in the renormalization
group sense2. The same is true for the higher order terms which justi�es the
truncation of the bosonic part of the action (2.1c) and allows one to describe the
quantum critical point using a Gaussian theory. A more complete discussion
of the scaling can be found in Reference [93]. Because we will be using the
FRG which does not rely on the existence of a small parameter, the scaling
behaviour and classi�cation into relevant and irrelevant couplings is not crucial
to us. In any case we shall see later that such a rescaling is not su�cient in
two dimensions and that one should also keep higher order terms in the action.
The reason for this is that the gapless electrons give rise to highly singular
interactions in both frequency and momenta3. It is therefore better to not
integrate out the bosonic degrees of freedom and instead consider a mixed
Fermi-Bose theory. Let us �nally point out that if one does apply Hertz-Millis
theory, scaling arguments yield in two dimensions

Σ (ω,k) ∼ −isgn (ω) |ω|2/3. (2.6)

The 2/3 exponent implies non-Fermi liquid behaviour which arises due to �uc-
tuations of the �eld φ. Since this term is more singular than the bare frequency
dependence, the renormalized Green's function can thus be written as

G (ω + iη,k) ∝ 1

A|ω|2/3 − ξk
, (2.7)

where A is a complex constant which depends on the sign of ω and η is a
positive in�nitesimal. We shall see later that anomalous dimensions modify
the 2/3 exponent and the power of the dispersion.

2.1.2 1/N-expansion

The discussion in the previous section was largely based on a scaling analysis
of the Hertz-Millis action (2.5). In this section we will review how it is possible
to arrive at the same results using a more stringent approach. In particular,
as the theory turns out to be strongly coupled, there is no small parameter
to do perturbation theory in. Therefore the 1/N expansion has often been

2The general scaling dimension of g in D dimensions with a dynamic bosonic critical
exponent zb is dim[g] = 4−D− zb[92]. The result in the main text is reproduced for D = 2
and zb = 3.

3It should be noted, however, that this is a special property of two dimensions. In three
dimensions, for example, Hertz-Millis theory gives the correct results. The reason for this
is that the patch construction discussed later in this section needs to be modi�ed in D = 3.
Indeed here the patches on opposite sides of the Fermi surface become great circles and the
bosonic order parameter no longer couples strongly to the electrons on the Fermi surface.
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used[63, 72, 73] to con�rm the Hertz-Millis results from the previous section.
We shall do the same in this section and then comment on when this approach
breaks down[54, 77].

To begin let us return to the mixed Fermi-Bose theory (2.1). Due to the
Landau damping, the bosonic �uctuations can only be properly absorbed if
their momentum is almost tangent to the Fermi surface[72, 73]. To see this
note that, as discussed above, from the Landau damping term in Equation (2.5)
it follows that the frequency scales as ω ∼ |k|3. Because we are only interested
in states close to the Fermi surface we expand the dispersion around a point
on the Fermi surface

ξk = EkF+k − EkF
≈ vFk‖ +

k2
⊥

2m
, (2.8)

where k‖ and k⊥ denote the components of momentum parallel and perpendic-
ular to the Fermi surface normal respectively, m denotes the electron mass and
vF is the local Fermi velocity (although note that, if the Fermi surface is not
circular, this does not necessarily correspond to the physical Fermi velocity).
In principle one should now expand around every point on the Fermi surface.
However we now note that, if the �uctuations are not tangent to the Fermi
surface, the �rst term dominates and the energy needed to absorb a �uctua-
tion goes as vF |k| ∼ ω1/3. On the other hand we saw, in the previous section,
that Σ (ω,k) ∼ ω2/3 and so there is a mismatch between the self-energy and
the energy required to absorb a �uctuation. This is not the case when the
�uctuations are nearly tangent to the Fermi surface in which case the energy
needed to absorb the �uctuation instead scales as |k|2 ∼ ω2/3. This precisely
matches the self-energy. We hence conclude that the electrons couple strongly
to the bosonic �uctuations when the momentum of the bosonic �uctuations
is almost tangent to the Fermi surface. For a closed Fermi surface, in two
dimensions, this happens at exactly two patches as illustrated in Figure 2.2.
The essential low-energy physics is therefore captured by expanding the dis-
persion of the electrons near two patches of the Fermi surface. An other way
to see this is to notice that the mismatch between the scaling behaviour of k‖
and k⊥ in Equation (2.8) leads, after a renormalization group procedure, to
a non-compact Fermi surface consisting of the two patches. We will therefore
focus on the two patches of the Fermi surface shown in Figure 2.2 and arrive
at[63, 72, 73, 54]

ξαk = EkαF+k − EkαF
≈ αk‖ + k2

⊥, (2.9)

where α denotes the patch index, kαF is the Fermi momentum corresponding
to the patch labelled by α, and k‖ and k⊥ are again the components of
momentum parallel and perpendicular to the Fermi surface normal but at a
given patch (see also Figure 2.2). The patch index α appears in front of the
parallel component of momentum because the Fermi momenta on the two
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Figure 2.2: This is an illustration of the patch construction. The order
parameter couples strongly to two patches on the Fermi surfaces (labelled by
α = ±1) to which it is tangent. A local coordinate system is then de�ned at
each patch with k‖ denoting the momentum parallel to the Fermi momentum
and k⊥ denoting the momentum perpendicular to the Fermi momentum.

opposite patches have di�erent signs. The two components of momentum
have further been made dimensionless through the rescaling k‖ → 2mvFk‖ and
k⊥ → 2mvFk⊥. Finally anticipating that we will, in this section, moreover be
discussing the 1/N expansion we further introduce N �avours of the electrons
(for the theory of the Ising-nematic quantum critical point N = 2, corre-
sponding to the two physical spin states). In this approximation we should
then sum all fermionic degrees of freedom over both all fermionic �avours and
the patch index and we should introduce a cuto� Λ⊥ in the perpendicular
component of the momentum to take into account the �nite size of a patch.
Such a cuto� should be proportional to the angular extension of a patch,
but as all integrals over perpendicular components of momentum will turn
out to be ultraviolet convergent we may send the cuto� to in�nity. Let us
here remark that there are di�erent ways of regularizing the theory. The
low-energy singular behaviour of the theory should however not depend on
which regularization is chosen.

With this we can now consider the one-loop contribution to the self-energy
shown in Figure 2.3(a) and show that it reproduces the Hertz-Millis result.
First let us, however, calculate the polarization at one-loop order. This is
simply given by (see, for example, Reference [92] for details)
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Π (ω,k) = N

∫
d2q dΩ

(2π)3

1

−iηΩ + αq‖ + q2
⊥

× 1

−iη (ω + Ω) + α
(
k‖ + q‖

)
+ (k⊥ + q⊥)2 , (2.10)

where we use free fermionic propagators with dispersion given in Equation
(2.9), rescale frequencies viz. ω → 2mv2

Fω, and have introduced the posi-
tive in�nitesimal factor η in the dynamic part of the propagators to take into
account the fact that the dynamic part is formally irrelevant under a renor-
malization group treatment of the action. At the end of the calculation we
therefore send η to zero. The polarization is shown in Figure 2.3(b). Because
we are only interested in the singular contribution to the polarization we may
perform the integrations in whichever order we wish. If we then moreover
separate the momentum integration into integrals over q⊥ and q‖ it turns out
that it is convenient to perform the latter �rst. This can be done using the
method of residues with the result

Π (ω,k) =
N

2

∫
dq⊥
2π

iα

iω − αk‖ − k2
⊥ − 2q⊥k⊥

∫
dΩ

2π
[Θ (α (ω + Ω))−Θ (αΩ)] .

(2.11)
Finally the frequency integration is trivial and equal to αω such that only the
integration over q⊥ remains. This integrand goes as 1/q⊥ in the ultraviolet
and is therefore divergent. It can however be regularized by noticing that
we should also be summing over the patch index. Doing this corresponds to
adding the same term but with the sign of all parallel components of momen-
tum interchanged. Because the integrand is moreover symmetric under the
simultaneous shift of k⊥ → −k⊥ and q⊥ → −q⊥ we see that summing over
the patch index simply amounts to symmetrising the integrand with respect
to k[54]. Then the integrand goes as 1/k2

⊥ in the ultraviolet and the integral
is convergent. The �nal integration can then be performed using the method
of residues. The result is

Π (ω,k) = b0
|ω|
|k⊥|

, (2.12)

where b0 = N/(4π) to �rst order. We see that this is independent of k‖.
The reason for this is that this component of momentum can be eliminated by
performing a shift of momenta in the dispersion. Since, from scaling, we expect
k⊥ � k‖ (indeed if the parallel and perpendicular components of momentum
were not of di�erent orders of magnitude we would not be able to separate
the integration over momenta) we thus reproduce the Landau damping form
of the bosonic part of the Hertz-Millis action, Equation (2.5).
The fermionic self-energy is now given by[92]
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Σ (ω,k) =
−1

N

∫
d2q dΩ

(2π)3

1

c0q2
⊥ + b0

|Ω|
|q⊥|

1

−iη (ω − Ω) + α
(
k‖ − q‖

)
+ (k⊥ − q⊥)2 ,

(2.13)
where we have dressed the boson propagator while using the free fermion prop-
agator. Separating, again, the momentum integral into integrals over q⊥ and
q‖, we see that the latter is again ultraviolet divergent. This divergence can
be regularized by subtracting the self-energy on the Fermi surface. Doing thus
the q‖ integration can once more be done using the method of residues such
that

Σ (ω,k) =
−i
2N

∫
dq⊥dΩ

(2π)2

1

b0
|Ω|
|q⊥|

+ c0q2
⊥

sgn (ω − Ω) . (2.14)

Notice that η has dropped out at this stage such that there will be no problem
with taking the η → 0 limit. The last two integrations are now standard
integrals and can be performed such that we �nally �nd

Σ (ω,k) ∼ −i 1

N
sgn (ω) |ω|2/3, (2.15)

which con�rms the Hertz-Millis result (2.6). Calculations have also been done
at two-loop order[72, 73, 79]. In this case the ω2/3 form of the self-energy was
retained and it was found (see also Reference [95]) that, in the limit of large
N , the N-dependence of the prefactor of the ω2/3 term becomes(

lnN

N

)2

� 1. (2.16)

Because of this and for scaling reasons it was for a long time believed that the
theory could be controlled in a 1/N -expansion and that the exponent of 2/3
remained exact at higher loops. We will show in the next section that this is
not the whole story, however.

2.1.3 The genus expansion and breakdown of large-N

counting

When we did the large-N expansion in the previous section all calculations
where done with free fermionic propagators. It turns out that this causes
problems when including vertex corrections[77]. To see this note that the
frequency in the free fermionic propagator, within the large-N expansion of this
problem, always comes with a factor of η. If we therefore send η to zero from
the beginning of the calculation, the free fermionic propagator is frequency
independent. In that case the integration over frequencies is not well-de�ned.
This manifests itself in divergences in the self-energy. Indeed, whilst we saw
in the previous section that η drops out of the self-energy at one-loop order
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(a)

(b)

Figure 2.3: (a) One-loop fermionic self-energy and (b) one-loop bosonic
self-energy (polarization). The solid lines denote fermionic propagators, while
the wavy lines are bosonic propagators. A bare vertex is represented by an
intersection of two lines.

this does not happen at higher orders where one encounters divergences as
η → 0[77]. Examples of diagrams that have this kind of behaviour are shown
in Figure 2.4. All of the divergences are regularized if one dresses the fermionic
propagators by including self-energy corrections such as (2.15). Because, for
small frequencies, the one-loop self-energy correction is more singular than the
bare frequency part of the fermionic propagator we may replace the latter with
the one-loop self-energy which is independent of η. The fermionic propagator
then no longer becomes frequency independent as η → 0. The fact that this is
the case shows that the divergences obtained in the naive large-N expansion
are unphysical.

Replacing the ηω terms in the propagators by (2.15) however not only
regularizes the divergences but also comes at the price that it is necessary to
modify which order a given diagram is inN . In fact it can be seen from the form
of the self-energy that each factor of η should be replaced by a factor of 1/N in
the �nal result. A more general scheme for calculating this enhancement of the
N-counting, was developed by Lee[77] for a one-patch model. In this scheme
diagrams are redrawn using a double-line formalism where bosonic lines are
denoted by double-lines symbolising the interaction between two fermions on
the Fermi surface and where the lines are not allowed to cross (see Figure 2.5).
If one then imagines the diagrams lying on a two-dimensional surface and
�glues� sides made from single-lines together, the diagrams form distinct
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Figure 2.4: Examples of ill-de�ned diagrams within the large N expansion in
a one-patch model.

topological surfaces in two dimensions. The enhancement of the N-counting
for a certain diagram is then uniquely related to the genus of the surface it
forms in this way. Performing such a �genus expansion� leads to a certain
class of diagrams. These, so-called planar diagrams, are the ones that can be
drawn lying on a �at surface and it was shown by Lee[77], for a one-patch
model, that they lead to a breakdown of the 1/N -expansion in that all planar
diagrams are as important as the one-loop diagrams. Later Metlitski and
Sachdev[54] considered the full two-patch model and showed that not only the
planar diagrams give rise to a breakdown of the 1/N -expansion. The reason
for this is that there is a cancellation of curvature terms in the propagator
which come with a factor of N . In particular they considered the three-loop
diagrams shown in Figure 2.6. They showed that the diagrams contributing
to the fermionic self-energy [Figure 2.6(a)] give rise to anomalous dimensions
which modify the ω2/3 behaviour of the self-energy. Moreover, they found
that the sum of the two Aslamazov-Larkin[94] diagrams [Figure 2.6(b)] are
of order N3/2. As the one-loop polarization given in Equation (2.12) is only
of order N this indicates a breakdown of the 1/N -expansion. In the next
section we will develop an alternative way of studying this problem and will
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Figure 2.5: The top diagram of Figure 2.4 drawn in the double-line formalism.

explicitly calculate the anomalous dimensions found by Metlitski and Sachdev.

Before �nishing this introductory section let us mention that there have
been attempts at putting the 1/N -expansion under control[55, 71]. These
attempts have been based on introducing an extra control parameter. For
example, it is possible to perform an ε-expansion at �nite N [71] or one can
perform a 1/N -expansion, keeping (zb − 2)N , where zb is the bosonic dynamic
exponent, �nite[55]. In the latter case the bosonic part of our action should
be replaced by

Sφ[φ] =
1

2

∫
K̄

c0|k̄⊥|zb−1|φK̄ |2, (2.17)

with 2 < zb ≤ 3 and where
∫
K̄

= (βV )−1∑
ω̄

∑
k̄ denotes a sum over bosonic

frequencies and momenta, with K̄ =
(
iω̄, k̄

)
denoting a rescaled (using the

same rescaling procedure as for the fermions) dimensionless bosonic (D + 1)-
momentum in D dimensions. For the Ising-nematic quantum critical point
we recall that scaling yields zb = 3 while for example at an antiferromagnetic
quantum critical point one would have zb = 2 if this was allowed for. The
reason using zb as a control parameter works, is that it is not expected to
be renormalized by a non-local interaction. Indeed it has been checked by
Metlitski and Sachdev[54] that this holds true up to at least three-loop order.
Using this strategy Mross et al.[55] were able to also calculate the anomalous
dimensions discussed above. However, their method relies on being able to
extrapolate to zb = 3 at the end of the calculation and whilst both Mross et
al. and Metlitski and Sachdev �nd that anomalous dimensions appear such
that the Green's function in Equation (2.7) should be replaced by

G (ω + iη,k) ∝ 1

(A|ω|2/zb − ξk)
1−ηψ/2

, (2.18)
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(a)

(b)

Figure 2.6: These are the three-loop diagrams identi�ed by Metlitski and
Sachdev. (a) is the fermionic self-energy at three loops, while (b) represents
the so-called Aslamazov-Larkin contribution to the bosonic self-energy.

they �nd di�erent values for the anomalous dimension: ηψ ≈ 0.068[54] and
ηψ ≈ 0.6[55] for the results obtained by Metlitski and Sachdev, and Mross et
al. respectively. To obtain the latter we have extrapolated the result of Mross
et al. to zb = 3. In the next section we will discuss an alternative scheme to
calculate ηψ which uses the FRG.

2.2 Functional Renormalization Group ap-

proach to the Ising-nematic quantum-

critical point in two-dimensional metals

We now come to the main part of this chapter. In the previous section we saw
that the 1/N -expansion breaks down for the theory of a two-dimensional Fermi
surface strongly coupled to a bosonic �eld and that anomalous dimensions ap-
pear at three-loop order. Moreover, while there exist attempts at putting the
theory under control, we saw that the results for the anomalous dimension vary
signi�cantly depending on the method used. We shall therefore in this section
develop an alternative way, based on the FRG, of calculating the anomalous
dimension ηψ, de�ned in Equation (2.18). In contrast to previous work we will
explicitly calculate both the anomalous dimension coming from the momen-
tum dependence of the self-energy (which arises at three-loop order) and the
anomalous dimension coming from the frequency dependence of the self-energy
(which arises at four-loop order[95]). Only the former has been calculated ex-
plicitly by previous authors[54, 55] and this is the value we cited at the end of
the previous section.
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2.2.1 Model

It turns out that the interaction between fermions and bosons is highly singular
and it is therefore more convenient not to integrate out the bosonic degrees of
freedom from the initial action. Our starting point is hence the mixed Fermi-
Bose model given in Equation (2.1) but with rescaled, dimensionless variables,
an, in general, momentum dependent interaction between the fermions and
bosons, and extended to 2 < zb ≤ 3 through replacing the bosonic part of the
action with Equation (2.17). We �nally extend the theory to N �avours and
expand the dispersion around two patches on the Fermi surface, as in Equation
(2.9). The full action is then given by

S[ψ̄, ψ, φ] = Sψ[ψ̄, ψ] + Sφ[φ] + Sint[ψ̄, ψ, φ], (2.19a)

Sψ[ψ̄, ψ] = −
∫
K

N∑
σ=1

∑
α=±

(iω − ξαk) ψ̄αKσψ
α
Kσ, (2.19b)

Sφ[φ] =
1

2

∫
K̄

(
r0 + c0|k̄⊥|zb−1

)
φ−KφK , (2.19c)

Sint[ψ̄, ψ, φ] =

∫
K1

∫
K2

∫
K̄3

N∑
σ=1

∑
α=±

δK1,K2+K̄3

× Γψ̄
αψαφ

0

(
K1;K2; K̄3

)
ψ̄αK1σ

ψαK2σ
φK̄3

, (2.19d)

where again ξαk is given in Equation (2.9), but now with the extra label σ which
labels the di�erent electron �avours, r0 denotes the distance to the quantum
critical point (as we will be working at the quantum critical point we will set
r0 = 0 in the end), and Γψ̄

αψαφ
0

(
K1;K2; K̄3

)
is the bare interaction vertex

between fermions and bosons. We will normalise the �elds such that

Γψ̄
αψαφ

0

(
K1;K2; K̄3

)
= Γα0 =

{
1 (Ising-nematic),
α (U(1) gauge-�eld),

(2.20)

with the upper line holding in the case of the Ising-nematic quantum critical
point and the lower line holding for the case where the bosonic �eld represents
a U(1) gauge-�eld. We shall be focusing on the former and so the bare vertex
will be set to unity. We will however renormalize the vertex such that it
acquires a frequency- and momentum dependence. As before the integration
symbols, furthermore, denote a sum over frequencies and momenta and where
we now distinguish between fermionic and bosonic degrees of freedom by
putting a bar over the latter as in Equation (2.17). Finally we will be working
at zero temperature and in the limit of in�nite volume, such that the frequency
and momentum sums become integrals.

Apart from the mixed fermion-boson vertex appearing in Equation (2.19d),
higher order vertices will also be generated as part of the FRG �ow. In partic-
ular we will generate a three-boson vertex Γφφφ(K̄1, K̄2, K̄3) representing the
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interaction between three bosons mediated by fermions. Whilst a scaling anal-
ysis shows that this vertex has scaling dimension zb−3 such that it is formally
irrelevant for zb < 3 and marginal in the physical case of zb = 3, we will show
that the vertex is crucial in order to generate the diagrams needed to get an
anomalous dimension beyond �rst order. Indeed it is important to emphasise
here that the FRG, unlike the �eld theoretical renormalization group, does
not itself require a small parameter. It is thus only out of convenience that we
rescale variables.

2.2.2 FRG �ow equations

Having de�ned the model in the previous section we are now ready to write
down our FRG �ow equations. Our starting point will be the �ow equation
given in Equation (1.35) and the vertex expansion described thereafter. As
mentioned in Section 1.2, a general solution of the �ow equations leads to
an in�nite hierarchy of coupled partial-integro-di�erential equations. These
therefore have to be truncated in some way. In this chapter our strategy will
be to truncate the �ow equations in such a way that we include the diagrams
identi�ed by Metlitski and Sachdev[54] (see Figure 2.6). This can be achieved
using the following truncation strategy:

• The �ow of the (fermionic and bosonic) self-energies are truncated at the
level of three-legged vertices.

• The three-legged vertices in the �ow equations for the self-energies are
themselves renormalized but have their �ow equations truncated at the
same level as the �ow equations for the self-energies.

Within this truncation the �ow equation for the fermionic self-energy Σα(K)
is given by

∂ΛΣα(K) =

∫
K̄

[
Ḟ (K̄)Gα(K + K̄) + F (K̄)Ġα(K + K̄)

]
× Γψ̄

αψαφ(K + K̄;K; K̄)Γψ̄
αψαφ(K;K + K̄;−K̄), (2.21)

while the �ow equation for the bosonic self-energy Π(K̄) is

∂ΛΠ(K̄) =

∫
K

N∑
σ=1

∑
α=±

[
Ġα(K)Gα(K + K̄) +Gα(K)Ġα(K + K̄)

]
× Γψ̄

αψαφ(K + K̄;K; K̄)Γψ̄
αψαφ(K;K + K̄;−K̄)

−
∫
K̄′
Ḟ (K̄ ′)F (K̄ ′ + K̄)Γφφφ(−K̄,−K̄ ′, K̄ + K̄ ′). (2.22)
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(a)

(b)

Figure 2.7: Pictorial representation of the �ow equations (2.21) (a) and
(2.22) (b). As usual solid lines denote fermionic propagators while the wavy
lines denote bosonic propagators. A line with a dash represents the single-scale
propagators de�ned in (2.24). The red square denotes the (�owing) fermionic
self-energy whilst the red circle is the (�owing) bosonic self-energy. Green
triangles and circles represent respectively the renormalized mixed fermion-
boson vertex and the renormalized three-boson vertex.

In these �ow equations we have introduced the renormalized fermionic and
bosonic propagators which are given by

Gα(K) =
1[

Gα
0,Λ(K)

]−1 − Σα(K)
, (2.23a)

F (K̄) =
1[

F0,Λ(K̄)
]−1

+ Π(K̄)
, (2.23b)

respectively, where Gα
0,Λ(K) and F0,Λ(K̄) are the fermionic and bosonic bare,

cuto� dependent (we will discuss the cuto� dependence of the propagators
below) propagators. Furthermore propagators with dots denote single-scale
propagators[1] which are de�ned as

Ġα(K) = − [Gα(K)]2 ∂Λ

[
Gα

0,Λ(K)
]−1

, (2.24a)

Ḟ (K̄) = −
[
F (K̄)

]2
∂Λ

[
F0,Λ(K̄)

]−1
. (2.24b)

The �ow equations are shown diagrammatically in Figure 2.7.
The mixed fermion-boson vertex, describing the interaction between two

fermions and one boson, satis�es the following �ow equation
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Figure 2.8: Diagrammatic representation of the �ow equation for the mixed
fermion-boson vertex (2.25) describing the interaction between two fermions
and one boson.

∂ΛΓψ̄
αψαφ(K + K̄;K; K̄) =

∫
K̄′

[
Ḟ (K̄ ′)Gα(K + K̄ ′)Gα(K + K̄ + K̄ ′)

+ F (K̄ ′)Ġα(K + K̄ ′)Gα(K + K̄ + K̄ ′)

+ F (K̄ ′)Gα(K + K̄ ′)Ġα(K + K̄ + K̄ ′)
]

× Γψ̄
αψαφ(K + K̄ ′;K; K̄ ′)

× Γψ̄
αψαφ(K + K̄;K + K̄ + K̄ ′;−K̄ ′)

× Γψ̄
αψαφ(K + K̄ + K̄ ′;K + K̄ ′; K̄)

−
∫
K̄′

[
Ḟ (K̄ ′)F (K̄ + K̄ ′)Gα(K + K̄ + K̄ ′)

+ F (K̄ ′)Ḟ (K̄ + K̄ ′)Gα(K + K̄ + K̄ ′)

+ F (K̄ ′)F (K̄ + K̄ ′)Ġα(K + K̄ + K̄ ′)
]

× Γφφφ(−K̄ − K̄ ′, K̄, K̄ ′)
× Γψ̄

αψαφ(K + K̄;K + K̄ + K̄ ′;−K̄ ′)
× Γψ̄

αψαφ(K + K̄ + K̄ ′;K; K̄ + K̄ ′), (2.25)

which is shown diagrammatically in Figure 2.8.
Finally the �ow equation for the three-boson vertex, which describes the

interaction of three bosons mediated by fermions, is given by
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Figure 2.9: Diagrammatic representation of the �ow equation for three-boson
vertex (2.26) describing the interaction of three bosons mediated by fermions.

∂ΛΓφφφ(K̄1, K̄2,−K̄1 − K̄2) =

∫
K̄

[
Ḟ (K̄)F (K̄ − K̄1)F (K̄ + K̄2)

+ F (K̄)Ḟ (K̄ − K̄1)F (K̄ + K̄2)

+ F (K̄)F (K̄ − K̄1)Ḟ (K̄ + K̄2)
]

× Γφφφ(K̄1, K̄ − K̄1,−K̄)Γφφφ(K̄2,−K̄ − K̄2, K̄)

× Γφφφ(−K̄1 − K̄2,−K̄ + K̄1, K̄ + K̄2)

+

∫
K

N∑
σ=1

∑
α=±

{[
Ġα(K)Gα(K + K̄1)Gα(K + K̄1 + K̄2)

+Gα(K)Ġα(K + K̄1)Gα(K + K̄1 + K̄2)

+Gα(K)Gα(K + K̄1)Ġα(K + K̄1 + K̄2)
]

× Γψ̄
αψαφ(K + K̄1;K; K̄1)

× Γψ̄
αψαφ(K + K̄1 + K̄2;K + K̄1; K̄2)

× Γψ̄
αψαφ(K;K + K̄1 + K̄2;−K̄1 − K̄2)

+
(
K̄1 ↔ K̄2

)}
. (2.26)

This is shown pictorially in Figure 2.9.
As it stands the �ow equations are too complicated to solve so as the last

step in our truncation we shall approximate all mixed fermion-boson vertices



44 2. The Ising-nematic quantum critical point in two-dimensional metals

on the right-hand sides of Equations (2.25) and (2.26) by their bare values.
This �nally forms a set of closed coupled integro-di�erential equations one can
attempt to solve numerically. To moreover see that this truncation contains
the 3-loop diagrams considered by Metlitski and Sachdev it is only necessary
to consider the last six diagrams in the �ow equation for the three-boson
vertex (2.26) (see also Figure 2.9). Integrating up these contributions to the
�ow and substituting them in the �ow of the bosonic self-energy (2.22) [also
Figure 2.7(b)] indeed leads to the Aslamazov-Larkin diagrams in Figure 2.6(b)
whilst substituting the same diagrams into the �ow of the mixed fermion-
boson vertex (2.25) (Figure 2.8) and performing an other integration over the
�ow parameter Λ yields the fermionic 3-loop diagram in Figure 2.6(a) after
substituting the resulting expression into the �ow of the fermionic self-energy.

Before concluding this section let us discuss the cuto� procedure. In general
the (cuto� dependent) bare propagators are given by

[
Gα

0,Λ(K)
]−1

= iω − ξαk −RΛ(K), (2.27a)[
F0,Λ(K̄)

]−1
= r0 + c0|k̄⊥|zb−1 + R̄Λ(K̄), (2.27b)

where RΛ(K) and R̄Λ(K̄) are fermionic and bosonic regulators respectively.
In principle it is possible to use an additive regulator in both the fermionic
and bosonic sector but it turns out to be more convenient to only consider a
regulator in the bosonic sector and make it a sharp momentum cuto�. Such a
�momentum-transfer cuto�� has been used before in other systems such as the
Tomonaga-Luttinger model[96]. We thus set the fermionic regulator to zero
whilst in the bosonic sector

R̄Λ(K̄) =
(
r0 + c0|k̄⊥|zb−1

) [
Θ−1

(
|k̄⊥| − Λ

)
− 1
]
. (2.28)

The renormalized propagators introduced earlier in Equations (2.23) are hence
given by

Gα(K) =
1

iω − ξαk − Σα(K)
, (2.29a)

F (K̄) =
Θ
(
|k̄⊥| − Λ

)
r0 + c0|k̄⊥|zb−1 + Θ

(
|k̄⊥| − Λ

)
Π(K̄)

, (2.29b)

whilst the corresponding single-scale propagators [see Equations (2.24)] are
given by

Ġα(K) = 0, (2.30a)

Ḟ (K̄) = −
δ
(
|k̄⊥| − Λ

)
r0 + c0Λzb−1 + Π(K̄)

. (2.30b)
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Figure 2.10: Pictorial representation of the symmetrised three-loop. To more
easily distinguish �owing from bare vertices in our FRG �ow diagrams, black
dots will represent the latter whenever both are present.

Using such a cuto� procedure thus allows us to only consider terms containing
bosonic single-scale propagators in our �ow equations. Diagrammatically this
corresponds to neglecting all diagrams that contain a fermionic propagator
with a slash.

2.2.3 Skeleton equations

While the FRG �ow equations discussed in the previous section form a closed
set of equations that recover the relevant diagrams, they are unfortunately
still too complicated to be solved, even numerically. To proceed we therefore
introduce the further approximation that the �ow equation for the three-boson
vertex Γφφφ(K̄1, K̄2, K̄3) is replaced by the symmetrised three-loop diagram
shown in Figure 2.10.

While we will calculate the symmetrised three-loop explicitly later (see Sec-
tion 2.2.6), let us here brie�y discuss the justi�cation for doing this. Indeed
similar approaches have been used previously[57] but it turns out that, in order
to get the correct scaling behaviour, it is crucial to use one-loop renormalized
propagators in the calculation. The resulting expression for the symmetrised
three-loop then becomes equivalent to a truncated skeleton equation for the
three-boson vertex Γφφφ(K̄1, K̄2, K̄3). Such an approach has been used to trun-
cate FRG �ow equations with success in previous studies such as Reference [97].
As discussed in Section 1.1.4 the skeleton equations relate vertices of di�erent
order and come from the invariance of the measure in functional integrals. The
relevant skeleton equation, in this case, can be derived by di�erentiating Equa-
tion (1.30a) twice with respect to the bosonic �elds. Doing this leads, after
some manipulations, to the following expression for the three-boson vertex
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Figure 2.11: Representation of the exact skeleton equation for the three-boson
vertex.

Γφφφ(K̄1, K̄2,−K̄1 − K̄2) = N
∑
α=±

Γα0

[∫
K

Gα(K)Gα(K + K̄1)

× Γψ̄
αψαφφ(K;K + K̄1; K̄2,−K̄1 − K̄2)

+

∫
K

Gα(K)Gα(K + K̄1)Gα(K + K̄1 + K̄2)

× Γψ̄
αψαφ(K + K̄1 + K̄2;K + K̄1; K̄2)

× Γψ̄
αψαφ(K;K + K̄1 + K̄2;−K̄1 − K̄2)

+

∫
K

Gα(K)Gα(K + K̄1)Gα(K − K̄2)

× Γψ̄
αψαφ(K − K̄2;K + K̄1;−K̄1 − K̄2)

× Γψ̄
αψαφ(K;K − K̄2; K̄2), (2.31)

where Γψ̄
αψαφφ(K;K+K̄1; K̄2,−K̄1−K̄2) denotes a four-point vertex between

two fermions and two bosons and where we have imposed momentum conser-
vation. Equation (2.31) is shown diagrammatically in Figure 2.11.

From this, the symmetrised three-loop shown in Figure 2.10, with one-loop
renormalized propagators, is then obtained by simply replacing all vertices on
the right-hand side with their bare values. Within our truncation scheme, the
four-point vertex then vanishes and we are left with

Γφφφ0 (K̄1, K̄2, K̄3) = 2!N
∑
α=±

(Γα0 )3 Lα3 (−K̄1,−K̄2,−K̄3), (2.32)

where we have de�ned the symmetrised three-loop as

Lα3 (K̄1, K̄2, K̄3) =
1

3!

[
L̄α3 (K̄1, K̄1 + K̄2, 0) + L̄α3 (K̄2, K̄1 + K̄2, 0)

+ L̄α3 (K̄2, K̄2 + K̄3, 0) + L̄α3 (K̄3, K̄2 + K̄3, 0)

+ L̄α3 (K̄1, K̄1 + K̄3, 0) + L̄α3 (K̄3, K̄1 + K̄3, 0)
]
, (2.33)

with
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Figure 2.12: Diagrammatic representation of the exact skeleton equation for
the polarization.

L̄α3 (K̄1, K̄2, K̄3) =

∫
K

Gα(K − K̄1)Gα(K − K̄2)Gα(K − K̄3) (2.34)

denoting the unsymmetrised three-loop and where we have again imposed
momentum conservation. We will calculate the three-boson vertex within this
approximation in Section 2.2.6.

With the truncation strategy discussed above for the three-boson vertex it
is natural to consider a similar approach for the bosonic self-energy. In this
case di�erentiating Equation (1.30a) once with respect to the bosonic �eld
yields[1, 97]

Π(K̄) =

∫
K

N∑
σ=1

∑
α=±

Gα(K)Gα(K + K̄)Γα0 Γψ̄
αψαφ(K;K + K̄;−K̄), (2.35)

which is shown in Figure 2.12.

2.2.4 Obtaining the anomalous dimensions

The truncated FRG �ow equations discussed in the previous two sections
allow for a very direct calculation of the anomalous dimension ηψ de�ned in
Equation (2.18). Before performing this calculation explicitly we therefore
�rst show how this is done in a more general way. The approach will mainly
follow the one outlined in Reference [1].

First note that there are, in principle, two anomalous dimensions in this
problem, related to the frequency- and momentum dependence of the self-
energy respectively. We will show in this section that these relate to the
anomalous dimension ηψ and the fermionic dynamic exponent z which in Equa-
tion (2.18) was taken to be equal to z = zb/2. This was shown by Metlitski
and Sachdev[54] to remain true up to at least three-loop order. A more general
form of Equation (2.18) would however be

G(ω + i0+,k) ∝ 1

(A|ω|1/z − ξk)
1−ηψ/2

, (2.36)
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where, in principle, z can also be renormalized. From the FRG we now de-
�ne anomalous dimensions from the quasi-particle residue Z and from the
momentum-renormalization factor of the self-energy Y (see Section 1.3, and
Equations (2.39) and (2.53) below) as follows

ηΛ = Λ∂Λ lnZΛ, (2.37a)

η̃Λ = Λ∂Λ lnYΛ, (2.37b)

where we allow for a cuto� dependence of the quasi-particle residue and the
momentum-renormalization factor such that also the anomalous dimensions
depend on the cuto�. To recover the physical anomalous dimensions we then
take the limit Λ→ 0,

η = lim
Λ→0

ηΛ, (2.38a)

η̃ = lim
Λ→0

η̃Λ. (2.38b)

From the de�nitions of Z and Y it now follows that4

ZΛ = 1− lim
ω→0

∂Σα
Λ(iω, 0)

∂(iω)
, (2.39a)

YΛ = 1 + lim
k→0

∂Σα
Λ(0,k)

∂ξαk
, (2.39b)

where we have explicitly included the subscript Λ to make it clear that the
self-energy depends on the cuto�. From this it is then easy to see that the
anomalous dimensions as de�ned in Equations (2.37) can be related to the
cuto� derivative of the self-energy in the following way

ηΛ = ZΛΛ lim
ω→0

∂

∂(iω)
∂ΛΣα

Λ(iω, 0), (2.40a)

η̃Λ = −YΛΛ lim
k→0

∂

∂ξαk
∂ΛΣα

Λ(0,k). (2.40b)

In order to calculate the anomalous dimensions we are thus interested in the
right-hand side of the �ow equation (2.21). In particular substituting this �ow
equation into Equations (2.40) we see that

4The momentum is de�ned with respect to the Fermi surface such that k = 0 corresponds
to the Fermi momentum. The fact that we can measure K relative to the Fermi surface
comes from the fact that the fermionic propagator only depends on momenta via ξαk such
that Gα(K) = Gα(iω, ξαk ). The latter is guaranteed by a Ward identity and is a consequence
of the invariance of our action under a local rotation of the Fermi surface[54].
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ηΛ = ZΛΛ lim
K→0

∂

∂(iω)

∫
K̄

Ḟ (K̄)Gα(K̄ +K)
[
Γψ̄

αψαφ(K̄; 0; K̄)
]2

+ 2ZΛΛ

∫
K̄

Ḟ (K̄)Gα(K̄)Γψ̄
αψαφ(K̄; 0; K̄) lim

K→0

∂Γψ̄
αψαφ(K̄ +K;K; K̄)

∂(iω)
,

(2.41a)

η̃Λ = −YΛΛ lim
K→0

∂

∂(αk‖)

∫
K̄

Ḟ (K̄)Gα(K̄ +K)
[
Γψ̄

αψαφ(K̄; 0; K̄)
]2

− 2YΛΛ

∫
K̄

Ḟ (K̄)Gα(K̄)Γψ̄
αψαφ(K̄; 0; K̄) lim

K→0

∂Γψ̄
αψαφ(K̄ +K;K; K̄)

∂(αk‖)
,

(2.41b)

where we have used that the momentum dependence always appears through
the dispersion ξαk = αk‖ + k2

⊥ such that we may replace the derivative with
respect to ξαk with a derivative with respect to αk‖. Whilst these are very
complicated expressions let us here note that we only need the mixed fermion-
boson vertex and its frequency- and momentum derivatives at vanishing
fermionic frequencies and momenta.

To now establish the connection between the anomalous dimensions η and
η̃, and the anomalous dimension ηψ and the fermionic dynamic exponent z
notice that setting ω = k⊥ = 0 in Equation (2.36) yields

G(i0+, k‖) ∝ k
−1+ηψ/2

‖ , (2.42)

where 0+ denotes a positive in�nitesimal (we do not use η here so as to not
confuse it with the anomalous dimensions). From Equation (2.37b) however,
it follows, using that k‖ ∝ Λ2, that

YΛ ∝ Λη̃ ∝ k
η̃/2
‖ . (2.43)

Hence (see Section 1.3, and Equation (2.54) below)

G(i0+, k‖) ∝
YΛ

k‖
∝ k

−1+η̃/2
‖ . (2.44)

Comparing Equations (2.42) and (2.44) thus yields

η̃ = ηψ. (2.45)

On the other hand, setting k = 0 in Equation (2.36) gives

G(ω + i0+, 0) ∝ ω−(1−ηψ/2)/z. (2.46)

Now, from (2.37a)
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ZΛ ∝ Λη ∝ ωη/(2z), (2.47)

where we have used that the frequency goes as ω ∝ Λ2z. In that case

G(ω + i0+, 0) ∝ ZΛ

ω
∝ ω−(1−η/(2z)), (2.48)

such that we get, by comparing Equations (2.46) and (2.48), that the fermionic
dynamic exponent is given by

z = 1 +
η − η̃

2
. (2.49)

Our two anomalous dimensions η and η̃ thus fully correspond to the anomalous
dimension ηψ and the fermionic dynamic exponent z. We therefore focus on
calculating η and η̃. It should �nally be noted that the exponent η (related
to the renormalization of the frequency dependent part of the propagator and
needed to extract the renormalization of the fermionic dynamic exponent)
was not previously calculated and is not expected to appear before four-loop
order[95]. Instead, the results previously obtained[54, 55] are inferred from a
calculation of the exponent η̃ (corresponding to ηψ) which indeed appears at
three-loop order. This can be done if one expects the bosonic and fermionic
dynamic exponents to renormalize in the same way which is the case here.

2.2.5 Recovering one loop

Before calculating the anomalous dimensions identi�ed by Metlitski and
Sachdev let us �rst show that it is possible to recover the one-loop results
that were discussed in Section 2.1.2 from our FRG �ow equations. Doing this
we will also explicitly derive expressions for the (cuto� dependent, one-loop
renormalized) quasi-particle residue and for the momentum renormalization
factor (see Section 1.3 and below) which will be used later as well.

To obtain the one-loop results from our FRG �ow equation it is su�cient
to neglect vertex corrections. In this case the vertex describing interactions
between two fermions and one boson simply takes its bare value as given in
Equation (2.20) whilst the three-boson vertex vanishes. Within our truncation
scheme, where, as described in the previous section, we replace �ow equations
for vertices only containing bosonic external legs with corresponding (trun-
cated) skeleton equations, the equations we have to solve simplify to

∂ΛΣα(K) =

∫
K̄

Ḟ (K̄)Gα(K̄ +K), (2.50a)

Π(K̄) =
1

2

∫
K

N∑
σ=1

∑
α=±

Gα(K)
[
Gα(K + K̄) +Gα(K − K̄)

]
, (2.50b)
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(a)

(b)

Figure 2.13: Diagrammatic representation of Equations (2.50) for the �ow
of the fermionic self-energy (a) and the skeleton equation for the bosonic self-
energy (b) without vertex corrections.

where we have also symmetrised the bosonic self-energy and used that
(Γα0 )2 = 1. These two equations are shown diagrammatically in Figure 2.13.

It now turns out that the integral on the right-hand side of the �ow equa-
tion for the fermionic self-energy is ultraviolet divergent. To regularize this
divergence we note that, since we have expanded our dispersion ξαk around
the Fermi surface, the self-energy in the fermionic propagator (2.29a) should
actually be replaced by the self-energy relative to the Fermi surface. As we
moreover do not keep track of the shape of the renormalized Fermi surface,
de�ned through Equation (1.42) but where the self-energy now �ows (the phys-
ical Fermi surface is recovered by letting Λ → 0), we may in general replace
the self-energy Σα(K) by the subtracted self-energy

∆α(K) = Σα(K)− Σα(0), (2.51)

where we recall that K is measured relative to the Fermi surface such that
|k| = 0 corresponds to the Fermi momentum. In an analogous fashion to the
self-energy itself, the subtracted self-energy then satis�es the following �ow
equation

∂Λ∆α(K) =

∫
K̄

Ḟ (K̄)
[
Gα(K̄ +K)−Gα(K̄)

]
, (2.52)

which is ultraviolet convergent.

In order to solve our truncated �ow equations and calculate the anomalous
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dimensions we now expand the subtracted self-energy around the Fermi surface
(see also Section 1.3). Then

∆α(K) =
(
1− Z−1

Λ

)
iω −

(
1− Y −1

Λ

)
ξαk + . . . , (2.53)

where we have introduced Λ as a subscript to make it clear that the quasi-
particle residue and momentum-renormalization factor depend on the cuto�.
The physical values of Z and Y are obtained by taking the limit Λ→ 0. The
fermionic propagator given in Equation (2.29a) thus takes on the following
Fermi liquid form

Gα(K) =
1

Z−1
Λ iω − Y −1

Λ ξαk
=

ZΛ

iω − (ZΛ/YΛ) ξαk
. (2.54)

With this it is now possible to perform all integrations on the right-hand sides
of Equations (2.50b) and (2.52). Starting with the former we see that it is
given by

Π(K̄) =
1

2

∫
K

N∑
σ=1

∑
α=±

[ ZΛ

iω − (ZΛ/YΛ)
(
αk‖ + k2

⊥
)

× ZΛ

i (ω + ω̄)− (ZΛ/YΛ)
[
α
(
k‖ + k̄‖

)
+
(
k⊥ + k̄⊥

)2
] +

(
K̄ → −K̄

) ]
.

(2.55)

This has exactly the same structure as Equation (2.10). In that case we saw
that a divergence in the ultraviolet appeared. This divergence can be traced
back to the integral being ill de�ned for vanishing external frequencies. Indeed
changing the order of integration will give di�erent results. The origin of
this is with the patch construction which decompacti�es the Fermi surface.
This, as we discussed earlier, implies that we should introduce an angular
cuto�, limiting the momentum integration to take place in the vicinity of the
patches. To obtain well de�ned integrals such a cuto� has to be introduced in
a way that respects all symmetries of the underlying microscopic theory[55].
However, as was also discussed earlier, we are only interested in the singular
low-energy behaviour of the theory, and this cannot depend on how the theory
is regularized in the ultraviolet. We may thus perform the same steps as after
(2.10) and arrive at the result

Π(K̄) = bΛ
|ω̄|
|k̄⊥|

, (2.56)

where now bΛ = NY 2
Λ/(4π) which should be compared to b0 = N/(4π) as

given below (2.12). We now insert this result for the bosonic self-energy into
the bosonic propagator (2.29b). For the fermionic self-energy, however, we
only need the bosonic single-scale propagator (2.30b) which becomes



2.2 Functional Renormalization Group approach to the Ising-nematic
quantum-critical point in two-dimensional metals 53

Ḟ (K̄) ≈ − δ(|k̄⊥| − Λ)

r0 + c0Λzb−1 + bΛ|ω̄|/Λ
. (2.57)

Substituting this into the �ow equation for the (subtracted) self-energy (2.52),
the integration over k̄⊥ on the right-hand side becomes trivial due to the δ-
function. Furthermore the k‖ integration can be performed using the method
of residues whilst the remaining frequency integration is a standard integral.
We �nally arrive at

∂Λ∆α(K) = YΛ
isgn(ω)Λ

2π2bΛ

ln

[
1 +

bΛ|ω|/Λ
r0 + c0Λzb−1

]
. (2.58)

As this is independent of momentum we immediately see, using Equations
(2.37b) [or equivalently (2.40b)] and (2.39b), that YΛ = 1 and η̃ = 0 within
this approximation. Hence we recover the one-loop results ηψ = 0 and bΛ = b0

derived in Section 2.1.2. Moreover substituting Equation (2.58) into Equation
(2.40a) it follows that

ηΛ =
ΛZΛYΛ

2π2 (r0 + c0Λzb−1)
=

ZΛ

2π2c0Λzb−2
, (2.59)

where, in the last equality, we have used that YΛ = 1 and set r0 = 0 as we only
consider the behaviour at the quantum critical point. With this, Equation
(2.37a) becomes a di�erential equation for ZΛ which can be integrated up to
give

ZΛ =
ZΛ0

1 +
ZΛ0

2π2c0(zb−2)

(
Λ2−zb − Λ2−zb

0

) , (2.60)

where Λ0 is the initial cuto� scale. Since now zb > 2 we �nd that, sending
Λ→ 0 this goes as

ZΛ ∼ 2π2c0(zb − 2)Λzb−2. (2.61)

We therefore see that, as expected, the quasi-particle residue vanishes such
that the quasi-particles decohere and the Fermi liquid behaviour is broken.
Furthermore, substituting back into Equation (2.37a) and sending Λ → 0
yields the anomalous dimension

η = zb − 2. (2.62)

Hence, from Equation (2.49)

z =
zb
2
, (2.63)

as also previously obtained[54, 55, 65, 72, 73, 92, 95], to one-loop order.
Finally as YΛ = 1 we may integrate up the �ow equation for the self-energy
(2.58) and obtain, at the quantum critical point,
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∆α
Λ(K)−∆α

Λ0
(K) = −isgn(ω)

2π2b0

∫ Λ0

Λ

dλ λ ln

[
1 +

b0|ω|
c0λzb

]
, (2.64)

where we have included the cuto� dependence of the self-energy explicitly
to make it clear that they are evaluated at di�erent scales. Because this is
ultraviolet convergent we may now let Λ0 →∞. In this case ∆α

Λ0
(K) vanishes

and, sending also Λ → 0 to recover the physical self-energy, the frequency
dependence may be scaled out. In fact the remaining integral can also be
performed such that we obtain

lim
Λ→0

∆α
Λ(K) = −isgn(ω)

a0

b0

(
b0|ω|
c0

)2/zb

, (2.65)

with

a0 =
1

2π2zb

∫ ∞
0

dx
ln(1 + x)

x1+2/zb
=

1

4π sin (2π/zb)
. (2.66)

Setting zb = 3 we thus recover the, at one-loop order, expected form of the
self-energy[54, 55, 65, 72, 73, 92, 95].

In the following sections we will include vertex corrections in order to cal-
culate the corrections to the anomalous dimensions. Doing this, we will use
the results from this section by using one-loop renormalized propagators. The
dressing of the propagators will therefore be done through the one-loop results
for the renormalization factors YΛ and ZΛ discussed above.

2.2.6 The symmetrised three-loop

To include vertex corrections we again consider the �ow equation for
the self-energy (2.21), but now do not replace the fermion-boson vertex
Γψ̄

αψαφ(K1;K2; K̄3) with its bare value. Instead the vertex is calculated from
the �ow Equation (2.25) with the truncation discussed in Section 2.2.2. We
therefore replace all fermion-boson vertices on the right-hand side of Equation
(2.25) by their bare values and arrive at

∂ΛΓψ̄
αψαφ(K + K̄;K; K̄) = Γα0

∫
K̄′
Ḟ (K̄ ′)Gα(K + K̄ ′)Gα(K + K̄ + K̄ ′)

−
∫
K̄′
Ḟ (K̄ ′)F (K̄ + K̄ ′)

[
Gα(K + K̄ + K̄ ′)

+ Gα(K − K̄ ′)
]

Γφφφ(K̄, K̄ ′,−K̄ − K̄ ′), (2.67)

where we have used that (Γα0 )2 = 1 and neglected all terms containing
fermionic single-scale propagators as these vanish with the cuto� procedure
used. Equation (2.67) is shown diagrammatically in Figure 2.14.
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Figure 2.14: Diagrammatic representation of the truncated �ow Equation
(2.67) for the mixed fermion-boson vertex.

From Equation (2.67) it is clear that, in order to calculate the fermion-
boson vertex, we �rst need an expression for the three-boson vertex. Within
our truncation this is given by truncating the skeleton equation (2.31). In
Section 2.2.3 we then argued that this is equivalent to calculating the sym-
metrised three-loop (2.33) which in turn depends on the unsymmetrised three-
loop (2.34) with the caveat that, to get the correct scaling, all propagators have
to be dressed to one-loop order. Within one-loop the latter can be done simply
by multiplying all external frequencies in the propagators by Z−1

Λ , where ZΛ is
the one-loop result for the quasi-particle residue given in Equation (2.60). We
therefore temporarily make the replacements Z−1

Λ ω̄ → ω̄, Z−1
Λ ω → ω in the in-

tegral. Doing this we then need to multiply the three-loop by an overall factor
of ZΛ (to take into account that the measure of the integration over frequency
also has dimensions of frequency). Hence the unsymmetrised three-loop can
be calculated (similar calculations have been performed for other systems, see
e.g. References [98, 99]). First the k‖ integration can be performed using the
method of residues
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L̄α3 (K̄1, K̄2, K̄3) = ZΛ

∫
K

1

iω − iω̄1 − α
(
k‖ − k̄‖1

)
−
(
k⊥ − k̄⊥1

)2

× 1

iω − iω̄2 − α
(
k‖ − k̄‖2

)
−
(
k⊥ − k̄⊥2

)2

× 1

iω − iω̄3 − α
(
k‖ − k̄‖3

)
−
(
k⊥ − k̄⊥3

)2

= ZΛ

∫
dk⊥dω

(2π)3 2πi
3∑
i=1

3∏
j=1
j 6=i

1

Ωij (k⊥)
Θ (ω̄i − ω) , (2.68)

where ω̄i, k̄‖i, and k̄⊥i are respectively the frequency and momentum compo-
nents of K̄i, and where we have de�ned

Ωij (k⊥) = i(ω̄i − ω̄j) + ξαk−k̄i
− ξαk−k̄j

= −2k̄ij (k⊥ − kij) , (2.69)

with

k̄ij = k̄⊥i − k̄⊥j, (2.70a)

ω̄ij = ω̄i − ω̄j, (2.70b)

kij =
k̄⊥i + k̄⊥j

2
+
iω̄ij − α

(
k̄‖i − k̄‖j

)
2k̄ij

. (2.70c)

The frequency integral is now trivial whilst the k⊥ integration can again be
performed using the method of residues. The result for the unsymmetrised
three-loop is

L̄α3 (K̄1, K̄2, K̄3) =
−ZΛ

8π

[
ω̄1

k̄12k̄13

Θ (Imk12)−Θ (Imk13)

k12 − k13

+
ω̄2

k̄21k̄23

Θ (Imk23)−Θ (Imk21)

k23 − k21

+
ω̄3

k̄31k̄32

Θ (Imk31)−Θ (Imk32)

k31 − k32

]
. (2.71)

What now remains is to symmetrise the three-loop as given in Equation (2.33).
First of all we impose momentum conservation and set K̄3 = −K̄1 − K̄2.
Moreover we use the identity

Θ(x)−Θ(y) = sgn(x)Θ(−xy), (2.72)
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which can be veri�ed by simply comparing both sides for di�erent values of
x and y, and (using the shorthand notation: −ωi = ω−i, −k̄⊥i = k̄⊥,−i, and
−k̄‖i = k̄‖,−i) the relations

ωij = −ωji, (2.73a)

k̄ij = −k̄ji, (2.73b)

k−i,−j = kij −
(
k̄⊥i + k̄⊥j

)
, (2.73c)

Imk−i,−j = Imkij, (2.73d)

kij − kik =
k̄jk
2

+
i
(
k̄⊥kωji + k̄⊥iωkj + k̄⊥jωik

)
− α

(
k̄⊥kk̄

‖
ji + k̄⊥ik̄

‖
kj + k̄⊥j k̄

‖
ik

)
k̄ij k̄ik

,

(2.73e)

where we have de�ned also

k̄
‖
ij = k̄‖i − k̄‖j. (2.74)

Equations (2.73) can be readily proven from the de�nitions (2.70). With all
this we add all terms together, rescale back to usual frequencies ω̄ → Z−1

Λ ω̄,
and arrive at the following expression for the symmetrised three-loop, taking
momentum conservation into account,

Lα3 (K̄1, K̄2,−K̄1 − K̄2) =
1

4π

(
1

k̄⊥1

+
1

k̄⊥2

)

×
ω̄1Θ

(
ω̄1

k̄⊥1

)
+ ω̄2Θ

(
ω̄2

k̄⊥2

)
− (ω̄1 + ω̄2) Θ

(
ω̄1+ω̄2

k̄⊥1+k̄⊥2

)
[
k̄‖1
k̄⊥1
− k̄‖2

k̄⊥2
− iα

ZΛ

(
ω̄1

k̄⊥1
− ω̄2

k̄⊥2

)]2

−
(
k̄⊥1 + k̄⊥2

)2
,

(2.75)

which yields an expression for the value of the three-boson vertex viz. Equa-
tion (2.32). This expression should be contrasted with the three-boson vertex
used in Hertz-Millis theory (see Section 2.1.1) where it is simply given by a
frequency- and momentum independent constant. It is clear from Equation
(2.75), which is highly singular in both momenta and frequencies, that such
an approximation is not su�cient.

2.2.7 The mixed fermion-boson vertex

With the results from the previous section we are now ready to calculate the
mixed fermion-boson vertex which, within our truncation scheme, satis�es the



58 2. The Ising-nematic quantum critical point in two-dimensional metals

�ow equation (2.67). As can be seen from the �ow equation the vertex re-
ceives two distinct contributions, namely a contribution where no vertices on
the right-hand side of the �ow equation are renormalized (the �rst line of
Equation (2.67) corresponding to the �rst diagram on the right-hand side in
Figure 2.14), and a contribution where the three-boson vertex is renormalized
as described in the previous section (the second term in Equation (2.67) and
last two diagrams in Figure 2.14). We will treat these two contributions sepa-
rately as they require di�erent approaches. Starting with the �rst contribution,
without renormalized vertices on the right-hand side, we get

∂ΛΓψ̄
αψαφ(K+K̄;K; K̄)(1) = Γα0

∫
K̄′
Ḟ (K̄ ′)Gα(K+K̄ ′)Gα(K+K̄+K̄ ′), (2.76)

where all propagators are renormalized to one-loop order using the results of
Section 2.2.5. We now perform the frequency and momentum integration on
the right-hand side. The k̄′⊥ integration is trivial due to the δ-function in the
single-scale propagator Ḟ (K̄ ′), while the k̄′‖ integral can be performed using
the method of residues. Finally the frequency integral is a standard integral
and we arrive at

Λ∂ΛΓψ̄
αψαφ(K + K̄;K; K̄)(1) = − Γα0

(2π)2

ZΛ

b0

[
Λ2

iω̄ − ZΛ

[
αk̄‖ + k̄2

⊥ + 2k̄⊥ (k⊥ + Λ)
]

+ (Λ→ −Λ)

][
isgn(ω + ω̄) ln

(
1 +

b0|ω + ω̄|
r0Λ + c0Λzb

)

− isgn(ω) ln

(
1 +

b0|ω|
r0Λ + c0Λzb

)]
, (2.77)

where we have, for now, allowed for r0 6= 0. In the end we will set r0 = 0 in
order to describe the quantum critical point.
We now recall that, in order to calculate the anomalous dimensions, it follows
from Equations (2.41) that we only need the fermion-boson vertex and its
derivatives with respect to momentum and frequency at K = 0. For the vertex
itself we may hence set K = 0 in the �ow equations whilst for the derivatives
we may di�erentiate both sides of the �ow equations with respect to either
frequency or momentum. Swapping the order of di�erentiation we then arrive
at three �ow-equations which can be written in the following scaling form
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Λ∂ΛΓψ̄
αψαφ(K̄; 0; K̄)(1) = −I(1)

Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
, (2.78a)

Λ∂Λ
∂Γψ̄

αψαφ(K + K̄;K; K̄)(1)

∂(iω)

∣∣∣∣
K=0

= − 1

Λzb
I

(1ω)
Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
, (2.78b)

Λ∂Λ
∂Γψ̄

αψαφ(K + K̄;K; K̄)(1)

∂(αk‖)

∣∣∣∣
K=0

= − 1

Λ2
I

(1k)
Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
, (2.78c)

where the dimensionless scaling functions are obtained from the right-hand
side of Equation (2.77) by setting K = 0, di�erentiating with respect to iω
and setting K = 0, and di�erentiating with respect to αk‖ and setting K = 0
respectively, and writing everything in terms of rescaled variables such that
they are given by

I
(1)
Λ (ε̄, q̄‖, q̄⊥) =

γΛ

(2π)2b0

isgn(ε̄) ln

(
1 +

b0|ε̄|
rΛ + c0

)
×

[
1

iε̄− γΛ

[
αq̄‖ + q̄2

⊥ + 2q̄⊥
] + (q̄⊥ → −q̄⊥)

]
, (2.79a)

I
(1ω)
Λ (ε̄, q̄‖, q̄⊥) = − γΛ

(2π)2 (rΛ + c0)2

b0

1 + b0
rΛ+c0

|ε̄|

×

[
|ε̄|

iε̄− γΛ

[
αq̄‖ + q̄2

⊥ + 2q̄⊥
] + (q̄⊥ → −q̄⊥)

]
, (2.79b)

I
(1k)
Λ (ε̄, q̄‖, q̄⊥) = 0, (2.79c)

where we have now focused on the case of the Ising-nematic quantum critical
point and set Γα0 = 1, where rΛ = r0Λ1−zb and we have de�ned the dimension-
less �owing parameter

γΛ =
ZΛ

Λzb−2
=

2π2c0 (zb − 2)

1− Λzb−2
[

2π2c0(zb−2)
ZΛ0

− Λ2−zb
0

] . (2.80)

In this we have used the one-loop result for the quasi-particle residue (2.60).
We note that in the limit Λ→ 0

γ = lim
Λ→0

γΛ = 2π2c0 (zb − 2) =
π

2
N (zb − 2) , (2.81)

using that c0 = N/(4π) at lowest order. This, we recall, is of course propor-
tional to the expansion parameter used by Mross et al[55]. Finally notice that
the formal reason for the absence of a scaling function for the derivative with
respect to momentum, I(1k)

Λ (ε̄, q̄‖, q̄⊥), is that the right-hand side of Equation
(2.77) is independent of k‖, which in turn is due to the fact that it can be
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subsumed in a shift of the momentum in the dispersion.

Let us now turn to the second contribution to the �ow of the mixed fermion-
boson vertex. This contribution, which is shown in the last two diagrams in
Figure 2.14, contains the renormalized three-boson vertex and is given by

∂ΛΓψ̄
αψαφ(K + K̄;K; K̄)(2) = −

∫
K̄′
Ḟ (K̄ ′)F (K̄ + K̄ ′)

[
Gα(K + K̄ + K̄ ′)

+Gα(K − K̄ ′)
]
Γφφφ(K̄, K̄ ′,−K̄ − K̄ ′). (2.82)

Because the three-boson vertex has the very complicated form given in Equa-
tions (2.32) and (2.75), the integrations involved on the right-hand side of this
are quite cumbersome. The k̄⊥ integration, however, is still trivial due to the
δ-function in Ḟ (K̄ ′) and we may still do the k′‖ integration using the method
of residues. We are then left with a frequency integral given by

∂ΛΓψ̄
αψαφ(K + K̄;K; K̄)(2) = −iαNΛ2

(2π)2

∫ ∞
−∞

dω̄′

2π

1

r0 + c0Λzb−1 + b0
|ω̄′|
Λ

×
∑
s=±

F (ω̄ + ω̄′, k̄⊥ + sΛ)J(ω̄, k̄⊥, ω̄
′, sΛ)

×
∑
α′=±

Γα
′

0

[
Θ(Imz1)−Θ(Imz3)

(z1 − z3)2 − z2
4

− Θ(Imz2)−Θ(Imz3)

(z2 − z3)2 − z2
4

]
, (2.83)

with

J(ω̄, k̄⊥, ω̄
′, k̄′⊥) =

(
1

k̄⊥
+

1

k̄′⊥

)[
ω̄Θ

(
ω̄

k̄⊥

)
+ ω̄′Θ

(
ω̄′

k̄′⊥

)

− (ω̄ + ω̄′) Θ

(
ω̄ + ω̄′

k̄⊥ + k̄′⊥

)]
, (2.84a)

z1 = −
(
k‖ + k̄‖

)
− α

[
Λ + s

(
k⊥ + k̄⊥

)]2
+
iω̄′ + iω̄ + iω

ZΛ

, (2.84b)

z2 = k‖ + α (Λ− sk⊥)2 + α
iω̄′ − iω
ZΛ

, (2.84c)

z3 = Λ

[
k̄‖

sk̄⊥
− α′

ZΛ

(
iω̄

sk̄⊥
− iω̄′

Λ

)]
, (2.84d)

z4 = Λ
(
Λ + sk̄⊥

)
. (2.84e)



2.2 Functional Renormalization Group approach to the Ising-nematic
quantum-critical point in two-dimensional metals 61

Whilst Equations (2.83) and (2.84) constitute a very complicated expression
for the fermion-boson vertex, it is in principle possible to perform the �nal
frequency integration exactly. To do this one would �rst notice that the inte-
grand in Equation (2.83) is symmetric under the simultaneous sign change of
all frequencies and complex conjugation. This is clearly the case for z1, z2, z3,
and z4 while for J(ω̄, k̄⊥, ω̄

′, k̄′⊥) it is seen by rewriting

ω̄Θ

(
ω̄

k̄⊥

)
+ ω̄′Θ

(
ω̄′

k̄′⊥

)
− (ω̄ + ω̄′) Θ

(
ω̄ + ω̄′

k̄⊥ + k̄′⊥

)
= ω̄

[
Θ

(
ω̄

k̄⊥

)
−Θ

(
ω̄ + ω̄′

k̄⊥ + k̄′⊥

)]
+ ω̄′

[
Θ

(
ω̄′

k̄′⊥

)
−Θ

(
ω̄ + ω̄′

k̄⊥ + k̄′⊥

)]
= ω̄sgn

(
ω̄

k̄⊥

ω̄ + ω̄′

k̄⊥ + k̄′⊥

)
Θ

(
− ω̄

k̄⊥

ω̄ + ω̄′

k̄⊥ + k̄′⊥

)
+ ω̄′sgn

(
ω̄′

k̄′⊥

ω̄ + ω̄′

k̄⊥ + k̄′⊥

)
Θ

(
− ω̄

′

k̄′⊥

ω̄ + ω̄′

k̄⊥ + k̄′⊥

)
, (2.85)

where, in the last equality, we have used the identity (2.72). It is thus readily
seen that J(ω̄, k̄⊥, ω̄

′, k̄′⊥) = −J(−ω̄, k̄⊥,−ω̄′, k̄′⊥). This asymmetry is however
cancelled by the factor of i in Equation (2.83). Therefore the integrand is
symmetric as stated above. Using this, the frequency integral can then be done
by splitting the integrand into partial fractions which reduces the integral to a
sum of standard integrals which can be solved in a tedious but straightforward
way. The result, however, is fairly involved and it is not simple to extract any
physical insight from it. We therefore write down scaling relations analogously
to the previous calculation such that

Λ∂ΛΓψ̄
αψαφ(K̄; 0; K̄)(2) = −I(2)

Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
, (2.86a)

Λ∂Λ
∂Γψ̄

αψαφ(K + K̄;K; K̄)(2)

∂(iω)

∣∣∣∣∣
K=0

= − 1

Λzb
I

(2ω)
Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
, (2.86b)

Λ∂Λ
∂Γψ̄

αψαφ(K + K̄;K; K̄)(2)

∂(αk‖)

∣∣∣∣∣
K=0

= − 1

Λ2
I

(2k)
Λ

(
ω̄

Λzb
,
k̄‖
Λ2
,
k̄⊥
Λ

)
. (2.86c)

Naturally the scaling functions appearing on the right-hand side of Equations
(2.86) will be far more complicated than their counterparts in (2.78). To
proceed let us therefore assume that the cuto� Λ is the largest scale in the
problem. This corresponds to assuming that the arguments of the scaling
functions are much smaller than unity. Then the frequency integration can be
performed without much trouble, yielding for the scaling functions
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I
(2)
Λ (ε̄, q̄‖, q̄⊥) ≈ γΛ|ε̄|N

2(2π)3 (rΛ + c0)2

[
1

|q̄⊥| − w

− |q̄⊥|
(|q̄⊥| − w)2 ln

(
|q̄⊥|
w

)]
, (2.87a)

I
(2ω)
Λ (ε̄, q̄‖, q̄⊥) ≈ γΛN

(2π)3 (rΛ + c0)2

[
αγΛq̄‖|ε̄|
ε̄2 + γ2

Λq̄
2
‖

− isgn(ε̄)|q̄⊥|
ε̄2
(
ε̄2 − γ2

Λq̄
2
‖

)
(
ε̄2 + γ2

Λq̄
2
‖

)2

]
, (2.87b)

I
(2k)
Λ (ε̄, q̄‖, q̄⊥) ≈ isgn(ε̄)γ2

Λ|q̄⊥|N
(2π)3 (rΛ + c0)2

ε̄2
(
ε̄2 − γ2

Λq̄
2
‖

)
(
ε̄2 + γ2

Λq̄
2
‖

)2 , (2.87c)

where γΛ and rΛ have been de�ned below Equation (2.79) and we have intro-
duced

w =
b0

2 (rΛ + c0)

[
|ε̄| − iαγΛq̄‖sgn(ε̄)

]
. (2.88)

Now that we have the scaling functions for both contributions to the �ow
equation for the fermion-boson vertex we may add these to get scaling relations
for the full vertex. However, as we have approximated the contributions from
the second part (Equations (2.87) above) for small frequencies and momenta,
we should do the same for the �rst part in order to be consistent. Doing thus
and adding terms together we then arrive at
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IΛ(ε̄, q̄‖, q̄⊥) = I
(1)
Λ (ε̄, q̄‖, q̄⊥) + I

(2)
Λ (ε̄, q̄‖, q̄⊥)

≈ γΛ

(2π)2 (rΛ + c0)

{
iε̄

iε̄− γΛ

[
αq̄‖ + q̄2

⊥ + 2q̄⊥
]

+
iε̄

iε̄− γΛ

[
αq̄‖ + q̄2

⊥ − 2q̄⊥
]

+
N

4π (rΛ + c0)

[
|ε̄|

|q̄⊥| − w
− |q̄⊥|ε̄|

(|q̄⊥| − w)2 ln

(
|q̄⊥|
w

)]}
, (2.89a)

I
(ω)
Λ (ε̄, q̄‖, q̄⊥) = I

(1ω)
Λ (ε̄, q̄‖, q̄⊥) + I

(2ω)
Λ (ε̄, q̄‖, q̄⊥)

≈ γΛb0

(2π)2 (rΛ + c0)2

{
− |ε̄|
iε̄− γΛ

[
αq̄‖ + q̄⊥ + 2q̄⊥

]
− |ε̄|
iε̄− γΛ

[
αq̄‖ + q̄⊥ − 2q̄⊥

]
+

N

2πb0

[
αγΛq̄‖|ε̄|
ε̄2 + γ2

Λq̄
2
‖
− |q̄⊥|

iε̄|ε̄|
(
ε̄2 − γ2

Λq̄
2
‖

)
(
ε̄2 + γ2

Λq̄
2
‖

)2

]}
, (2.89b)

I
(k)
Λ (ε̄, q̄‖, q̄⊥) = I

(1k)
Λ (ε̄, q̄‖, q̄⊥) + I

(2k)
Λ (ε̄, q̄‖, q̄⊥)

≈ γ2
Λ|q̄⊥|N

(2π)3 (rΛ + c0)2

iε̄|ε̄|
(
ε̄2 − γ2

Λq̄
2
‖

)
(
ε̄2 + γ2

Λq̄
2
‖

)2 . (2.89c)

What remains is now to integrate up the �ow of the fermion-boson vertex and
its derivatives at K = 0. Formally the solutions after integrating up may be
written as

Γψ̄
αψαφ(K̄; 0; K̄) = Γ̃Λ(ε̄, q̄‖, q̄⊥), (2.90a)

∂Γψ̄
αψαφ(K + K̄;K; K̄)

∂(iω)

∣∣∣∣
K=0

=
1

Λzb
Γ̃ωΛ(ε̄, q̄‖, q̄⊥), (2.90b)

∂Γψ̄
αψαφ(K + K̄;K; K̄)

∂(αk‖)

∣∣∣∣
K=0

=
1

Λ2
Γ̃kΛ(ε̄, q̄‖, q̄⊥), (2.90c)

with the scaling functions de�ned as
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Γ̃Λ(ε̄, q̄‖, q̄⊥) = 1 +

∫ 1

Λ/Λ0

ds

s
IΛ/s(s

zb ε̄, s2q̄‖, sq̄⊥), (2.91a)

Γ̃ωΛ(ε̄, q̄‖, q̄⊥) =

∫ 1

Λ/Λ0

ds szb−1I
(ω)
Λ/s(s

zb ε̄, s2q̄‖, sq̄⊥), (2.91b)

Γ̃kΛ(ε̄, q̄‖, q̄⊥) =

∫ 1

Λ/Λ0

ds sI
(k)
Λ/s(s

zb ε̄, s2q̄‖, sq̄⊥). (2.91c)

Let us at this stage stress that, in order to write down these formal solutions
for the vertex, no approximations other than the ones inherent in our trun-
cation scheme are needed, and in principle we could have used the expression
for the fermion-boson vertex with full frequency- and momentum dependence
included. However, to proceed further analytically and to extract the essential
physical content it is convenient to use the low-energy approximation discussed
above. Moreover to simplify the expressions in Equations (2.91) note that
these depend on our dimensionless parameter γΛ, de�ned in (2.80). As already
noted this becomes proportional to N(zb − 2) as the cuto� is sent to zero.
This however is exactly the small parameter used by Mross et al[55] to put the
1/N -expansion under control. It is therefore natural to also use this parameter
as an expansion parameter in our case, although it should be stressed again
that it is, in principle, not necessary for the theory to be under control in our
case. Before actually performing the integral let us furthermore note that we
are only interested in the vertex scaling functions at q̄⊥ = 1 (corresponding to
k̄⊥ = Λ). This is due to the δ-function which appears in the expressions for
the anomalous dimensions (2.41) through the bosonic single-scale propagator
Ḟ (K̄). Taking this into account, the relevant integrals in (2.91) yield, in the
physical limit Λ→ 0,

lim
Λ→0

Γ̃Λ(ε̄, q̄‖, 1) = 1 +
γ

(2π)2(c0 + r0)

{
iε̄

iε̄− αγq̄‖ − γ
ln

[
1−

(
iε̄− αγq̄‖ − γ

2γ

)2
]

− iε̄N

2π(c0 + r0)

 ln
[

2isgn(ε̄)
iε̄+αγq̄‖

]
2isgn(ε̄)− (iε̄+ αγq̄‖)

+ 2
ln
[
1− iε̄+αγq̄‖

2isgn(ε̄)

]
iε̄+ αγq̄‖

},
(2.92a)

lim
Λ→0

Γ̃ωΛ(ε̄, q̄‖, 1) =
γ

(2π)2(c0 + r0)

{
− |ε̄|
iε̄− αγq̄‖

+
N

2π(c0 + r0)

[
|ε̄|αγq̄‖
ε̄2 + γ2q̄2

‖

−
iε̄|ε̄|(ε̄2 − γ2q̄2

‖)

3(ε̄2 + γ2q̄2
‖)

2

]}
, (2.92b)

lim
Λ→0

Γ̃kΛ(ε̄, q̄‖, 1) =
γ2N

(2π)3(c0 + r0)2

iε̄|ε̄|(ε̄2 − γ2q̄2
‖)

3(ε̄2 + γ2q̄2
‖)

2
. (2.92c)
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In all these expressions we have evaluated the integrals to leading order in γ
only.

The above expressions constitute our �nal result for the fermion-boson
vertex and its derivatives with respect to frequency and momentum at K = 0.
In the next section we will use them to explicitly calculate the anomalous
dimensions.

2.2.8 Results for the anomalous dimensions

With the results of the previous sections we are now ready to calculate the
anomalous dimensions. We thus insert Equations (2.90) into (2.41). To ensure
ultraviolet convergence of the k̄‖ integration we moreover regularize the integral
by subtracting the self-energy at the Fermi surface (see also Section 2.2.5).
After performing the straightforward k̄⊥ integration, switching to the rescaled,
dimensionless variables q̄‖ = k̄‖/Λ

2, ε̄ = ω̄/Λzb , and de�ning p = γΛαq̄‖ we
arrive at the following two-dimensional integrals

ηΛ = −γΛ

2π
lim
ω→0

∂

∂(iω)

∫ λ0

−λ0

dε̄

2π

∫ ∞
−∞

dp

2π

1

rΛ + c0 + b0|ε̄|

×
[

1

iε̄+ iω − p− γΛ

− 1

iε̄− p− γΛ

] [
Γ̃Λ

(
ε̄,

p

αγΛ

, 1

)]2

− γΛ

π

∫ λ0

−λ0

dε̄

2π

∫ ∞
−∞

dp

2π

1

rΛ + c0 + b0|ε̄|
1

iε̄− p− γΛ

× Γ̃Λ

(
ε̄,

p

αγΛ

, 1

)
Γ̃ωΛ

(
ε̄,

p

αγΛ

, 1

)
, (2.93a)

η̃Λ =
γΛ

2π
lim
k→0

∂

∂k

∫ λ0

−λ0

dε̄

2π

∫ ∞
−∞

dp

2π

1

rΛ + c0 + b0|ε̄|

×
[

1

iε̄− p− k − γΛ

− 1

iε̄− p− γΛ

] [
Γ̃Λ

(
ε̄,

p

αγΛ

, 1

)]2

+
1

π

∫ λ0

−λ0

dε̄

2π

∫ ∞
−∞

dp

2π

1

rΛ + c0 + b0|ε̄|
1

iε̄− p− γΛ

× Γ̃Λ

(
ε̄,

p

αγΛ

, 1

)
Γ̃kΛ

(
ε̄,

p

αγΛ

, 1

)
. (2.93b)

The presence of the ultraviolet cuto� λ0 is due to the fact that we will be
using the expressions for the vertices which were derived in the previous sec-
tion. These were all derived in the limit where frequencies and momenta are
much smaller than the �ow parameter Λ. Because of these approximations,
the expressions above for the anomalous dimensions would be logarithmically
divergent in the ultraviolet without the cuto�. If we had used, instead, the full
expression for the vertices and not made any approximations in the previous
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section we would have arrived at ultraviolet convergent integrals. It should in
principle be possible to evaluate these numerically although this has not yet
been attempted. Instead we simply take λ0 to be of the order of unity and
keep working with the vertices derived in the previous section. For Λ→ 0 we
therefore substitute Equations (2.92) into (2.93). The p integral can then be
performed using the method of residues. Before explicitly doing this though
it is worth noting that the �rst term in the curly brackets of (2.92a) and the
�rst term in the curly brackets of (2.92b) do not yield any contribution to the
anomalous dimensions. The reason for this is that, for these terms, all poles
are situated in the same half of the complex plane. Closing the contour in
the opposite half then yields a vanishing contribution. Tracking the origin of
these terms we see that they are generated from the �rst contribution to the
�ow of the fermion-boson vertex, namely from Γψ̄

αψαφ(K + K̄;K; K̄)(1) whose
�ow equation is given in (2.77). We thus see that only the terms that receive a
contribution from the renormalized three-boson vertex contribute. The renor-
malization of the three-boson vertex is therefore critical in order to calculate
the anomalous dimensions beyond one-loop order. For these terms we then
�nd, after performing the p integral and setting r0 = 0 in order to consider the
quantum critical point,

η = zb − 2 +
(zb − 2)2

2
C(λ0) +O

(
(zb − 2)3

)
, (2.94a)

η̃ =
(zb − 2)2

2
C̃(λ0) +O

(
(zb − 2)3

)
, (2.94b)

where we have introduced the cuto� functions

C(λ0) =

∫ λ0

0

dy

1 + y

[
7

6
+

1

1− y
+

y ln y

(1− y)2

]
, (2.95a)

C̃(λ0) =

∫ λ0

0

dy

1 + y

[
1

6
+

1

1− y
+

y ln y

(1− y)2

]
= C(λ0)− ln(1 + λ0), (2.95b)

which are both shown in Figure 2.15. Both cuto� functions diverge logarith-
mically as λ0 → ∞. We also note that the one-loop results are recovered as
the leading terms in the expansion above, namely η = zb − 2 and η̃ = 0.

As was discussed above, it is in principle possible to arrive at ultravio-
let convergent expressions for the anomalous dimensions. To achieve this,
however, it would be necessary to retain the full frequency- and momentum
dependence of the fermion-boson vertex. This would require some numerical
e�ort and has not been attempted. It is however important to stress that our
theory does not implicitly rely on the smallness of momenta or frequencies.
Likewise the fact that we have expanded in N(zb − 2) is not a requirement to
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Figure 2.15: Plot of the cuto� functions C(λ0) and C̃(λ0) given by Equations
(2.95).

put the theory under control and it should be possible to obtain values for the
anomalous dimensions without making this approximation as well. For now,
however, we simply take Equations (2.94) as our �nal results for the anomalous
dimensions and extrapolate to zb = 3. As the ultraviolet divergence is more-
over only logarithmic we choose the sensible value λ0 = 1 for the ultraviolet
cuto�. In that case we arrive at C ≈ 1.27 and C̃ ≈ 0.58. Using Equations
(2.45) and (2.49) we hence �nd

ηψ =
(zb − 2)2

2
C̃(λ0) +O

(
(zb − 2)3

)
≈ 0.3(zb − 2)2 +O

(
(zb − 2)3

)
, (2.96a)

z =
zb
2

+
(zb − 2)2

4

[
C(λ0)− C̃(λ0)

]
+O

(
(zb − 2)3

)
≈ zb

2
+ 0.2(zb − 2)2 +O

(
(zb − 2)3

)
. (2.96b)

Extrapolating to zb = 3 we thus get ηψ ≈ 0.3 which is greater than the result
obtained by Metlitski and Sachdev[54] but smaller than the results obtained
by extrapolating the results of Mross et al.[55]. This discrepancy is not sur-
prising given the di�erent approximations used in the various calculations. It
is however reassuring that we also �nd a non-zero value of ηψ.
We also note that, in our calculation, we obtain a small renormalization of the
fermionic dynamic exponent z which was expected[54] to remain unrenormal-
ized up to three-loop order. Indeed this is also what we would have expected.
If the fermionic dynamic exponent is allowed to renormalize, while the bosonic
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dynamic exponent zb remains unrenormalized (recall that we expect this as
the dynamic exponent is not expected to renormalize because the interaction
is non-local), it would imply that the fermionic and bosonic degrees of free-
dom decouple at some point. As our theory is strongly coupled however this
should not happen. The reason we �nd a small renormalization of z is likely
that our truncation misses some diagrams which are important for this cal-
culation. Indeed the diagrams which contribute to the anomalous dimension
corresponding to the frequency dependence of the self-energy (η in our no-
tation) are not expected to arise before four-loop order[95]. The exponent
calculated by Metlitski and Sachdev[54] is instead calculated via the anoma-
lous dimension corresponding to the momentum dependence of the self-energy
(η̃ in our notation), which arises at three-loop order as discussed in Section
2.1.3. η is then deduced by expecting that the frequency and momentum de-
pendence of the self-energy should renormalize in the same way. Since our
calculation, on the other hand, is not perturbative in the loop order, we have
implicitly also taken into account diagrams with more than three loops, albeit
only a certain class of these diagrams, namely the ones generated in our �ow.
This is also the reason why we are able to explicitly calculate η from our �ow
equations.

2.3 Implications for experiments

Before ending this chapter, let us brie�y discuss consequences of a �nite value
of ηψ that can be determined in experiments[55, 64]. Because the anoma-
lous dimension modi�es the scaling of the fermionic propagator, it will also
appear in the spectral function A(K), de�ned in general in the �rst equal-
ity of Equation (1.44). From the spectral function we may now calculate the
frequency-dependent tunnelling density of states by

ν(ω) =

∫
d2k

(2π)2
A(ω,k). (2.97)

The integral may be performed by switching to polar coordinates and expand-
ing around the Fermi surface. The �nal result yields that the tunnelling density
of states is modi�ed by[64]

ν(ω) ∼ |ω|4ηψ/zb . (2.98)

This modi�cation should, in principle, be observable in tunnelling experiments,
although depending on the numerical value of ηψ this may be cumbersome.

2.4 Summary and conclusions

In this chapter we have considered the Ising-nematic quantum critical point
of two-dimensional metals. The theory of this is analogous to the theory
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of a Fermi surface interacting with a U(1) gauge �eld which is relevant for
several di�erent systems such as spin-liquids and half-�lled Landau levels. In
Section 2.1 we discussed how the standard Hertz-Millis approach to quantum
criticality is not su�cient in this problem and how certain three-loop diagrams
(see Figure 2.6) lead to, not only the breakdown of the 1/N -expansion, where
N is the number of fermion �avours, but also to anomalous dimensions which
modify the result for the self-energy given in Equations (2.6) and (2.15). As
an alternative approach we developed in Section 2.2 a strategy for calculating
the anomalous dimensions using the FRG. We were able to write down �ow
equations which contain, apart from many other diagrams, after iteration,
the diagrams in Figure 2.6. For the �ow equations of vertices containing
fermionic legs (the fermionic self-energy and the mixed fermion-boson ver-
tex) we truncated the �ow equations at the level of the three-legged vertex,
whilst for vertices containing only bosonic external legs we used truncated
skeleton equations to close the hierarchy of equations. We �nally found
it most convenient to use a sharp cuto� in the bosonic sector only. By
neglecting vertex corrections we were, in Section 2.2.5, able to recover the
known[54, 55, 65, 72, 73, 92, 95] result for the one-loop fermionic and bosonic
self-energies. In agreement with previous work we also found the existence of
a non-Fermi liquid state at the quantum critical point. By reproducing the
one-loop result we moreover obtained the one-loop values for the (�owing)
quasi-particle residue ZΛ and momentum-renormalization factor YΛ. These,
together with the one-loop result for the polarization, were used to renormalize
all propagators in subsequent calculations. Doing so we were able to include
vertex corrections and derive expressions for the anomalous dimensions η
and η̃ related to the frequency- and momentum dependence of the fermionic
self-energy respectively. These are given in Equations (2.93). Without further
approximations these expressions are in principle exact (within our trunca-
tion scheme and with the caveat that we have used one-loop results for the
renormalization factors ZΛ and YΛ such that these would have to be modi�ed
to get truly exact results) and do not rely on the smallness of any parameter.
To compute the anomalous dimensions we however assumed small frequencies
and momenta and expanded in N(zb − 2), where zb is the bosonic dynamic
exponent. A similar approximation had been used by Mross et al.[55] in a
previous work. The resulting expressions for the anomalous dimensions could
then be computed analytically and the result is given in Equations (2.94).
Whilst these expressions are divergent in the ultraviolet we argued that this
is only due to the approximations made in the calculation. Because the
divergence was only logarithmic we were moreover able to choose a sensible
value for the ultraviolet cuto�. Thus, extrapolating to N = 2 and zb = 3 (as
is relevant for the Ising-nematic quantum critical point), we were �nally able
to obtain results for the anomalous dimensions. While it is not surprising
that these are somewhat di�erent than previous results[54, 55], due to the
approximations involved in the various approaches, it is reassuring that we
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also obtain a �nite value for the anomalous dimensions. Unlike previous works
we moreover explicitly calculated the anomalous dimension related to the
frequency dependence of the fermionic self-energy. This was possible due to
the fact that our �ow equations also contain, after iterations, diagrams with
more loops than three. However it is not clear whether all diagrams which
contribute to η are included in our �ow. This could be the reason why we,
unlike previous works[54, 55], �nd a small renormalization of the fermionic
dynamic exponent.
We �nally mentioned brie�y that it should be possible to observe the calcu-
lated anomalous dimensions in tunnelling experiments.

There are many ways that the work presented in this chapter could be
extended. Indeed the main advantage of our method is that it does not rely
on the presence of a small parameter. Therefore it is, in principle, possible to
calculate the anomalous dimensions for general N and zb. Such a calculation
should be done starting from Equations (2.93) without any further approxima-
tions and would have to be done numerically. Doing this would also have the
added bene�t that all integrals would be ultraviolet convergent such that the
anomalous dimensions would not depend on an ultraviolet cuto�. In a similar
fashion it should be possible to obtain the vertices for general frequencies and
momenta. Let us however point out that it is already clear from our results,
that it is important to keep both bosonic and fermionic degrees of freedom.
This can be seen from the fact that the three-boson vertex (2.75) is highly sin-
gular. An other route to get more reliable results (at least for the anomalous
dimension of the frequency dependence of the fermionic self-energy) would
be to identify which diagrams contribute at higher loops than three. Such
an identi�cation has however not been done and seems very non-trivial. Fi-
nally let us point out that our solutions to the �ow equations showed that the
renormalization of the three-boson vertex is essential in order to obtain �nite
anomalous dimensions. This is the reason these are not present in Hertz-Millis
theory. The renormalization of the three-boson vertex is crucial to obtain the
diagrams in Figure 2.6 which have previously[54] been identi�ed as the im-
portant diagrams to obtain �nite anomalous dimensions. It is therefore not
surprising that our results point in the same direction, but let us note that
the e�ective non-compactness of the Fermi surface (see Section 2.1.2) plays an
important role in the vanishing of other contributions. It would be interest-
ing to consider also a system with a compact Fermi surface such as the one
considered in Reference [57].



Chapter 3

Non-analytic corrections in Fermi

liquid theory

3.1 Introduction

As discussed in Section 1.3, the main assumption of Fermi liquid theory leads
to a one-to-one correspondence between the eigenstates of the non-interacting
and the interacting Fermi gas. This correspondence in particular manifests
itself in the fact that it is permissible to use the same quantum labels, such
as mass, Landé g-factor, etc., in the interacting case as in the non-interacting
case, except that the quantum labels are renormalized in the former. In this
case it is natural to expect the familiar Sommerfeld expansion from the free
Fermi gas[100]

γ (T,H = 0) = γ (0, 0) +O
(
T 2
)
, (3.1a)

χ (T,H = 0) = χ (0, 0) +O
(
T 2
)
, (3.1b)

χ (T = 0, H) = χ (0, 0) +O
(
H2
)
, (3.1c)

where γ = C/T is the heat capacity divided by temperature, χ is the spin-
susceptibility and H is an external magnetic �eld, to be valid within Fermi
liquid theory, but with renormalized values for the thermodynamic quantities.
Similar analytic expansions should exist for other quantities. Analytic expan-
sions such as Equations (3.1a)-(3.1c) are however not explicitly contained in
Fermi liquid theory. Indeed the free energy in the usual Landau Fermi liquid
theory is given by (see Section 1.3)1

F = F0 +
∑

k

(Ek − µ) δnk +
1

2

∑
k,k′

f (k,k′) δnkδnk′ +O
(
δn3

k

)
, (3.2)

1Spin is neglected for simplicity here.

71
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where we recall Ek is the energy of a quasi-particle, δnk is the di�erence be-
tween the interacting and non-interacting distribution functions and f (k,k′)
is a Landau function which describes the interaction between quasi-particles.
Now since at low temperatures T � µ, δnk ∼ T/EF (if we were working at
zero temperature but with a �nite magnetic �eld the temperature should be
replaced by the Zeeman energy gµBH, where µB is the Bohr magneton and
g the electron Landé g-factor) it follows that the free energy within Landau
Fermi liquid theory can at most be quadratic in temperature (or magnetic
�eld if this is the relevant energy scale). Thus there is no way to predict the
next-to-leading order term in Equations (3.1a)-(3.1c) within Landau Fermi
liquid theory itself. To go beyond the leading, constant, terms it is necessary
to consider a microscopic model and employ perturbation theory or some other
method. Doing this it has in recent years become more and more evident
that the Sommerfeld expansion is not su�cient beyond the leading order[101,
102, 104, 103, 105, 106, 107, 108, 109, 110, 111, 112, 113, 114, 115, 116]. Ex-
perimentally, a quadratic term in the heat capacity has been observed in, for
example, liquid 3He monolayers[117] whilst, at least, a quasi-linear behaviour
is seen in the susceptibility in the iron-pnictides[118] and in heterostructures
based on Si and other materials[119, 120, 121, 122]. Whilst there is agreement
about the form of the quadratic term in the former, there is still debate about
the latter where, for example, di�erent experiments obtain di�erent signs of
the prefactor of the linear term, see for example References [118, 119]. The
signi�cance of this will be discussed later.

In this chapter we will go beyond the Sommerfeld expansion and consider
non-analytic corrections. We begin by reviewing existing work on this topic
and discuss the origin of non-analyticities. In Section 3.2 we then show
that non-analytic terms also appear in quasi-particle properties such as the
quasi-particle residue, momentum-renormalization factor, and electron Landé
g-factor. We will also discuss how these non-analyticities can be observed in
experiments.

The work presented in this chapter was done together with Philipp Lange,
Peter Kopietz, and Dmitrii Maslov and most of it has been published in [123].

3.1.1 How to break the Sommerfeld expansion

We wish to consider next-to-leading order corrections in di�erent parameters
that do not take the form of the analytic Sommerfeld expansions given in Equa-
tions (3.1a)-(3.1c). To do this it is useful to consider the origin of these analytic
expansions and when they are no longer valid. For this purpose note that any
thermodynamic observable O can be written in the following form[100]

O =

∫
dE f (E)nF (E) . (3.3)
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Here f (E) is some function of the energy and nF (E) = 1/
(
eβ(E−µ) + 1

)
, with

β being the inverse temperature and µ denoting the chemical potential, is the
Fermi function. The existence of an analytic expansion of the observable, such
as the Sommerfeld expansion, is then directly related to the analyticity of the
function f (E) around E = 0. In order to get a non-analytic expansion one
should therefore look for cases where f (E) is not analytic.

From a microscopic point of view the equivalent of (3.3) is the second order
self-energy, which for a constant momentum-independent interaction constant
U is given by

Σ (K) = −U2

∫
Q

Π0 (Q)G0 (K −Q) , (3.4)

where we have suppressed the spin dependence, G0 (K) denotes the free Green's
function as de�ned in Equation (1.7), and we recall that we use the label2 K =
(iω,k) to represent the (D+1)-momentum and notation

∫
K

= 1/ (βV )
∑

ω

∑
k,

where V is the volume. Also, in this chapter, Q = (iω̄,q) will denote a bosonic
(D+1)-momentum. Finally Π0 (Q) is the free particle-hole polarization bubble
in a vanishing magnetic �eld3

Π0 (Q) =

∫
K

G0 (K)G0 (K −Q) . (3.5)

Both Equations (3.4) and (3.5) are shown graphically in Figure 3.1.

Comparing Equations (3.3) and (3.4) it is now natural to consider the
polarization bubble (3.5) in more detail. The polarization de�ned in Equation
(3.5) can be calculated exactly by performing the K-integration. The result
for small momenta and frequencies is in two dimensions[105]

Π0 (Q) ≈ −ν

1− |ω|√
ω2 + (vF q)

2

 , (3.6)

where ν is the density of states per spin projection on the Fermi surface
(ν = m/ (2π) in two dimensions) and vF is the Fermi velocity. For small fre-
quencies |ω| � vF q, the dynamic part of the bubble then goes as4

Π0 (Q) ∼ |ω|
vF q

. (3.7)

2In this chapter we will be working both at �nite and zero temperature. At �nite temper-
atures the frequency should simply be replaced by the corresponding Matsubara frequency.

3If we introduce a spin-label as well, there are di�erent ways of de�ning the polarization
bubble which are however all equivalent as long as one does not restrict the momentum
integrations by introducing a cuto�. We shall discuss this point later.

4This form of the polarization also leads to Landau damping which played a crucial role
in Chapter 2.
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(a)

(b)

Figure 3.1: Diagram (a) represents the fermionic self-energy to second-order
in the interaction (3.4), while (b) is the polarization bubble (3.5). Solid lines
represent fermionic propagators whilst the wavy line represents the interaction.

As now the imaginary part of the Green's function only provides a δ-function
contribution [see Equation (1.48)], it follows that the imaginary part of the
self-energy on the mass shell (i.e. ω = ξk) picks up a non-analyticity

ImΣ (ω) ∼ −U
2m

v2
F

∫ ω

0

dΩ Ω

∫ Λ

|Ω|/vF

dq

q
∼ U2m

vF
ω2 ln

W

|ω|
, (3.8)

where the infrared cuto� in the momentum integration comes from the con-
dition |ω| � vF q, Λ is an ultraviolet cuto� related to some relevant internal
momentum scale of the problem, W ∼ ΛvF , and the ultraviolet cuto� in the
frequencies comes from the Pauli principle. Performing a Kramers-Kronig
transformation this yields a ω|ω| type of non-analyticity in the real part of
the self-energy. By power counting this will thus lead to a linear in temper-
ature non-analytic term in, for example, the heat capacity coe�cient γ = C/T .

Now that we know that the non-analyticity came from the speci�c form
of the polarization bubble given in Equation (3.7), the next question is what
physical processes this corresponds to. To answer this question, note that
if the fermions interact by polarizing the surrounding medium, the e�ective
interaction is proportional to the polarization bubble. If we moreover Fourier
transform Equation (3.7), we see that the e�ective interaction leading to the
non-analyticity discussed above is dynamic and decays slowly as |ω|/r in two
dimensions. With this in mind we would expect an other region of momentum
space to contribute in a similar way. Indeed the Kohn anomaly at q = 2kF leads
to dynamic Friedel oscillations that decay as ω cos (2kF r) /

√
r[114]. This also

leads to non-analyticities. In other dimensions the decay would be di�erent
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but, as long as the e�ective interaction is long ranged, the conclusion would
be the same. To see that this is the case one can perform a scaling argument
which is due to Maslov and Chubukov[114]. Assume that the interaction has
a range speci�ed by some length L. By the uncertainty principle L ∼ vF/ε
where ε is the relevant energy scale. If this energy scale is small the range of
interactions via polarizing the medium can be large. Now, the contribution
from the long-range interactions to the free energy per unit volume is given,
in D > 1 dimensions, by

fsing ∼
U2ε

LD
. (3.9)

At �nite temperatures where the relevant energy scale is temperature we then
�nd that

γ(T ) = −∂
2fsing
∂T 2

∝ TD−1, (3.10)

while at zero temperature but at a �nite magnetic �eld H, where the relevant
energy scale is the Zeeman energy gµB|H|,

χ(H) = −∂
2fsing
∂H2

∝ |H|D−1. (3.11)

In three dimensions such scaling analysis breaks down and logarithmic cor-
rections appear which can only be found in an explicit calculation[114]. We
will review a renormalization group argument for the above scaling results in
Section 3.1.3.

3.1.2 The susceptibility

To further study the origin of non-analyticities and to motivate the interest
in the �eld, it is worth considering the non-analytic contributions to the spin
susceptibility in more detail. The susceptibility follows from the free energy
which to second order in the interaction, at �nite temperatures and in D
dimensions, is given by (see e.g. Reference [108])

f = f0 −
U2

2
T
∑
ωn

∫
dDq

(2π)D
Π↑↑0 (Q) Π↓↓0 (Q) , (3.12)

where ωn denotes a Matsubara frequency and we have added a spin-label to
the polarization bubble to anticipate that spin will matter when turning on
a �nite magnetic �eld. Equation (3.12) is shown diagrammatically in Figure
3.2. Here the small momentum (and magnetic �eld) part of the bubble is given
exactly by the expression in Equation (3.6).

As was discussed above, in general non-analytic corrections appear due to
long range e�ective interactions coming from two regions in momentum space,
namely q = 0 and q = 2kF . It turns out however that non-analyticities in
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Figure 3.2: Diagrammatic representation of the free energy (3.12).

the susceptibility only come from q = 2kF contributions. To see this, note
that the susceptibility is a response to an in�nitesimal magnetic �eld. In
a magnetic �eld the Fermi surface now splits which manifests itself in (3.6)
through a splitting of the Fermi velocity vF into v↑F and v↓F . Such a splitting
however only leads to extra analytic terms of order H2 and thus the small
momentum part of the polarization bubble cannot contribute to sub-leading
non-analytic terms in the susceptibility. For the 2kF part, on the other hand,
the non-analyticities arise due to Π↑↑ (Q) and Π↓↓ (Q) being non-analytic at
the same point[108]. In a �nite magnetic �eld, this is no longer the case
as the Fermi momentum splits into k↑F and k↓F and so the magnetic �eld
regularizes the non-analyticity in the free energy. However, taking a deriva-
tive removes this regularization and so the susceptibility becomes non-analytic.

With the above in mind we are interested in the 2kF part of Equation (3.12)
in order to study non-analyticities in the susceptibility. This thus means that
we need the same-spin polarization bubbles around q = 2kF . These turn out
to be very complicated (the opposite-spin bubble for general momenta and
frequencies will be given later) and so, such a computation would prove cum-
bersome. Fortunately it turns out[103, 104] that the 2kF terms contributing
to the non-analyticities in the polarization bubbles in Figure 3.2 come from
fermions with momenta close to q/2. Then the 2kF part of the free energy
(3.12) can be rewritten as the product of two opposite-spin bubbles Π↑↓ (Q),
where the momentum-transfer q is now small:

f = f0 −
U2

2
T
∑
ωn

∫
dDq

(2π)D
[
Π↑↓ (Q)

]2
, (3.13)
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Figure 3.3: Diagrammatic representation of the free energy (3.13)

where the opposite-spin particle-hole bubble in a weak magnetic �eld is given,
at small momenta, by[105, 114]

Π↑↓0 (Q) ≈ −ν

1− |ωn|√
(ωn − 2ih)2 + v2

F q
2

 (3.14)

and h = gµBH is the Zeemann energy associated with the magnetic �eld H.
A diagrammatic representation of Equation (3.13) is shown in Figure 3.3. We
will show later that this scattering channel is not su�cient if one wants to
calculate the non-analytic contribution to various quasi-particle properties.

With this behind us we can now evaluate the free energy. First of all we
see that the expression (3.13) is divergent in the ultraviolet such that we need
to introduce an ultraviolet cuto�. The calculation has been done previously
by Maslov and Chubukov[114] who �rst performed the momentum integration
and then the frequency sum. After performing the momentum integration
and subtracting analytic terms (which diverge in the ultraviolet) they got
logarithmic terms which they identi�ed as causing the non-analyticities in the
susceptibility similarly to our earlier discussion of the heat capacity. We will
here reproduce their result but change the order of integration. Thereby we will
explicitly see that the ultraviolet cuto� drops out of the leading non-analytic
contribution to the susceptibility.
The Matsubara sum is performed using

T
∑
ωn

F (iωn) =
1

2πi

∫
C
dz F (z)

1

2
coth

(
βz

2

)
, (3.15)

where F (iωn) is any function of the Matsubara frequencies and the contour C
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is chosen to circle all Matsubara frequencies in the positive direction. In our
case the function F is the opposite-spin particle-hole bubble, given in Equation
(3.14), squared. The contour integration hence yields

T
∑
ωn

[
Π↑↓0 (Q)

]2

= Tν2 − ν2

4vF q

[
(vF q + 2h)2 coth

(
β (vF q + 2h)

2

)
+ (vF q − 2h)2 coth

(
β (vF q − 2h)

2

)]
+
ν2

π

∫ vF q

0

dω√
(vF q)

2 − ω2

[
(ω + 2h) coth

(
β (ω + 2h)

2

)

+ (ω − 2h) coth

(
β (ω − 2h)

2

)]
. (3.16)

Here the �rst and second terms come from respectively the square of the static
(constant) and square of the dynamic part of Equation (3.14), whilst the last
term is a branch cut contribution from the mixed static and dynamic part.
If we now focus only on zero temperature we may use that coth(βx)→ sgn(x)
as β → ∞ to perform the remaining momentum and frequency integrations.
We �nd in two dimensions (introducing an ultraviolet cuto� Λ0 in the momen-
tum integration)

f = f0+
u2vFΛ3

0

4π

[
1

6
+
x2

2
− |x|

3

6
− 2

3π

(
1− x2

)3/2 − x

π
arcsinx− x2

π

√
1− x2

]
,

(3.17)
where x = 2h/ (vFΛ0) and we have introduced the dimensionless interaction
u = νU . From Equation (3.17) we see that the branch cut terms do not
contribute to the non-analytic |x|3 part and that the ultraviolet cuto� drops
out of the non-analytic part which thus takes on a universal low-energy form.
Moreover di�erentiating twice with respect to the magnetic �eld we see that

χ(h) = χ(0) + χ1|h|+O
(
h2
)
, (3.18)

with χ1 = 2νu2/EF . This is in agreement with the results found in reference
[114] and the scaling analysis in the previous section.

It should be mentioned here that the fact that the prefactor χ1 is positive
(similar behaviour is found for the temperature and momentum dependence of
χ, and for the heat capacity[105, 106, 107, 108, 124]) is still under debate and
that there are con�icting results as to whether it holds to higher orders[114].
If it does hold it would have a signi�cant impact on the phase diagram of elec-
trons in a magnetic �eld[114]. Indeed it would imply that the susceptibility
increases with energy. As, however, one would expect it to drop o� at some
energy larger than the Fermi energy this would mean that χ has a maximum
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at a certain energy. Now, a maximum of the susceptibility at a �nite magnetic
�eld would imply that the free energy has a minimum at a �nite magnetisation.
Increasing the susceptibility would then mean that this minimum becomes de-
generate with a non-magnetic state which implies a �rst order phase transition
into a ferromagnetic state. On the other hand, a maximum of the suscepti-
bility at a �nite momentum would imply more exotic states such as a spiral
state. In either case the Hertz-Millis theory of quantum phase transitions (see
Section 2.1.1) would break down as it assumes a second order transition. Let
us however again stress that the sign of the prefactors are still under debate
and, although there exist arguments that they should remain positive[116], an
explicit calculation is still missing.

3.1.3 Renormalization group

Before moving on to the main part of this chapter on non-analyticities in
quasi-particle properties, let us brie�y consider an alternative way, based on
the renormalization group (RG), of viewing the non-analyticities discussed in
the previous sections due to Belitz and Kirkpatrick[116]. To do this, recall
that in dimensions D > 1 Fermi liquid theory can be described as an RG
�xed point[1, 38, 103]. The �xed point has associated two relevant (in the
RG sense5) couplings, namely the temperature and magnetic �eld. As such
one might postulate that the free energy has a singular part which leads to
the non-analyticities discussed above, and that this singular part satis�es cer-
tain scaling relations. In particular the assumption is that this singular part
can be written in terms of a fermionic and bosonic (arising from particle-hole
�uctuations) part

fsing (T,H) = fFsing (T,H) + fBsing (T,H) , (3.19)

which in dimensions 1 < D < 3 satisfy the following scaling relations

fFsing (bT, bH) = b2fFsing (T,H) , (3.20a)

fBsing (bT, bH) = bD+1fBsing (T,H) . (3.20b)

Di�erentiating twice with respect to the relevant control parameter and set-
ting the other to zero, one thus obtains the scaling behaviour discussed in the
previous sections.
As an alternative route to obtain the same results one can postulate the exis-
tence of a given irrelevant coupling r. In that case the scaling ansatz should
be modi�ed to

fsing (bT, bH, byr) = b2fsing (T,H, r) , (3.21)

5For an overview of the renormalization group we refer to the literature[1, 3, 6].
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where r has the scaling dimension y = −(D − 1)/2. Hence, for 1 < D < 3,
−1 < y < 0 and r is less irrelevant than any other irrelevant couplings. Since
now fsing (1, 0, z) and fsing (0, 1, z) are analytic in z one �nds

χ (T = 0, H) = χ (0, 0) + χ1H
D−1, (3.22a)

γ (T,H = 0) = γ (0, 0) + γ1T
D−1, (3.22b)

where the prefactors χ1 and γ1 are proportional to r. This thus again agrees
with our earlier scaling analysis.
The advantage of the RG analysis is twofold. First of all it provides a simple
scaling reason for the existence of the non-analytic terms. Moreover, while the
scaling analysis itself does not provide insights into the sign of the prefactors to
the non-analytic terms that we discussed in Section 3.1.2, it does provide hints
as to how one could proceed. Indeed if one would like to go beyond second
order, using for instance the FRG (see Section 1.2), it is possible to identify
r with an irreducible three-point vertex. This would provide a justi�cation
for truncating the FRG �ow equations at the level of the three-point vertex.
However, as we will see in the main part of this chapter, various quasi-particle
properties also acquire non-analytic magnetic �eld dependencies. This means,
that, in order to calculate the non-analytic terms in the thermodynamic pa-
rameters beyond leading order in a consistent way, it would be important
to allow the quasi-particle residue and momentum-renormalization factor to
�ow. This in itself would complicate the solutions of the FRG �ow equations.
Moreover, we shall also see that the non-analytic terms in the quasi-particle
properties receive contributions from all momenta in the range q ∈ [0, 2kF ].
Hence this should also be implemented in the FRG. A way of doing this would
be to include all relevant scattering channels (see Section 3.2.6 below) in the
FRG. To extract the non-analytic behaviour from such a calculation (either
numerically or analytically) is rather non-trivial however and has not yet been
done.

3.2 Non-analytic magnetic �eld dependence of

quasi-particle properties

Let us now turn to the main part of this chapter. As was discussed above,
electron-electron interactions in Fermi liquids may lead to sub-leading non-
analytic corrections to thermodynamic quantities such as the susceptibility
and heat capacity. It is therefore natural to ask if these non-analyticities also
occur in other quantities. In fact for a di�erent system of gapless magnons in
Heisenberg antiferromagnets, it has been found[125] that the leading correction
in 1/S, where S is the spin, to the self-energy is non-analytic in the presence of
a weak external magnetic �eld in dimensions D ≤ 3. Inspired by this result we
will therefore now focus on quasi-particle properties of a generic Fermi liquid.
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Figure 3.4: An example of a circular Fermi surface considered in this chapter.
The black dot represents a quasi-particle with dispersion ξk.

Doing so we will show, using second order perturbation theory, that sub-leading
non-analyticities also occur in the magnetic �eld dependence of the quasi-
particle residue Z, momentum-renormalization factor Y , and Landé g-factor
(see below). We will furthermore show that the non-analyticities are universal
in the sense that they do not depend on an ultraviolet cuto�, and that they
may be calculated from a low-energy theory. In doing this we will be applying
a higher-dimensional analogue of the g-ology model[126] used to describe the
low-energy physics of lattice models in one dimension. This procedure has
previously been used by Belitz, Kirkpatrick, and Vojta[103].

3.2.1 Model

We will be working in two dimensions and consider a generic Fermi liquid in
a magnetic �eld entering through the Zeeman energy, at zero temperature.
Later in the chapter we will also discuss �nite temperatures. For simplicity we
moreover only consider a circular Fermi surface as shown in Figure 3.4. As the
non-analyticities are expected to arise because of electron-electron interactions
it is su�cient to consider a continuum model, ignoring the lattice. If we also
simply consider a momentum-independent Hubbard-like interaction U only
allowing for scattering between di�erent spins, our action is given by

S[c̄, c] = −
∫
K

∑
σ

[Gσ
0 (K)]−1 c̄KσcKσ

+
U

2

∫
K

∫
K′

∫
Q

∑
σ1 6=σ2

c̄K+Q,σ1 c̄K′−Q,σ2cK′σ2cKσ1 , (3.23)
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where cKσ is a fermionic Grassmann-�eld, σ denotes the spin, and the free,
magnetic �eld dependent Green's function is given by

Gσ
0 (K) =

1

iω − k2

2m
+ µ+ σh

. (3.24)

Here m is the electron mass, µ is the chemical potential, and we recall that
h = gµBH is the Zeeman energy related to the magnetic �eld H. Note that,
because we are only considering a circular Fermi surface, this only depends on
momentum as

Gσ
0 (iω,k) = Gσ

0 (iω, k). (3.25)

Soon we will want to include self-energy corrections and write the Green's
function in a Fermi liquid form as discussed in Section 1.3. In a �nite magnetic
�eld the Fermi surface however splits into two such that it is important to work
with the true Fermi surface when expanding the self-energy. The true Fermi
surface in a magnetic �eld is de�ned by solving

(kσF )2

2m
+ Σσ(0, kσF ) = µ+ σh, (3.26)

where at zero temperature µ = EF . Neglecting self-energy corrections the
magnetic �eld dependent Fermi momentum corresponding to a certain spin
projection thus becomes

kσF = kF

√
1 +

σh

EF
, (3.27)

with kF and EF denoting the Fermi momentum and Fermi energy at a vanish-
ing magnetic �eld respectively, and where Σσ(K) is the self-energy associated
with an electron of spin σ. This way of de�ning the Fermi surface is of course
equivalent to de�ning it through Equation (1.42) in a vanishing magnetic �eld.
Now, de�ning the dispersion relative to the true Fermi surfaces as

ξσk =
k2 − (kσF )2

2m
= ξk − σh, (3.28)

with

ξk =
k2 − k2

F

2m
(3.29)

denoting the dispersion relative to the zero-�eld Fermi surface, we may expand
the self-energy of an electron with spin σ around its true Fermi surface as

Σσ(K) = Σσ(0, kσF ) +
(
1− Z−1

)
iω −

(
1− Y −1

)
ξσk + . . . . (3.30)

The Green's function corresponding to an electron with spin σ then takes on
the Fermi liquid form



3.2 Non-analytic magnetic �eld dependence of quasi-particle properties 83

Gσ(K) =
1

Z−1iω − Y −1ξσk
. (3.31)

This and Equation (3.30) will be our starting point for calculating the quasi-
particle properties.

3.2.2 Extracting quasi-particle properties

To extract the quasi-particle properties such as the quasi-particle residue and
the momentum-renormalization factor, it follows from Equation (3.30) that we
need the derivative of the self-energy with respect to frequency and momentum
respectively, at the true Fermi surface. Once we have calculated Z and Y we
can readily �nd expressions for the Landé g-factor. To see how this works
let us substitute the dispersion relative to the true Fermi surface (3.28) into
Equation (3.31). Using (3.27) and multiplying through by Z we thus arrive at

Gσ(K) =
Z

iω − k2−k̄2
F

2m∗
+ σg∗h

, (3.32)

where we have de�ned the average Fermi momentum via

k̄2
F

2m
= µ− Σ↑(0, k↑F ) + Σ↓(0, k↓F )

2
, (3.33)

and the renormalized mass and Landé g-factor by

m∗
m

=
Y

Z
, (3.34a)

g∗ =
Z

Y
X, (3.34b)

with

X = 1− Σ↑(0, k↑F )− Σ↓(0, k↓F )

2h
, (3.35)

denoting a new renormalization factor relating to the self-energy at the true
Fermi surface. To obtain the Landé g-factor we hence not only need the deriva-
tives of the self-energy at the true Fermi surface but also the value of the self-
energy itself on the true Fermi surface. For all quantities the starting point
however is the self-energy and we will therefore discuss this quantity now.

3.2.3 The second order self-energy

The frequency- and momentum dependence of the self-energy at second order
in the interaction is given by
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Σσ(K) = −U2

∫
Q

Π↑↓0 (σQ)G−σ0 (K −Q), (3.36)

where

Πσσ′

0 (Q) =

∫
K

Gσ
0 (K)Gσ′

0 (K −Q) (3.37)

is the particle-hole polarization bubble which was de�ned in a vanishing mag-
netic �eld in Equation (3.5) and which was given for opposite spins, in a weak
magnetic �eld, for small frequencies and momenta in (3.14). By simply rela-
belling and changing the order of integration we now see that the self-energy
can also be written in the two following ways

Σσ(K) = −U2

∫
Q

Π−σ,−σ0 (Q)Gσ
0 (K −Q) (3.38a)

= −U2

∫
Q

Φ↑↓0 (Q)G−σ0 (−K +Q). (3.38b)

Here the particle-particle polarization bubble is given by

Φσσ′

0 (Q) =

∫
K

Gσ
0 (K)Gσ′

0 (−K +Q). (3.39)

The three di�erent ways of writing the self-energy given in Equations (3.36)
and (3.38) are shown diagrammatically in Figure 3.5. Let us here stress that
as long as we do not impose a cuto� on the momentum label Q, these three
ways of writing the self-energy are completely equivalent. If we however intro-
duce a cuto� in Q, the three diagrams will contribute to di�erent scattering
channels. We shall discuss this in more details later. For now let us include
all momenta in the integration. In that case it makes no physical di�erence
which representation of the self-energy we use and we can simply choose the
one that is more convenient.

3.2.4 The opposite-spin particle-hole bubble

Which representation is more convenient is not obvious though and so, given
that the anti-parallel spin particle-hole bubble Π↑↓0 (Q) turned out to be more
convenient for the calculation of the free energy, we pick (3.36) as our start-
ing point. We thus need an expression for Π↑↓0 (Q) for arbitrary frequencies
and momenta in a magnetic �eld. This is in general given by the Lindhard
function[127] which for small frequencies, momenta, and for a weak exter-
nal magnetic �eld was quoted in Equation (3.14). For arbitrary frequen-
cies and momenta but with a vanishing magnetic �eld, it has likewise been
calculated[128]. In a �nite magnetic �eld however the result changes. At zero
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(a) (b) (c)

Figure 3.5: The three equivalent ways of drawing the self-energy correspond-
ing to (3.38a) (a), (3.36) (b), and (3.38b) (c). If the momentum Q carried
by the interaction is not restricted, these expressions are all identical. If how-
ever we introduce a cuto� they correspond to di�erent scattering processes (see
Section 3.2.6). To distinguish between the three processes we introduce dif-
ferent lines for the three scattering channels: A wavy line without an arrow
corresponds to forward scattering (scattering with small momentum transfer),
a wavy line with an arrow corresponds to exchange scattering (large-angle scat-
tering), whilst a zig-zag line with an arrow corresponds to Cooper scattering
(scattering of states 2kF apart).

temperature the frequency integral in Equation (3.37) can be performed using
the method of residues with the result

Π↑↓0 (Q) =

∫
d2k

(2π)2

Θ(−ξ↑k)−Θ(−ξ↓k−q)

ξ↑k − ξ
↓
k−q − iω̄

. (3.40)

Splitting the integrand into two parts and shifting k → k + q in the second
term the integral may be written as

Π↑↓0 (Q) =

∫
d2k

(2π)2

[
Θ(k↑F − |k|)
ξ↑k − ξ

↓
k−q − iω̄

+ (ω̄ → −ω̄,q→ −q, σ → −σ)

]
, (3.41)

where σ → −σ denotes a �ip of all spins. Since now

ξ↑k − ξ
↓
k−q = ξk − ξk−q + 2h = vkq cosϕ− q2

2m
+ 2h, (3.42)

with vk = k/m we see that, switching to polar coordinates, the angular integral
is of the general form

I =

∫ 2π

0

dϕ

2π

1

a+ ib+ cosϕ
, (3.43)

which, with z = a + ib for a and b real, may be evaluated by transforming
the integral into a contour integral over the unit circle C and using the residue
theorem such that

I =
1

2πi

∫
C

dx

x

1

z + 1
2
(x+ x−1)

=
sgn(1− |z −

√
z2 − 1|)√

z2 − 1
, (3.44)
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where we have chosen the principal branch of the complex square root which
is de�ned such that its real part is always positive:

√
A+ iB =

√
R + A

2
+ isgnB

√
R− A

2
, (3.45)

with R =
√
A2 +B2. We thus obtain

∫ 2π

0

dϕ

2π

1

a+ ib+ cosϕ
=

sgna√
(a+ ib)2 − 1

=
1

sgna
√

R+A
2

+ isgnb
√

R−A
2

, (3.46)

where we have used that

sgn(1− |z −
√
z2 − 1|) = sgna, (3.47)

which can be veri�ed numerically. Also A = a2− b2−1, B = 2ab while we still
set R =

√
A2 +B2.

Performing the angular integral in (3.41), using (3.46) and assuming that
m↑ = m↓, which is clearly satis�ed for a linearised dispersion and not expected
to di�er much in general, the �nal radial integral then yields

Π↑↓0 (Q) = −νP (iω̄, q;h), (3.48)

with

P (iω̄, q;h) = 1− isgnω̄ kF
q

√1−
(

q

2kF

)2

+

(
ω̄ − 2ih

vF q

)2

− iω̄

2EF

−

√
1−

(
q

2kF

)2

+

(
ω̄ − 2ih

vF q

)2

+
iω̄

2EF

 . (3.49)

The polarization given here has the following asymptotic behaviour for large
momenta

P (iω̄, q;h) ∼ 2

(
kF
q

)2

, (3.50)

whilst its asymptotic form for large frequencies is

P (iω̄, q;h) ∼ 2h

iω̄
− 2h2

ω̄2
+

(vF q)
2

2ω̄2

[
1−

(
q

2kF

)2
]
. (3.51)

These asymptotes guarantee that the self-energy (3.36) converges in the ul-
traviolet. Note also that for small momenta, frequencies, and magnetic �elds
(3.48) of course reduces to its low-energy approximation (3.14).
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3.2.5 Numerical results

With the results from the previous sections we are ready to calculate the lead-
ing non-analytic corrections. In this section these will be calculated taking
the full frequency- and momentum dependence of the Green's functions and
polarization bubbles into account. For the latter we will use the opposite-spin
particle-hole bubble given in Equations (3.48) and (3.49). As discussed in the
previous section it would be equivalent to use the form of the polarization in
other channels. As however the opposite-spin particle-hole bubble turned out
to be the useful quantity to use for the susceptibility calculation we use it
here as well. Because we, in this section, take the full frequency- and momen-
tum dependence into account the non-analytic terms can only be obtained
numerically. Thus all results for the prefactors of the leading non-analyticities
quoted in this section are the result of numeric evaluations.

As discussed in Section 3.2.2, in order to extract the renormalized mass
and Landé g-factor, we need the self-energy and its derivatives with respect
to frequency and momentum on the true (magnetic �eld dependent) Fermi
surface. The relevant self-energy is to second order in the interaction given
by Equation (3.36). As the momentum dependence of the polarization only
appears as |q| = q, the only angular dependence is in the Green's function and
of the same form as in the previous section. Hence, using polar coordinates,
it is possible to perform the angular integration analytically. Using Equation
(3.46) we �nd

Σσ(K) = −νU2

∫
dω̄

2π

∫ ∞
0

dqq

2π
P (iω̄, q;σh)

×
sgn

(
ξk + q2

2m
+ σh

)
√(

iω − iω̄ − ξk − q2

2m
− σh

)2

−
(
kq
m

)2

, (3.52)

where we have used that ξk = ξk. The renormalization factor X, which we re-
call gives information about the renormalized Landé g-factor, is then obtained
by simply setting k = kσF and ω = 0 in the above. Then, using (3.35)

X = 1 +
νU2

2h

∫
dω̄

2π

∫ ∞
0

dqq

2π

[
P (iω̄, q;h)

×
sgn

(
q2

2m
+ 2h

)
√(

iω̄ + q2

2m
+ 2h

)2

−
(
v↑F q
)2

+ (h→ −h)

]
, (3.53)

with vσF = kσF/m.
Calculating the quasi-particle residue and momentum-renormalization factors
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we have to be more careful as we here need the derivatives of the self-energy
with respect to frequency and momentum respectively. Problems appear be-
cause the angular integral (3.46) is discontinuous at b = 0, for |a| < 1. To
calculate Z and Y we now need the derivatives with respect to a and ib but
due to the discontinuity the derivatives do not commute with the integral.
This becomes more apparent by using the following identity of sign-functions,

sgnb = 2Θ(b)− 1, (3.54)

to rewrite the integral. Taking a derivative then yields a function which de-
pends on both a step-function and δ-function with the same argument. This
is ill-de�ned when the argument vanishes. To resolve this issue it is possible
to use the so-called Morris-Lemma[1, 29] which states that, for any function
f(Θ(x)) of the step-function

δ(x)f(Θ(x)) = δ(x)

∫ 1

0

dt f(t). (3.55)

Using the Morris-Lemma it then follows that[97]

∂

∂(ib)

∫ 2π

0

dϕ

2π

1

a+ ib+ cosϕ
=

∂

∂a

∫ 2π

0

dϕ

2π

1

a+ ib+ cosϕ

− 2δ(b)
Θ(1− a2)√

1− a2
. (3.56)

The extra δ-contribution will play a crucial role when calculating the prefactors
of the leading non-analytic contributions.
Taking into account the δ-contribution we then �nd by performing the angular
integral and di�erentiating with respect to ξk at k = kσF and ω = 0 that

1

Y
= 1 + νU2

∫
dω̄

2π

∫ ∞
0

dqq

2π
P (iω̄, q;σh)

×

(
iω̄ − q2

2m
+ 2σh

)
sgn

(
q2

2m
+ 2σh

)
[(
iω̄ + q2

2m
+ 2σh

)2

− (vσF q)
2

]3/2
, (3.57)

whilst di�erentiating with respect to iω and setting k = kσF as well as ω = 0
yields
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1

Z
= 1 + νU2

∫
dω̄

2π

∫ ∞
0

dqq

2π
P (iω̄, q;σh)


(
iω̄ + q2

2m
+ 2σh

)
sgn

(
q2

2m
+ 2σh

)
[(
iω̄ + q2

2m
+ 2σh

)2

− (vσF q)
2

]3/2

+ 2δ(ω̄)

Θ

[
(vσF q)

2 −
(
q2

2m
+ 2σh

)2
]

√
(vσF q)

2 −
(
q2

2m
+ 2σh

)2

 . (3.58)

We have now expressed the renormalization factors X, Y , and Z in terms
of two-dimensional integrals. Taking the full frequency- and momentum de-
pendence of the integrands into account, these are however too complicated
to be done analytically. We therefore simply compute the remaining integrals
numerically. Plotting the resulting expressions with respect to h (see Figure
3.6) we see that, at small magnetic �elds, all renormalization factors acquire a
non-analytic term proportional to |h|. By reading of the slopes of the resulting
plots we conclude that

X(h) = X(0) +X1|h|+O(h2), (3.59a)

Y (h) = Y (0) + Y1|h|+O(h2), (3.59b)

Z(h) = Z(0) + Z1|h|+O(h2), (3.59c)

with

X1 ≈ Y1 ≈ Z1 ≈ 0.50
u2

EF
+O(u3), (3.60)

where we recall that u = νU , with ν = m/(2π) denoting the two-dimensional
density of states per spin projection, and we have, for the calculation of
X1 �rst di�erentiated with respect to the magnetic �eld, in order to make
the integrand fall of faster (we will describe this in more details below). We
estimate that the numerical error in these results is of the order of one percent.
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(a)

(b)

(c)

Figure 3.6: We here show numerical results for the renormalization factors
X, Y , and Z as a function of magnetic �eld h (solid lines). The dashed lines
are straight lines with slope 1/2.
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The fact that we �nd Y1 ≈ Z1 indicates that, at this order in the interac-
tion, the renormalized mass (3.34a) does not acquire a non-analytic correction
proportional to |H|. We will later establish this analytically as well but let
us point out that there is no reason to expect this to remain true at higher
orders in the interaction. Indeed it is known[105] that the renormalized mass
does acquire a temperature dependence proportional to the temperature (see
also later). As such, from scaling, it would be expected to also �nd a term
linear in |H|, although it should be noted that a proper calculation is yet to
be done.

Finally let us note that by repeating the numeric evaluation of the inte-
grals, but using the low-energy approximation of the opposite-spin particle-
hole bubble (3.14), we see that the non-analytic correction to X comes solely
from the low-energy part of the opposite-spin particle-hole bubble. Thus only
small momenta in the integral contribute to X1 and it would be enough to use
(3.14) instead of the full polarization bubble (3.48). As using the opposite-
spin particle-hole bubble at low energies corresponds to exchange scattering
near the Fermi surface (see Section 3.2.6 and Figure 3.7 below), we there-
fore conclude that the leading non-analyticity in X comes only from exchange
scattering processes. This situation exactly corresponds to the calculation of
the leading non-analyticity in the susceptibility as discussed in Section 3.1.2.
On the other hand we found that we really need the full polarization bub-
ble to extract the prefactors Y1 and Z1. This indicates that not only small
momenta, but momenta in the whole range q ∈ [0, 2kF ], contribute to the
integrals involved in calculating these prefactors, and that they do not only
come from exchange scattering processes. Indeed we will show later that also
Cooper-scattering is important to recover Y1 and Z1.

3.2.6 Phase-space decomposition

In the previous section we saw that all renormalization factors X, Y , and
Z acquire non-analytic terms proportional to |H|. The prefactors were ex-
tracted numerically taking the full frequency- and momentum dependence
into account. In this section we will employ a low-energy model to con�rm the
results in the previous section. In doing so we will show that the non-analytic
terms arise due to low-energy scattering of electrons near the Fermi surface,
in di�erent channels.

To motivate our low-energy theory let us point out that relabelling mo-
menta in the interaction part of the action (3.23) allows us to rewrite it as
(where we for the moment allow the interaction to depend on momenta)[38,
103]
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Sint[c̄, c] =
1

2

∫
K

∫
K′

∫
Q

∑
σ1,σ2

U(q) (c̄K+Q,σ1cKσ1) (c̄K′σ2cK′+Q,σ2) (3.61a)

= −1

2

∫
K

∫
K′

∫
Q

∑
σ1,σ2

U(k− k′) (c̄K+Q,σ2cKσ1) (c̄K′σ1cK′+Q,σ2) (3.61b)

=
1

2

∫
K

∫
K′

∫
Q

∑
σ1,σ2

U(k + k′)
(
c̄−K+Q

2
,σ2
c̄K+Q

2
,σ1

)(
c−K′+Q

2
,σ1
cK′+Q

2
,σ2

)
.

(3.61c)

As such there is nothing special about rewriting the interaction in this way
and it is completely analogous to writing the self-energy in the three equivalent
ways given in Equations (3.36) and (3.38). If we however reduce the available
phase-space and restrict the q integration by imposing an ultraviolet cuto�
|q| ≤ Λ0 � kF , limiting the integration to take place in a thin shell around
the Fermi surface, the three interaction channels in (3.61) (and corresponding
self-energies) are no longer equivalent but describe three di�erent scattering
processes. It can moreover be shown[103] that, in two dimensions, the three
scattering channels in (3.61) are the only ones which contribute to the low-
energy properties of scattering between electrons near a Fermi surface. The
three distinct scattering processes are thus:

• Forward scattering which describes scattering with small momentum
transfer. This process is shown pictorially in Figure 3.7(a),

• exchange scattering which describes large-angle scattering. This is rep-
resented in Figure 3.7(b),

• Cooper scattering which describes scattering of states 2kF apart as de-
picted in Figure 3.7(c).

If we now assume that all relevant scattering processes take place near the
Fermi surface and that the prefactors X1, Y1, and Z1 all receive contributions
only from low-energy processes (this will be justi�ed a posteriori), we may
introduce an ultraviolet cuto� in the interaction part of the action and arrive
at an e�ective low-energy model with interaction part given by

Sint[c̄, c] ≈
1

2

∫
Q

Θ(Λ0 − |q|)
∑
σ1 6=σ2

[
UfD̄

σ1σ1
Q Dσ2σ2

Q

− UxD̄σ1σ2
Q Dσ1σ2

Q + UcC̄
σ1σ2
Q Cσ1σ2

Q

]
, (3.62)

where we have introduced the composite fermion �elds
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(a) (b) (c)

Figure 3.7: These are, in two dimensions, the three possible low-energy
scattering processes of electrons close to a Fermi surface. (a) represents for-
ward scattering, (b) represents exchange scattering, while (c) represents Cooper
scattering. The straight arrows represent the states before scattering whilst the
curved arrows represent the momentum transfer in each scattering process.

Dσ1σ2
Q =

∫
K

c̄Kσ1cK+Q,σ2 , (3.63a)

Cσ1σ2
Q =

∫
K

c−K,σ1cK+Q,σ2 , (3.63b)

and where Uf = U(0), Uc = U(2kF ), while Ux is some Fermi surface average
of U(k − k′). To recover our original model (3.23) we should �nally set
Uf = Ux = Uc = U but in order to more easily distinguish between the
di�erent scattering channels, we will not do this till the end.

Within our low-energy we may now treat each channel separately when
calculating the self-energy. In order to cover the whole of phase space, we then
in the end, need to sum all contributions. Hence the self-energy may now be
written as

Σσ(K) ≈ Σσ
f (K) + Σσ

x(K) + Σσ
c (K). (3.64)

Here the self-energies on the right-hand side are in principle still given in
Equations (3.38a), (3.36), and (3.38b), and depicted in Figures 3.5(a), 3.5(b),
and 3.5(c) respectively, but now all integrals over q are restricted to a thin
shell around the Fermi surface such that we should introduce an ultraviolet
cuto� as discussed above. Then
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Σσ
f (K) = −U2

f

∫
Q

Θ(Λ0 − |q|)Π−σ,−σ0 (Q)Gσ
0 (K −Q), (3.65a)

Σσ
x(K) = −U2

x

∫
Q

Θ(Λ0 − |q|)Π↑↓0 (σQ)G−σ0 (K −Q), (3.65b)

Σσ
c (K) = −U2

c

∫
Q

Θ(Λ0 − |q|)Φ↑↓0 (Q)G−σ0 (−K +Q). (3.65c)

Here the polarization bubbles are still given by the expressions (3.37) and
(3.39), but due to the ultraviolet cuto�, we may now approximate all bubbles
by their low-energy form and neglect any terms of order q2 in the propagators.
In the exchange channel the renormalization factors (3.53), (3.57), and (3.58)
then reduce to

X = 1 +
νU2

x

2h

∫
dω̄

2π

∫ Λ0

0

dqq

2π

[
P (iω̄, q;h)

× sgnh√
(iω̄ + 2h)2 − (v↑F q)

2

− (h→ −h)

]
, (3.66a)

1

Y
= 1 + νU2

x

∫
dω̄

2π

∫ Λ0

0

dqq

2π
P (iω̄, q;h)

× (iω̄ + 2σh)sgn(σh)

[(iω̄ + 2σh)2 − (vσF q)
2]3/2

, (3.66b)

1

Z
= 1 + νU2

x

∫
dω̄

2π

∫ Λ0

0

dqq

2π
P (iω̄, q;h)

×

[
(iω̄ + 2σh)sgn(2σh)

[(iω̄ + 2σh)2 − (vσF q)
2]3/2

+ 2δ(ω̄)
Θ [(vσF q)

2 − 4h2]√
(vσF q)

2 − 4h2

]
. (3.66c)

In the other channels we arrive at similar expressions except that the in-
teraction and polarization bubbles have to be replaced by their relevant coun-
terparts. Moreover, because the propagator in the Cooper channel depends on
the momenta in the combination Q−K instead of K −Q, the derivative with
respect to frequency in the calculation of Z will pick up a sign. We will discuss
the forward and Cooper channels in more details below. For now we just point
out that these expressions are now tractable analytically in all channels.

3.2.7 Scaling analysis

Our low-energy model is a two-dimensional analogue of the g-ology model[126]
(see also Reference [1]) used to describe the low-energy physics of lattice mod-
els. In the g-ology model the essential low-energy physics is, like above, taken
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into account by only considering scattering processes close to the Fermi surface
(which in one dimension is a set of points). Like in our model, it depends on
an ultraviolet cuto�, but all low-energy properties of the system turn out to be
cuto�-independent. This gives us hope that the ultraviolet cuto� introduced
in our low-energy model will likewise cancel in the prefactors X1, Y1, and Z1,
if these are fully determined by low-energy scattering processes. Indeed we
recall that this is exactly what happens for the free energy, and hence the
susceptibility. Here we found that the free energy, given in Equation (3.17),
depends explicitly on the ultraviolet cuto� Λ0 such that the analytic terms
were ultraviolet divergent. However, in the leading non-analytic term (propor-
tional to |H|3 for the free energy) this cuto� was seen to cancel exactly. To see
that one might expect something similar to happen for the prefactors X1, Y1,
and Z1 it is useful to do a brief scaling analysis of the low-energy expressions
(3.66). Thus, de�ning the dimensionless variables q̃ = q/Λ0, ω̃ = ω̄/(vFΛ0),
and h̃ = h/(vFΛ0), we see that in the exchange channel

X = 1 +
νU2

xΛ0

2h̃vF

∫
dω̃

2π

∫ 1

0

dq̃q̃

2π

[
P (iω̃, q̃; h̃)

× sgnh̃√
(iω̃ + 2h̃)2 − q̃2

−
(
h̃→ −h̃

)]
, (3.67a)

1

Y
= 1 +

νU2
xΛ0

vF

∫
dω̃

2π

∫ 1

0

dq̃q̃

2π
P (iω̃, q̃; h̃)

× (iω̃ + 2σh̃)sgn(σh̃)[
(iω̃ + 2σh̃)2 − q̃2

]3/2
, (3.67b)

1

Z
= 1 +

νU2
xΛ0

vF

∫
dω̃

2π

∫ 1

0

dq̃q̃

2π
P (iω̃, q̃; h̃)

×

 (iω̃ + 2σh̃)sgn(σh̃)[
(iω̃ + 2σh̃)2 − q̃2

]3/2
+ 2δ(ω̃)

Θ
[
q̃2 − 4h̃2

]
√
q̃2 − 4h̃2

 , (3.67c)

where we have also neglected the spin dependence of the Fermi velocity as
this only leads to terms analytic in the magnetic �eld. The scaling behaviour
in the other channels is exactly the same and so from this scaling analysis it
thus follows that, provided that all integrals converge, any terms proportional
to |h| cannot depend on the ultraviolet cuto� Λ0 as the cuto� will be exactly
cancelled out by the factor of Λ0 in front of the integral when switching to
dimensionful units. We will reach the same conclusion when we explicitly
perform the integrals and extract the prefactors.
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3.2.8 Analytic results

Having written down an e�ective low-energy theory in the previous section we
are now ready to calculate the prefactors X1, Y1, and Z1. We will consider
each scattering channel separately starting with the exchange channel as this
was the important channel for the susceptibility and also the channel we used
for the numeric calculation of the prefactors.

Exchange scattering channel

In the exchange channel the relevant polarization bubble is the opposite-spin
particle-hole bubble which at low-energies and in a weak external magnetic
�eld is given in Equation (3.14). To calculate X1 it now turns out to be more
convenient to consider the quantity

∆ = h(1−X), (3.68)

which for small momenta is given by

∆ = −σνU2
x

∫
dω̄

2π

∫ Λ0

0

dqq

2π

[
1− |ω̄|√

(ω̄ − 2iσh)2 + (vF q)2

]

× sgn(σh)√
(iω̄ + 2σh)2 − (vF q)2

. (3.69)

Now, using that

sgn(σh)
√

(iω̄ + 2σh)2 − (vF q)2 = isgnω̄
√

(ω̄ − iσh)2 + (vF q)2, (3.70)

together with the fact that the integrand in (3.69) is symmetric under the
simultaneous shift of ω̄ → −ω̄ and complex conjugation, we may write

∆ = −σνU2
x

∫ ∞
0

dω̄ 2Re
∫ v2

FΛ2
0

0

dx

2(2π)2v2
F

iω̄

(ω̄ − 2iσh)2 + x
, (3.71)

where we have also de�ned x = v2
F q

2. To ensure convergence in the ultraviolet
we now take the derivative of this with respect to the magnetic �eld. Then
performing the integration over x yields

∂∆

∂h
=

4νU2
x

(2π)2v2
F

∫ ∞
0

dω̄Re
ω̄

ω̄ − 2iσh
=

4νU2
x

(2π)2v2
F

∫ ∞
0

dω̄
ω̄2

ω̄2 + 4h2
. (3.72)

The remaining frequency integral is still ultraviolet divergent but can be reg-
ularized by subtracting the magnetic �eld independent part of the integrand6.
We thus obtain

6I am grateful to D. L. Maslov for pointing out how to perform the regularization.
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∂∆

∂h
= −νU

2
x

πv2
F

|h|. (3.73)

Since also it is easy to show that if

∂∆

∂h
= ∆0 + ∆1|h|+ . . . , (3.74)

then

X1 = −∆1

2
, (3.75)

we conclude that the exchange channel contribution to the prefactor X1 is

X1,x =
νU2

x

2πv2
F

=
u2
x

2EF
. (3.76)

Note that this is independent of the ultraviolet cuto� Λ0.

Let us now calculate Y1 in the exchange channel. At low momenta we have,
using (3.66b) and (3.70),

1− 1

Y
= −νU2

x

∫
dω̄

2π

∫ Λ0

0

dqq

2π

[
1− |ω̄|√

(ω̄ − 2iσh)2 + (vF q)2

]

× |ω̄| − 2iσhsgnω̄

[(ω̄ − 2iσh)2 + (vF q)2]3/2
. (3.77)

Again, noticing that the integrand is symmetric under ω̄ → −ω̄ and complex
conjugation, the momentum integral is a standard integral such that we arrive
at

1− 1

Y
=

νU2
x

(2π)2v2
F

∫ ∞
0

dω̄Re
ω̄

2ω̄ + 4iσh
=

νU2
x

(2π)2v2
F

∫ ∞
0

dω̄
ω̄2

ω̄2 + 4h2
, (3.78)

which can be regularized subtracting the magnetic �eld independent terms, in
the same way as in the calculation of X1. We hence �nd

Y1,x =
u2
x

4Ef
, (3.79)

for the prefactor of Y in the exchange channel.

Finally, the quasi-particle residue Z only di�ers from the momentum-
renormalization factor Y in the δ-contribution in (3.66c). As however we see
that, after performing the frequency integral, this term only depends on the
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magnetic �eld through h2, we conclude that it can only give rise to analytic
terms in the expansion of Z. Thus, in the exchange channel

Z1,x = Y1,x =
u2
x

4EF
. (3.80)

Forward scattering channel

We now consider the forward scattering channel. In this case we need the
same-spin particle-hole bubble which can be obtained from the opposite-spin
particle-hole bubble (3.14) by simply setting h = 0. Therefore it is given by

Πσσ
0 (Q) ≈ −ν

[
1− |ω̄|√

ω̄2 + (vF q)2

]
, (3.81)

which we again stress, is independent of the magnetic �eld. As moreover the
magnetic �eld dependence of the propagator drops out after performing the
momentum integral for all renormalization factors, we see that, in the forward
scattering channel,

X1,f = Y1,f = Z1,f = 0. (3.82)

Cooper scattering channel

The Cooper (or particle-particle) channel is di�erent from the other channels
in that the polarization bubble Φ↑↓0 (Q) takes on a very di�erent form. At low
energies and in a vanishing magnetic �eld the bubble is given by[105]

Φ0(Q) ≈ ν ln
2Ω0

|ω̄|+
√
ω̄2 + (vF q)2

, (3.83)

where Ω0 is an ultraviolet cuto� of the order of the Fermi energy, limiting the
integration to a small momentum shell around the Fermi surface, and where
we have suppressed the spin dependence of the bubble as spin does not enter in
a vanishing magnetic �eld. In a �nite magnetic �eld the calculation is slightly
di�erent. The opposite-spin Cooper bubble is then given by [see Equation
(3.39)]

Φ↑↓0 (Q) =

∫
K

G↑0(K)G↓0(Q−K) =

∫
K

1

iω − ξ↑k

1

iω̄ − iω − ξ↓q−k

, (3.84)

where the spin dependent dispersion relative to the true (magnetic �eld depen-
dent) Fermi surface was de�ned in Equation (3.28). The frequency integration
may now be performed using the method of residues and yields

Φ↑↓0 (Q) = −
∫

d2k

(2π)2

1

iω̄ − ξ↑k − ξ
↓
q−k

[
Θ(ξ↑k)−Θ(−ξ↓q−k)

]
. (3.85)
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Notice the sign in the argument of the second step function. It arises because
the second propagator now depends on momenta and frequency through the
combination Q−K instead of K −Q, and makes a simple expansion in q less
useful.
Since now the dispersions appear in the combination (an other consequence of
the di�erent sign of the argument of the second propagator)

ξ↑k + ξ↓q−k ≈
k2 − k2

F

m
+
kq

m
cosϕ, (3.86)

where we have neglected terms of order q2, we see that the magnetic �eld only
enters via the step functions. Moreover, using polar coordinates, the angular
integral is again of the form (3.46) such that we are left with an integral over
the radial components. Splitting the integral into two parts and assuming that
only momenta in a thin shell around the Fermi surface contribute we then get
for the �rst part

Φ
↑↓,(1)
0 ≈ ν

∫ √2mΩ0

k↑F

dkk√[
k2−k2

F

m
+ iω̄

]2

− (vF q)2

. (3.87)

This is a standard integral which yields

Φ
↑↓,(1)
0 (Q) ≈ ν

2
ln

2Ω0

iω̄ + 2h+ sgnω̄
√

(iω̄ + 2h)2 − (vF q)2
, (3.88)

where the factor of two in front of the magnetic �eld comes from the fact that,
using Equation (3.27),

[k↑F ]2 − k2
F =

k2
Fh

EF
= 2mh. (3.89)

The second term in the integral is simply the complex conjugate of this and
so we arrive at the following expression for the low-energy Cooper bubble in a
�nite external magnetic �eld

Φ↑↓0 (Q) ≈ ν ln

∣∣∣∣∣ 2Ω0

ω̄ − 2ih+ sgnω̄
√

(ω̄ − 2ih)2 + (vF q)2

∣∣∣∣∣ . (3.90)

This of course reduces to Equation (3.83) if we set h = 0.

With the expression for the polarization bubble we may now write down
the second order self-energy at low energies. We �nd
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Σσ
c (K) = νU2

c

∫
dω̄

2π

∫ Λ0

0

dqq

2π
ln

∣∣∣∣∣ 2Ω0

ω̄ − 2ih+ sgnω̄
√

(ω̄ − 2ih)2 + (vF q)2

∣∣∣∣∣
×
∫ 2π

0

dϕ

2π

1

iω̄ − iω − ξk − σh+ kq
m

cosϕ
. (3.91)

Performing the angular integration using Equation (3.46), di�erentiating with
respect to the external frequency and setting ω = ξk = 0, the quasi-particle
residue is then given by

1

Z
= 1− νU2

c

∫
dω̄

2π

∫ Λ0

0

dqq

2π
ln

∣∣∣∣∣ 2Ω0

ω̄ − 2ih+ sgnω̄
√

(ω̄ − 2ih)2 + (vF q)2

∣∣∣∣∣
×

[
iω̄ + 2h

[(iω̄ + 2h)2 − (vF q)2]3/2
+ 2δ(ω̄)

Θ [(vF q)
2 − 4h2]√

(vF q)2 − 4h2

]
. (3.92)

We �rst of all see that the static (cuto� dependent) part of the polarization does
not contribute to the prefactor of the leading non-analytic term. Thus only
considering the dynamic part (the part in the denominator of the argument
of the logarithm) and splitting the integral into two we get a contribution
with and without a δ-function. Considering �rst the latter contribution we
make use of the fact that the integrand is symmetric under the simultaneous
shift of ω̄ → −ω̄ and complex conjugation. The momentum integration can
then be performed and we arrive at the following contribution to the leading
non-analytic part of the quasi-particle residue

1

Z(1)
=

νU2
c

4π2v2
F

∫ ∞
0

dω̄Re ln
vFΛ0

ω̄ − 2ih
=

νU2
c

8π2v2
F

∫ ∞
0

dω̄ ln
v2
FΛ2

0

ω̄2 + 4h2
. (3.93)

The frequency integral is now again ultraviolet divergent but can be regular-
ized, as before, by subtracting the magnetic �eld independent part. We thus
�nd, after regularization, that the prefactor of the leading non-analytic term
coming from the �rst contribution to the quasi-particle residue in the Cooper
channel is given by

Z
(1)
1,c = − νU2

c

4πv2
F

= − u2
c

4EF
. (3.94)

The fact that this is exactly minus the contribution from the exchange channel
is not surprising. Indeed it can be seen by doing an integration by parts that
one arrives at the same expression for 1/Z as in the exchange channel, apart
from a sign and the δ-function contribution.
We now consider the second contribution. Since this term contains a δ-
function, the frequency integration is trivial and we end up with the following
momentum integral
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1

Z(2)
=

νU2
c

8π2v2
F

∫ ∞
0

dx ln(x)
Θ(x− 4h2)√
x− 4h2

, (3.95)

with x = v2
F q

2. If we again regularize by subtracting the magnetic �eld inde-
pendent part, the integration can be performed and we obtain

Z
(2)
1,c =

νU2
c

2πv2
F

=
u2
c

2EF
. (3.96)

Adding up the two contributions to the Cooper channel result for Z1 we hence
�nd

Z1,c =
u2
c

4EF
, (3.97)

which we recall is the same as the contribution from the exchange scattering
channel.

To calculate Y1 in the Cooper channel let us �rst point out that, in the
exchange channel, Y only di�ered from Z in the lack of a term proportional to
a δ-function. The reason the contribution to Z coming from the term without a
δ-function is the same as in Y can be traced back to the form of the self-energy
(3.65b). Because the polarization bubble in this expression only depends on
the loop momentum, the only external frequency- and momentum dependence
of the self-energy comes from the propagator. This, in turn, depends only on
the combination K − Q which implies that the derivative with respect to iω
and ξk di�er by a sign (since the dependence is of the form iω − ξk at low
momenta). This sign is however cancelled by the fact that Y is de�ned with
an opposite sign to Z [see e.g. Equation (3.30)]. Turning now back to the
Cooper channel we see, from Equation (3.65c), that the external frequency
and momentum appear in the combination Q−K. Since also ξk−q = ξq−k, we
see using the same arguments as above, that now the derivatives with respect
to iω and ξk come with the same sign. As Z and Y however still di�er by a
sign in their de�nition we come to the conclusion that Y is simply given by
minus the term not containing the δ-function in Z (what we called Z(1) above).
We thus infer that

Y1,c = −Z(1)
1,c =

u2
c

4EF
. (3.98)

Notice that, also in the Cooper channel, Z and Y give identical contributions
to the non-analytic term proportional to |H|. In this case however, unlike the
situation in the exchange- and forward scattering channels, it is worth noting
that the δ-function contribution to Z was crucial in order to obtain this result.
This can be understood by noting that the Cooper polarization bubble di�ers
from the other bubbles in already being logarithmic in the magnetic �eld.
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Finally let us note that the calculation of X1 in the Cooper channel is
more involved, because the polarization bubble Φ↑↓0 given in Equation (3.90)
depends explicitly on an ultraviolet cuto� Ω0 (which however drops out when
calculating the prefactors of the leading non-analytic term in the magnetic
�eld), which is set by the Fermi energy. Since in a magnetic �eld the Fermi
surface is split, this introduces a magnetic �eld dependence of the Fermi en-
ergy (see Section 3.2.1). It is therefore likely that Ω0 will also depend on
the magnetic �eld which could in�uence the result. The trick we used in the
exchange channel of di�erentiating �rst with respect to the magnetic �eld is
therefore not useful. As however our numerics in Section 3.2.5, which took
into account the full frequency- and momentum dependence implied that only
the small momentum part of the polarization bubble in the exchange channel
contributes to X1, we infer that

X1,c = 0. (3.99)

Adding up the various contributions to the prefactors we �nd that our
low-energy theory predicts the following values for the prefactors

X1 = X1,x +X1,f +X1,c =
u2
x

2EF
+O(u3) =

u2

2EF
+O(u3), (3.100a)

Y1 = Y1,x + Y1,f + Y1,c =
u2
x + u2

c

4EF
+O(u3) =

u2

2EF
+O(u3), (3.100b)

Z1 = Z1,x + Z1,f + Z1,c =
u2
x + u2

c

4EF
+O(u3) =

u2

2EF
+O(u3), (3.100c)

where we have, to recover our original theory, set ux = uf = uc = u in the
�nal equalities. We thus see that we have recovered our numeric results (3.60)
and that the prefactors do not depend on any ultraviolet cuto�s. This justi�es
a posteriori our assumption that we may extract the prefactors from a low-
energy model taking di�erent scattering channels into account. The fact that
the prefactors are independent of any ultraviolet cuto�s or other material-
speci�c properties implies that the prefactors are universal. We moreover see
that we have established the identity Y1 = Z1 exactly (at least to second order
in the interaction) such that it is indeed the case that the mass renormalization
does not acquire a non-analytic term proportional to |H| to second order in the
interaction. The Landé g-factor on the other hand does acquire a non-analytic
correction which can be found from the calculated prefactors using Equation
(3.34b).
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3.3 Non-analytic frequency and temperature

dependence

So far in this chapter we have only considered non-analyticities in the mag-
netic �eld. However it is also possible to imagine these arising in expan-
sions with respect to other control parameters. Indeed it is for instance
known[105, 106, 107, 108, 124] that the susceptibility also exhibits a linear,
non-analytic momentum and temperature dependence. Also as we have al-
ready seen in Section 3.1.1 (see also References [105] and [107]), the real part
of the self-energy itself obtains a non-analytic dependence on frequency of the
form ω|ω| at zero temperature. At �nite temperatures this translates into an
ωT non-analyticity and is what is responsible for the non-analytic tempera-
ture dependence of various thermodynamic quantities. In fact, temperature
is, also for the quasi-particle properties, a second control parameter one could
consider. From a renormalization group perspective, both temperature and
magnetic �eld are relevant couplings with the same scaling dimension. There-
fore, from scaling, it would be expected that, also at �nite temperatures, we
should �nd non-analytic terms proportional to the temperature T7. In this sec-
tion we will discuss the frequency and temperature non-analyticities in more
detail.

3.3.1 Non-analytic frequency dependence of the self-

energy

We begin with the frequency dependence of the self-energy. As mentioned
above we already considered this in Section 3.1.1 where we showed how it leads
to non-analytic terms in the heat capacity. In this section we will calculate the
ω|ω| type non-analyticities from our low-energy model. A similar calculation
has been performed by Chubukov and Maslov[105] and by Chubukov et al[107].

We begin with our low-energy model developed in Section 3.2.6, but now
set h = 0 and work directly with the self-energy at a �nite external frequency.
We will still restrict all external momenta to lie on the Fermi surface such
that ξk = ξkF = 0. For calculating the prefactor of the ω|ω| term in the real
part of the self-energy we moreover �nd it convenient to �rst di�erentiate with
respect to iω. In the exchange channel we then �nd, after performing the
angular integral using (3.46),

7To see why a term proportional to T is denoted �non-analytic� note that a usual expan-
sion in temperature is in powers of T 2. This is clear for the heat capacity (which we recall
has a leading non-analyticity linear in T ) if one recalls that the typical quantity one considers
is γ = C/T , which yields an analytic expansion in T 2 without non-analytic corrections.
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∂Σx(iω,kF)

∂(iω)
= −νU2

x

∫
dω̄

2π

∫ Λ0

0

dqq

2π

[
1− |ω̄|√

ω̄2 + (vF q)2

]

×

[
iω̄ − iω

[−(ω̄ − ω)2 − (vF q)2]3/2
+ 2δ(ω̄ − ω)

1√
(vF q)2 + (ω̄ − ω)2

]
.

(3.101)

It is quick to see that the static part does not contribute to the ω|ω| term
(like it was the case for the |h| non-analyticity in a �nite magnetic �eld) and
so we are left with two terms which we consider separately. The �rst term
(without the δ-function) depends on momentum the same way as in the case
where ω = 0 and h 6= 0. The momentum integral can therefore be done like in
Section 3.2.8. By symmetrising the resulting integrand with respect to ω̄ and
regularizing by subtracting the static (ω = 0) part we then arrive at

∂Σ
(1)
x (iω,kF)

∂(iω)
=

νU2
x

2π2v2
F

∫ ∞
0

dω̄

[
4ω̄2

4ω̄2 − ω2
− 1

]
=
−iu2

x

8EF
|ω|. (3.102)

The factor of i is solely there because we have di�erentiated with respect to
iω instead of ω such that this term really contributes to the real part of the
self-energy. The prefactor of the ω|ω| term is then half of the contribution
calculated above times i. The half is again due to the fact that we have, for
convenience, considered the frequency derivative of the self-energy instead of
the self-energy itself. The second term (containing the δ-function) yields

∂Σ
(2)
x (iω,kF)

∂(iω)
=
νU2

x |ω|
2π2vF

∫ Λ0

0

dq√
ω2 + (vF q)2

=
u2
x

2πEF
|ω| ln

vFΛ0 +
√
ω2 + (vFΛ0)2

|ω|
. (3.103)

Whilst this is obviously also non-analytic in the frequency, notice that the
right-hand side is real. Therefore this contributes only to the imaginary part of
the self-energy, which, as we indeed know from Section 3.1.1, has a logarithmic
non-analyticity.

Since for vanishing magnetic �elds the forward scattering channel is identi-
cal to the exchange scattering channel, the former yields the same contribution
to the non-analytic frequency dependence of the self-energy as above. If we
therefore set uf = ux, the forward scattering channel simply produces a factor
of two. In the Cooper channel, on the other hand, we �nd using (3.83) that
the singular (that is contributing to the non-analytic frequency dependence of
the self-energy) part of the self-energy is
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∂Σc(iω,kF)

∂(iω)
=

νU2
c

2(2π)2v2
F

∫
dω̄

∫ (vFΛ0)2

0

dx ln
2Ω0

|ω̄|+
√
ω̄2 + x

×

[
ω − ω̄

[(ω̄ − ω)2 + x]3/2
+ 2δ(ω − ω̄)

1√
x

]
, (3.104)

with x = v2
F q

2. We now again divide the integral into two parts. For the �rst
part, we may perform the momentum integration and obtain for the singular
part

∂Σ
(1)
c (iω,kF)

∂(iω)
= − νU2

c

(2π)2v2
F

∫
dω̄ ln

vFΛ0

ω̄ − ω
. (3.105)

Subtracting again the static part the integral becomes convergent. We thus
�nd

∂Σ
(1)
c (iω,kF)

∂(iω)
= −i u

2
c

4EF
|ω|, (3.106)

such that the contribution to the prefactor of the ω|ω| term in the self-energy
from this term is u2

c/(8EF ). For the second part of the integral, the frequency
integration is trivial due to the δ-function. Likewise the momentum integral
is then a standard integral which can be performed with the result

∂Σ
(2)
c (iω,kF)

∂(iω)
=

u2
c

2πEF

[
vFΛ0 ln

|ω|+
√
ω2 + (vFΛ0)2

vFΛ0

− |ω| ln ω

vFΛ0 +
√
ω2 + (vFΛ0)2

]
, (3.107)

which again only contributes to the imaginary part of the self-energy. We
thus see that the contribution from the Cooper channel is exactly twice
as big as the contribution from the exchange channel. This agrees with
the result of Reference [105]. Let us however point out that non-perturbative
e�ects coming from zero-sound modes may change this result signi�cantly[107].

Before moving on it is interesting to note that it has been shown[105, 107,
129, 130], that the above non-analyticities in frequency arise only due to inter-
actions at momenta q = 0 and q = 2kF . This can be shown by considering a
momentum-depdendent interaction and expanding in angular harmonics. Do-
ing thus one �nds that all other contributions vanish, such that the interaction
can be written fully, in terms of its values at q = 0 and q = 2kF . This should
be contrasted with our results in Section 3.2 where we found that all momenta
in the range q ∈ [0, 2kF ] contribute to the non-analyticities in quasi-particle
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properties in a magnetic �eld. The non-analyticity in the quasi-particle residue
can now be traced back to a non-analyticity proportional to ω|h| in the real
part of the self-energy on resonance. This implies that for general magnetic
�elds and frequencies the leading non-analytic behaviour of the real part of
the self-energy on resonance is of the form

ReΣ(ω,kF) = Σ
(ω)
1 ω|ω|g

(
|h|
|ω|

)
, (3.108)

where g(x) is some scaling function with the following limits

lim
x→0

g(x) = 1, (3.109a)

lim
x→∞

g(x) =
Σ

(h)
1

Σ
(ω)
1

x, (3.109b)

with Σ
(ω)
1 and Σ

(h)
1 denoting the prefactors of the ω|ω| and ω|h| non-

analyticities respectively.
The scaling function must then take into account the fact that only certain
momenta are picked out when ω � h. It would be very interesting to calculate
the scaling function but this has not yet been done. Let us however mention
that, albeit there the same momenta contribute in the opposite limits, the
singular parts of the real part of the self-energy at arbitrary frequencies and
temperatures take on a similar scaling form as (3.108). In this case the scaling
function has been calculated in Reference [105].

3.3.2 Non-analytic temperature dependence

The previous section was a slight detour in that we considered the self-energy
itself rather than the quasi-particle properties that one can derive from it.
We now return to considering quasi-particle properties and will calculate the
leading non-analytic temperature dependence. As mentioned earlier one would
expect from scaling that the leading non-analytic temperature contribution
should be linear in the temperature, like it is the case for an external magnetic
�eld. Indeed we will show that this is the case. Let us also point out that a
linear temperature dependence of the heat capacity factor γ = C/T has been
observed in experiments in, for example, liquid 3He monolayers[117]. Let us
also mention that, unlike our �ndings for zero temperature at a �nite external
magnetic �eld, it has been shown[105], by calculating the ωT terms in the real
part of the self-energy at resonance for ω � T , that the renormalized mass
does acquire a non-analytic linear in temperature dependence at second order.
We will recover this result in this section.

Because it will turn out that the momentum-renormalization factor Y is
the most important quantity experimentally we will focus on this. Let us
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only mention that it is possible, in a similar way, to calculate the prefactor of
the linear temperature term in the quasi-particle residue. Such a calculation
yields8

Z
(T )
1 = (1 + 2 ln 2)

u2

4EF
+O(u3), (3.110)

with u = ux = uf = uc as usual. To calculate the corresponding prefactor for
Y we follow the procedure outlined in Reference [105]. First of all we begin
by expressing the polarization bubble through its spectral representation (for
a review see for example Reference [131]) which in the exchange channel takes
the form

Π0(iω̄,q) =
1

π

∫
dΩ

ImΠ0(Ω + iη,q)

Ω− iω̄
, (3.111)

where η > 0 is a positive in�nitesimal, Ω is now a real frequency, and we have
suppressed the spin-indices because we are working at vanishing magnetic �eld.
To see that this representation is correct one should simply perform the integral
on the right-hand side using the method of residues. Equation (3.111) can now
be substituted into Equation (3.65b) whereby the Matsubara summation over
iω̄ can be performed. Furthermore performing an analytic continuation of
frequencies in the propagator to the real axis viz. iω → ω + iη and using
Equation (1.48), the imaginary part of the self-energy yields

ImΣx(ω + iη,k) =
U2
x

2

∫
d2q

(2π)2
Θ(Λ0 − |q|)

∫
dΩImΠ0(Ω + iη,q)

× δ(ξk−q − ω + Ω)

[
coth

(
Ω

2T

)
− tanh

(
ω − Ω

2T

)]
. (3.112)

Using polar coordinates, the angular integral is now straightforward due to
the δ-function whilst the radial integration can be performed in a standard
way. Applying a Kramers-Kronig transform we hence arrive at the following
expression for the singular[105] contribution to the real part of the self-energy

ReΣx(ω + iη,k) =
νU2

x

(2π)3v2
F

P
∫

dω′

ω′ − ω

∫
dΩΩ ln

∣∣∣∣ vFΛ0

2Ω + ω′ − ξk

∣∣∣∣
×
[
coth

(
Ω

2T

)
− tanh

(
ω′ + Ω

2T

)]
, (3.113)

where we recall that P denotes the principal part. By now di�erentiating with
respect to ξk and setting ω = ξk = 0, the remaining frequency integrals can be
done by symmetrising the integrand with respect to ω′. Doing thus we �nd

8D. L. Maslov, private communication.
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Y
(T )

1,x =
u2
x

8EF
, (3.114)

for the contribution from the exchange channel to the prefactor Y (T )
1 of the

linear in temperature term in an expansion of Y .

As it was the case in the previous section we are here working at a vanishing
magnetic �eld and, therefore, the forward scattering channel yields for ux = uf
an identical contribution to Y

(T )
1 . We are consequently left with only the

Cooper channel. Here we �nd, after performing the angular integration, that

ImΣc(ω + iη,k) = − νU2
c

(2π)2

∫ Λ0

0

dqq

∫
dΩ

ln

[
2Ω0

|Ω|+
√

Ω2+(vF q)2

]
√

(vkq)2 − (ξk − ω + Ω)2

×
[
coth

(
Ω

2T

)
− tanh

(
ω − Ω

2T

)]
. (3.115)

We may then again obtain the real part of the self-energy by using a Kramers-
Kronig transform. Di�erentiating the resulting expression with respect to ξk
and setting ω = ξk = 0 we obtain, with x = v2

F q
2,

∂Σc(iη,k)

∂ξk

∣∣∣∣
ξk=0

=
νU2

c

(2π)3v2
F

∫ (vFΛ0)2

0

dx

∫
dΩ ln

2Ω0

|Ω|+
√

Ω2 + x

× P
∫
dω′

ω′
ω′ − Ω

[x− (ω′ − Ω)2]3/2

×
[
coth

(
Ω

2T

)
− tanh

(
ω′ − Ω

2T

)]
. (3.116)

Because the integrand is odd under the simultaneous shift of ω′ → −ω′ and
Ω → −Ω the integral vanishes exactly. The reason we obtain a �nite contri-
bution in this channel in a �nite magnetic �eld or with a �nite frequency is
that these parameters break the symmetry.

Adding together all terms we �nally obtain for h = ω = 0 at �nite temper-
atures

Y (T ) = Y (0) + Y
(T )

1 T +O(T 2), (3.117)

with

Y
(T )

1 =
u2
x + u2

f

8EF
+O(u3) =

u2

4EF
+O(u3), (3.118)
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where, as usual, we have set ux = uf = uc = u in the �nal equality to recover
our original model.

We may now use this result together with Equation (3.110) in order to
obtain the leading non-analytic temperature behaviour of the renormalized
mass. This follows from Equation (3.34a) which yields for the prefactor of the
linear in temperature term of the renormalized mass

m
(T )
∗,1

m
= − ln 2

2

u2

EF
+O(u3), (3.119)

in agreement with Reference [105].

3.4 Implications for experiments

As we have already mentioned, the linear in temperature non-analyticity in
the heat capacity factor γ = C/T has been observed in, for example, liquid
3He monolayers[117]. Likewise the susceptibility has been shown experimen-
tally to have a linear dependence on both temperature and magnetic �eld in
various heterostructures in two dimensions[119, 120, 121, 122] and even in the
normal phase of the iron-based superconductors[118]. Whilst the behaviour
of the heat capacity seems to be settled, even the sign of the prefactor of the
non-analytic terms of the susceptibility is still under debate with di�erent ex-
periments giving di�erent outcomes[118, 119, 120, 121, 122]. In this section
we will discuss how the non-analyticities of quasi-particle properties derived in
this chapter can be seen in experiments. While the possibly most direct way of
seeing the non-analyticities would be to measure the quasi-particle residue in
photoemission experiments, we will focus on the momentum renormalization
factor Y as this turns out to appear in various interesting quantities.

3.4.1 Tunnelling experiments

Let us �rst point out that the momentum renormalization factor Y appears
in the expression for the tunnelling density of states, accessible in tunnelling
experiments. Indeed within Fermi liquid theory the propagator is given in
Equation (3.31). The spectral function can then be readily calculated using
(1.48) whereby we arrive at

A(ω,k) = − 1

π
ImG(ω + iη,k) = Zδ

(
ω − Z

Y
ξk

)
. (3.120)

Notice that this depends on the magnetic �eld [or temperature as seen from
Equations (3.110) and (3.118)] through the renormalization factors Z and Y .
The renormalized tunnelling density of states thus also depends on the mag-
netic �eld and is given by (setting ω = 0 in the spectral function as we are
only interested in the magnetic �eld dependence)
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ν∗(h) =

∫
d2k

(2π)2
A(0,k) = Z

∫
d2k

(2π)2
δ

(
Z

Y
ξk

)
. (3.121)

This integral can most easily be obtained by substituting the integral over
momenta with an integral over the dispersion. Assuming all energies lie close
to the Fermi energy we then �nd

ν∗(h) = νY. (3.122)

We therefore expect the tunnelling density of states close to the Fermi surface
to have the following non-analytic magnetic �eld dependence

ν∗(h)− ν∗(0)

ν
= Y1|h|+O(h2), (3.123)

where Y1 is given in Equation (3.100b). Let us point out that the non-analytic
dependence of the tunnelling density of states on the magnetic �eld is di�erent
from the case where h = 0 but we have a �nite external frequency. In this case
it has been shown[107] that the tunnelling density of states remains analytic
in the frequency.

3.4.2 Magnetoconductivity

A di�erent experimentally observable quantity which exhibits a non-analytic
dependence on the magnetic �eld (or temperature) is the conductivity. Whilst
this has been known for some time[132, 133, 134, 135] the non-analyticities
observed so far arise from a di�erent physical mechanism. We will discuss
this point later but let us �rst show how non-analyticities in the quasi-particle
properties can lead to non-analyticities in the conductivity.

To get a �nite value for the conductivity we �rst add elastic impurity
scattering. For simplicity we will consider weak, δ-correlated (white-noise)
impurities such that the impurity potential u(x) satis�es[8]

〈u(x)〉 = 0, (3.124a)

〈u(x)u(x′)〉 =
1

2πντ
δ(x− x′), (3.124b)

where 〈. . .〉 denotes disorder averaging and τ is the bare elastic lifetime. Recall
also that ν is the density of states per spin projection which at the Fermi surface
is ν = m/(2π). As is shown in Appendix A [see Equation (A.6)] the disorder
averaged propagator, in the absence of interactions, may then be written as

G0(K) =
1

iω − ξσk − Σimp(iω)
, (3.125)
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Figure 3.8: This diagram is to lowest order the self-energy arising from im-
purity scattering. The thick solid line represents the renormalized fermionic
propagator, while the dashed line is the correlator related to the disorder.

such that the full e�ect of the impurities is encoded in the impurity self-energy.
In the presence of interactions we simply assume a Fermi liquid form of the
propagator and �nd

Gσ(K) =
Z

iω − Y
Z
ξσk − ZΣimp(iω)

. (3.126)

To lowest order the impurity self-energy is given, within the Fermi liquid pic-
ture, by the diagram shown in Figure 3.8. Using the methods described in
Appendix A we may evaluate this as

Σimp(iω) =
Z

2πντ

∫
d2k

(2π)2

1

iω − Z
Y
ξk
. (3.127)

We now change the integration to be over the dispersion, assume all energies
lie close to the Fermi energy, and perform the analytic continuation iω →
w + isgn(ω)η, where η > 0 is as usual an in�nitesimal and the factor of sgnω
is necessary to take into account the fact that for ω > 0 we wish to regularize
the integral such that we pick up a pole in the upper half of the complex plane
while for ω < 0 we regularize such that we pick up a pole in the lower half of
the complex plane. Doing thus we may write

Σimp(iω) =
Z

2πτ

∫
dξk

ω − Z
Y
ξk + isgn(ω)η

. (3.128)

Splitting the integrand into its real and imaginary parts, and using Equation
(1.48), we see that the real part vanishes such that

Σimp(iω) = −iZsgnω
2τ

∫
dξkδ

(
ω − Z

Y
ξk

)
= −isgnω Y

2τ
. (3.129)

The disorder averaged propagator can therefore be written as

Gσ(K) =
Z

iω − m
m∗
ξσk + isgnω

2τ∗

, (3.130)

with

1

τ∗
= −2ZImΣimp(iη) =

ZY

τ
, (3.131)
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denoting the (inverse) renormalized elastic lifetime and where we recall that
m∗ is the renormalized mass as given in Equation (3.34a). To see that this
yields a non-analytic contribution to the conductivity coming from the quasi-
particle properties we now simply use the Drude formula, replacing the mass
and lifetime by their renormalized counterparts. Thus the conductivity yields

σ(h) =
ne2τ∗
m∗

=
σ0

Y 2
, (3.132)

where

σ0 =
ne2τ

m
, (3.133)

with n = k2
F/(2π) is just the Drude expression for the conductivity in the

absence of interactions[100]. We hence see that expanding Equation (3.132)
in the magnetic �eld leads to the following non-analytic behaviour of the con-
ductivity at second order in the interaction

σ(h)2 − σ(0)2

σ0

= −2Y1|h|+O(h2, u3) = −u
2
x + u2

c

2EF
|h|+O(h2, u3). (3.134)

However, the validity of the Drude formula with renormalized quantities in
the presence of interaction is not obvious[4]. Let us therefore discuss an alter-
native route to the result (3.134). In fact Equation (3.132) can also be derived
by including vertex corrections in the Kubo formula for the conductivity. For
a Fermi liquid in D dimensions one then arrives at the following expression for
the conductivity

σ =
e2

2π

v2
F

D

∑
σ

[
1 +

∂Σ(0,k)

∂ξσk

∣∣∣∣
ξσk=0

]2 ∫
dDk

(2π)D
Gσ(iη,k)Gσ(−iη,k), (3.135)

which is shown diagrammatically in Figure 3.9. As, for a vanishing magnetic
�eld, this was �rst derived by Langer[136, 137] we shall call this the Langer
formula. Let us note that the Langer formula contains vertex corrections due
to interactions in the Kubo formula. Furthermore we see, by comparing with
Equation (3.30), that the expression in the square brackets exactly gives the
factor of 1/Y 2 that is present in (3.132).

The Langer formula has been often used in a vanishing magnetic �eld[136,
137, 138, 139, 140, 141]. In a magnetic �eld the situation is more unclear. How-
ever, the important point in this context is that it shows, that the conductivity
can be expressed via the momentum-derivative of the self-energy. This fact
is guaranteed by a Ward identity which relates the vertex corrections to the
momentum-derivative of the self-energy[136, 137, 142]. We expect it to hold
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Figure 3.9: Top line: Diagrammatic representation of the Kubo formula for
the conductivity with vertex corrections as given in (3.135). The black triangles
are the bare current vertices, whilst the blue boxes denote vertex corrections.
These are, to second order in the interaction, shown in the two bottom lines. If
we insert the diagrams labelled (4) and (5) we generate the Aslamazov-Larkin
contributions to the conductivity. The diagrams (2), (4), and (5) generate,
after introducing an ultraviolet cuto� Λ0 � kF , the corrections coming from
the diagrams in Figure 3.5.

in a magnetic �eld as well. As this is an important point we will brie�y review
how to arrive at this conclusion. The derivation will mainly follow the deriva-
tion found in Reference [142] (see also References [136] and [137]). To begin
let us recall that the Kubo formula relates the real part of the conductivity
tensor (we consider only a diagonal conductivity but for the sake of generality
we keep the tensor structure in the following. This should also help distin-
guish between the current-current correlation function which contains indices
and the (D + 1)-momentum K which does not) to the imaginary part of the
(retarded) current-current correlation function Kµν(ω,k) as follows[4]9

Reσµν(ω,k) = −e
2

ω
ImKµν(ω,k). (3.136)

To arrive at the DC conductivity we then take the limits10

9Taking the real part only corresponds to taking the so-called paramagnetic part of the
current-current correlation function. See also Reference [141].

10The order of the limits is important which can be traced back to the fact that, according
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Reσµν = −e2 lim
ω→0

lim
k→0

1

ω
ImKµν(ω,k). (3.137)

We are thus interested in the zero-momentum limit of the current-current
correlation function which for �nite momenta is given by

Kµν(ω,k) = − i

V

∫
dD+1k

(2π)D+1
vkµG

(
K ′ +

K

2

)
G

(
K ′ − K

2

)
Λν(K,K

′),

(3.138)
where V is the volume of the system and Λν(K,K

′) is the dressed vertex
function (blue box in Figure 3.9) which yields the vertex corrections. The
latter is given by the solution to the following integral equation

Λµ(K ′, K) = vk′µ − i
∫

dD+1k′′

(2π)D+1
Γ0(K ′, K ′′)

×G
(
K ′′ +

K

2

)
G

(
K ′′ − K

2

)
Λµ(K ′′, K), (3.139)

where Γ0(K ′, K ′′) denotes the bare vertex. The arguments of the vertices
simply denote outgoing and ingoing momenta. Because we are interested in
the current-current correlation function in the limit of vanishing momenta we
also want the vertex corrections in this limit. Denoting the vertex function in
this limit by Λµ(K ′) we see that

Λµ(K ′) = vk′µ − i
∫

dD+1k′′

(2π)D+1
Γ0(K ′, K ′′) [G(K ′′)]

2
Λµ(K ′′). (3.140)

As however also a straightforward derivative of the self-energy yields

∂Σ(ω,k)

∂kµ
= −i

∫
dD+1k′

(2π)D+1
Γ0(K,K ′) [G(K ′)]

2

(
vk′µ +

∂Σ(ω′,k′)

∂k′µ

)
, (3.141)

we see, by comparing (3.140) and (3.141), that

Λµ(K ′) = vk′µ +
∂Σ(ω′,k′)

∂k′µ
. (3.142)

As promised this is the Ward identity relating the vertex corrections to the
momentum-derivative of the self-energy. To get it into the form used in (3.135),
all that remains is to change the derivative to be with respect to the dispersion.

to Equation (3.138), the current-current correlation function depends on the combination
G(K ′+ K

2 )G(K ′− K
2 ). For this combination the order in which the limits are taken matters

as the two limits di�er by a δ-function[142].
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Given the fact that the conductivity is proportional to 1/Y 2 we could also
consider the case of vanishing magnetic �eld and �nite temperatures. It then
follows from Equations (3.117) and (3.118) that the conductivity also becomes
proportional to the temperature at low temperatures. In particular at second
order in the interaction

σ(T )2 − σ(0)2

σ0

= −
u2
x + u2

f

4EF
T +O(T 2, u3). (3.143)

A linear temperature dependence of the conductivity is also seen in the
Cuprates. However, let us point out that, whilst in the Cuprates and other
materials, the constant of proportionality is independent of the type of
disorder[143], this is not the case here where we would �nd a di�erent result
if we had considered a di�erent type of disorder. This implies that the origin
of the linear term is di�erent.

The fact that the conductivity becomes linear in the magnetic �eld (or
temperature) has been predicted by other authors before[132, 133, 134, 135].
In particular it is worth considering the result for the conductivity of a two-
dimensional metal in the ballistic high-�eld regime (that is 1/τ � T � h �
EF ), derived by Zala, Narozhny, and Aleiner[132] (ZNA). They showed that
the magnetic �eld dependent conductivity can be written as

σ(h)ZNA − σ(0)ZNA
σ0

=
|h|
EF

2F σ
0

1 + F σ
0

g(F σ
0 ). (3.144)

Here F σ
0 is a dimensionless Landau parameter (see Section 1.3) which contains

information about the strength of the spin-exchange interaction and is included
to take into account e�ects of scattering processes which do not take place close
to the Fermi surface, and

g(z) =
1

2z
ln(1 + z) +

1

2(1 + 2z)
+
z(z + 1) ln 2

(1 + 2z)2
, (3.145)

is a scaling function that goes to unity as the argument vanishes. For small
arguments it has the following expansion

g(z) = 1−
(

5

4
− ln 2

)
z +O(z2). (3.146)

It is clear that the ZNA result agrees with our result (3.134) in predicting
the existence of a non-analytic term proportional to |h| in the conductivity.
However, because F σ

0 = −u at leading order in the interaction we see that to
leading order the ZNA result is linear in the interaction. This should be con-
trasted with our result which is proportional to the square of the interaction.
The latter is obviously due to the fact that we have only considered processes
which are quadratic in the interaction. To reconcile this di�erence let us show
how to recover the leading term in the ZNA formula from a disorder averaged
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(a) (b) (c)

Figure 3.10: These diagrams are the three �rst-order contributions to the
disorder averaged Kubo formula. Diagrams (a) and (b) give identical contribu-
tions to the leading non-analyticity of the conductivity. The diagram (c) which
is given by (3.154) is not included in the Langer formula (3.135).

Kubo formula. To �rst order in the interaction the diagrams which contribute
are shown in Figure 3.10. In this �gure the �rst two diagrams [3.10(a) and
3.10(b)] give identical contributions. Summing them up then yields

Σσ
1 (iω,k) =

U

πντ

∫
d2q

(2π)2
Π−σ,−σ0 (0,q)Gσ

0 (iω,k− q). (3.147)

Here the interaction U corresponds to the interaction in our original model
(3.23). If we wish to use the Langer formula we need an expression for the
renormalized elastic lifetime. This means that the interesting quantity is the
imaginary part of the self-energy at iω = iη. Because for vanishing frequency
the equal-spin particle-hole polarization bubble, Πσ,σ

0 (0,q) = −νP σ(q) with

P σ(q) = 1− 2kσF
q

Θ(q − 2kσF )

√(
q

2kσF

)2

− 1, (3.148)

is real we may use Equation (1.48) and obtain

ImΣσ
1 (iη,k) = − u

πντ

∫
d2q

(2π)2
P−σ(q)Im

1

−ξkF
σ−q + 2σh+ iη

=
u

ντ

∫ ∞
0

dqq

(2π)2
P−σ(q)

∫ 2π

0

dϕ δ

(
2σh− q2

2m
+ vσF q cosϕ

)
.

(3.149)

If we now consider only spin up we see that after performing the angular
integration, for h > 0,
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ImΣ↑1(iη,k) =
2u

(2π)2ντ

∫ ∞
0

dqq

[
1−Θ(q − 2k↓F )

√
q − 2k↓F
k↓F

]
× 1√

(v↑F q)
2 −

[
2h− q2

2m

]2
. (3.150)

The non-analytic magnetic �eld dependence of the self-energy now comes from
momenta in the polarization bubble (3.148) around 2kσF . We may therefore
approximate P−σ(q) for |p| = |q − 2kF| � 2kσF . In this case we �nd, after
subtracting the �eld-independent part, that

ImΣ↑1(iη, k↑F )− ImΣ↑1(iη, k↑F )
∣∣
h=0

= − 2u

(2π)2ντvF

∫ 2h/vF

−2h/vF

dp

√
2h+ vFp

2h− vFp

= − uh

EF τ
. (3.151)

The (inverse) renormalized elastic lifetime for the spin-up case is then given
by

1

τ∗↑
=

1

τ
− 2ImΣ↑1(iη, k↑F ) =

1

τ

[
1 +

2uh

EF

]
, (3.152)

which is valid for h > 0. For h < 0 there is no renormalization of the lifetime.
If we had considered the spin-down case we would have got the same result,
except that we would have only got a �nite contribution for h < 0 and no
renormalization for h > 0. In total, the two diagrams 3.10(a) and 3.10(b) thus
contribute the following to the conductivity at leading order in the interaction:

σ(h)a+b =
ne2

m

τ∗↑ + τ∗↓
2

= σ0

[
1− u |h|

EF
+O(u2, h2)

]
. (3.153)

We note that this is half of what we �nd if we expand the ZNA result to leading
order in the interaction. The other half comes from the diagram 3.10(c). This
diagram is given by

σ(h)c = − e2

2πm2

u

πντ

∑
σ

∫
d2k

(2π)2

∫
d2k′

(2π)2

k · k′

2
P−σ(k− k′)

×Gσ
0 (iη,k)Gσ

0 (−iη,k)Gσ
0 (iη,k′)Gσ

0 (−iη,k′), (3.154)

where the propagators are all disorder averaged such that they take on the form
given in Equation (3.130). To calculate this integral it is simplest to notice
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that the propagators all come in pairs of retarded and advanced propagators.
These may be evaluated separately11

Gσ
0 (iη,k)Gσ

0 (−iη,k) =
1

iη − ξσk − Σimp(iη)

1

−iη − ξσk − Σimp(−iη)

=
1

iη − ξσk + i
2τ

1

−iη − ξσk − i
2τ

= −2τ Im
1

−ξσk + i
2τ

≈ 2πτδ(ξσk ), (3.155)

where we have used that, in the absence of interactions, τ∗ = τ and m∗ = m.
Moreover we have, at the last equality, used that τ � 1 for weak disorder.
Applying this identity in Equation (3.154) all integrals become straightforward
and we �nd, for h > 0,

σ(h)c = − e2

2πm2

uτm

πν

[k↑F ]2

2
≈ −e

2uτ

2πm
k2
F

[
1 +

h

2EF

]2

, (3.156)

where we have expanded k↑F as given in Equation (3.27) for small magnetic
�elds in the last equality. Using n = k2

F/(2π) we thus see that this diagram
yields a contribution to the non-analytic term proportional to |h| which is
identical to the contribution coming from the �rst two diagrams in Figure 3.10.
Hence these diagrams exactly reproduce the ZNA result for the conductivity. It
should be stressed however that the second contribution (3.156) [corresponding
to Figure 3.10(c)] is not contained in the Langer formula. To see this, note
that the diagram 3.10(c) does not transfer any energy and is fully due to
interference e�ects, albeit with renormalized impurity lines. Indeed, the factor
of Y in the Langer formula is at leading order in the interaction solely given by
the momentum derivative of the self-energy given in Equation (3.147). But this
self-energy vanishes in the extreme ballistic limit 1/τ → 0 in contrast to the
conductivity (3.156). Therefore the latter cannot be contained in the Langer
formula. With this in mind our use of the Langer formula is not su�cient
in order to calculate all contributions to the leading non-analytic behaviour
of the conductivity at �rst order in the interaction. It is therefore also not
certain if our second order result takes into account all relevant contributions.
On the other hand a relevant question is now whether our contribution to the
conductivity is implicitly included in the ZNA formula. This does not seem to
be the case because ZNA have only considered exchange scattering and have
included interaction e�ects by renormalizing the interaction lines within RPA.
The relevant diagrams used by ZNA are shown in Figure 3.11 and whilst their
result is obtained by a proper disorder calculation it is evident from Equation
(3.134) that, in our case, also Cooper scattering is important.

11This identity holds for any product of advanced and retarded Green's functions. For
free non-interacting fermions without disorder the last equality becomes exact[4].
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Figure 3.11: This is the diagram taken into account by ZNA and Gornyi and
Mirlin[132, 134, 135]. The thick wavy line denotes the interaction which has
been dressed within the RPA.

Similarly let us note that the magnetoconductivity of two-dimensional
electrons in a transverse magnetic �eld has also been calculated by Gornyi
and Mirlin[134, 135]. They considered the same scattering processes as ZNA
but also included long-range disorder. Because they also do not take into
account the Cooper channel, we expect that our result is also not contained in
theirs. Moreover they �nd that the corrections coming from interactions are
exponentially suppressed by the disorder. This is not the case in our result
for the conductivity.

It would be interesting to perform a proper disorder calculation of the
conductivity taking into account all scattering processes to second order. Such
a calculation has however not yet been performed.

Let us also note that other non-analytic contributions to the conductivity,
and other transport and thermodynamic parameters, may appear. In particu-
lar let us mention that, at third order in the interaction, the conductivity picks
up a non-analyticity proportional to |h|1/3[144, 145, 146]. The same authors
�nd a similar correction at second order in the interaction but with two impu-
rity lines. These corrections come from orbital e�ects that we have neglected.
Indeed, in a magnetic �eld the paths of the quasi-particles will curve such
that they pick up an Aharonov-Bohm phase. This e�ect, which is neglected
if the magnetic �eld is only implemented through a Zeeman term, leads to
these non-analyticities. Naturally, at low magnetic �elds, the non-analyticities
proportional to |h|1/3 are dominant over the non-analyticities discussed in this
work. However, because they only appear at third order in the interaction
there exists a regime of parameters where the contributions discussed in this
work are dominant. Indeed this is the case for u3/2 � |h|/EF � 1. Likewise
our contribution is dominant over the |h|1/3 contribution appearing at sec-
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ond order in the interaction for weak disorder because the latter comes from
diagrams with two impurity lines.

3.5 Summary and conclusions

In this chapter we have used second order perturbation theory to inves-
tigate the sub-leading properties of a two-dimensional Fermi liquid in the
presence of a weak external magnetic �eld. In Section 3.1 we discussed how
non-analyticities appear in various thermodynamic properties, such as the sus-
ceptibility and heat capacity, beyond leading order. These non-analyticities
appear as a linear term breaking the usual Sommerfeld expansion, and are
due to non-analyticities in the polarization bubbles. We then went on to
consider the magnetic-�eld dependence of quasi-particle properties, such as
the quasi-particle residue Z, the momentum-renormalization factor Y , and
a renormalization factor X related to the self-energy on the (magnetic �eld
dependent) Fermi surface. The two former were used to extract the renormal-
ized mass whilst the latter was shown to give information about the Landé
g-factor. We found, by evaluating the relevant diagrams numerically, that
all renormalization factors acquire a non-analytic term proportional to the
absolute value of the magnetic �eld and that the prefactors of this term are all
identical. The result for the prefactors is given in Equation (3.60). The fact
that Y and Z gives rise to the same non-analyticity was used to conclude that
the renormalized mass does not acquire a non-analyticity in the magnetic �eld,
at least to second order in the interaction. From our numerics we moreover
found that, unlike the non-analytic contribution to the susceptibility[114], not
only the low-energy part of the opposite-spin particle-hole bubble gives rise to
non-analyticities in Y and Z. Instead momenta in the entire range q ∈ [0, 2kF ]
were found to contribute. For the renormalization factor X on the other hand,
the situation was similar to the susceptibility, in that only the low-energy
part of the opposite-spin particle-hole bubble was found to contribute to the
leading non-analyticity. To con�rm the numeric �ndings and to classify the
contributions to the non-analytic terms we then, in Section 3.2.6, performed
a phase-space decomposition previously used by Belitz, Kirkpatrick, and
Vojta[103] (see also Reference [38]). This phase-space decomposition, which is
a two-dimensional analogue of a well-known[126] procedure in one dimension
called g-ology, allowed us to express all quantities in terms of low-energy
self-energies with the caveat that we had to include all possible scattering
processes. These were exchange scattering (which corresponds to large-angle
scattering), forward scattering (corresponding to scattering with small mo-
mentum transfer), and Cooper scattering (corresponding to scattering of states
2kF apart). The fact that we were able to use the low-energy expressions for
the polarization bubbles enabled us to perform all calculations analytically.
We thus con�rmed our numeric results. Furthermore, whilst the quasi-particle
properties in such an approach are dependent on an ultraviolet cuto�, we
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found that the cuto� cancels in the prefactors of the leading non-analyticities
such that these are universal low-energy properties of the system. As expected
from our numerics we also found that both exchange and Cooper scattering
contribute to the leading non-analytic behaviour of Y and Z.
In Section 3.3 we then considered the case of a vanishing magnetic �eld,
but with a �nite frequency or temperature. We calculated both the leading
non-analytic contribution proportional to ω|ω| of the real part of the self-
energy and the leading non-analyticity proportional to the temperature T in
Y . Because it is known[105, 107, 129, 130] that the former only comes from
momentum-transfers q = 0 and q = 2kF , whilst our results, with a �nite
magnetic �eld, come from the entire regime q ∈ [0, 2kF ], we inferred that, for
�nite frequencies and magnetic �elds, the leading non-analytic contribution
to the self-energy must satisfy a scaling form given in Equation (3.108).
Finally we considered how the non-analytic behaviour can be detected in ex-
periments. Whilst the quasi-particle residue should be measurable in photoe-
mission experiments, we also pointed out that the momentum-renormalization
factor Y appears in the tunnelling density of states and in the conductivity,
meaning that both should show a non-analytic behaviour proportional to the
absolute value of the magnetic �eld. Likewise both should become propor-
tional to the temperature at �nite temperatures. Even though both these
results for the conductivity were known before[132, 133, 134, 135], we found
that Cooper scattering also contributes to the non-analytic dependence on the
magnetic �eld. Such processes have been neglected in previous works. On the
other hand our approach, based on the Langer formula (3.135), may not be
su�cient because interference e�ects also play a role.

There are numerous ways to extend the work presented in this chapter.
First of all, as was discussed in Section 3.1.2, the sign of the prefactor of
the term proportional to the absolute value of the magnetic �eld, tempera-
ture, and momentum in the susceptibility is still under debate. While second
order perturbation theory implies a positive prefactor, some higher order cal-
culations suggest that this may change[114]. Experimentally the case is also
not settled. As the sign of this prefactor has important consequences for the
phase diagram of the system, it would therefore be very interesting to per-
form a calculation taking higher orders in the interaction into account. The
model developed in Section 3.2.6 should be a good starting point for such a
calculation, which could be done using the FRG. With the insight from the
usual renormalization group (see Section 3.1.3), it should further be possible
to extract the non-analyticities by truncating at the level of the three-legged
vertices.
An other extension of this work stems from our remarks that the non-analytic
contribution to the real part of the self-energy at �nite external magnetic �elds
and frequencies must be given by some scaling function. For the case of �nite
frequencies and temperatures such a scaling function likewise exists and has



122 3. Non-analytic corrections in Fermi liquid theory

been calculated[105]. In this case however, the scaling function must have
the property that it picks out certain momentum transfers in the limit where
ω � h. It would be very interesting to calculate this scaling function. Such a
calculation should be done along the lines of Reference [114], where a momen-
tum dependent interaction is introduced and expanded in angular harmonics.
Thereby it is possible to see which momentum transfers contribute.
Finally it remains to be done to calculate the conductivity within a proper
disorder calculation, while at the same time taking into account all relevant
scattering processes. Such a calculation would be important because the result
of Zala, Narozhny, and Aleiner[132] [see Equation (3.144)] relate the measur-
able conductivity to the Landau function F σ

0 and hence provides a way to
measure this.



Appendix A

Disorder averaging

For completeness we will, in this appendix, brie�y review the basics of dia-
grammatic disorder averaging, which was used in Section 3.4.2. The methods
presented in this appendix were developed starting from the 50's and 60's
(see e.g. References [147] and [148]) and up through the 80's[149, 150]. More
recent reviews and alternative approaches can also be found in, for example,
References [4, 8, 151]. For details and derivations we will refer to the literature.

We assume that the impurities are described by a random potential which
depends only on position and that the scattering amplitude is small. In this
case we may write the full Hamiltonian as

H = H0 + u(x), (A.1)

where H0 denotes the disorder-free part of the Hamiltonian and u(x) is the
disorder potential. The latter is allowed to be random and is speci�ed only
through a probability distribution. It satis�es

〈u(x)〉 = 0 (A.2a)

〈u(x)u(x′)〉 = K(x− x′), (A.2b)

where, as in the main text, 〈. . .〉 denotes averaging with respect to the disorder
and K(x−x′) is a function which speci�es the correlation between impurities.
For a Gaussian distribution of impurities (A.2) reduces to the δ-correlated case
given in equations (3.124). For simplicity we shall take this case as the starting
point. To begin we moreover �rst discuss how to average Green's functions.
From equation (1.1) this satis�es

[ω −H0 − u(x)]G(x,x′) = δ(x− x′), (A.3)

where we note that we suppress the frequency-dependence of the Green's func-
tion in real space. Equation (A.3) can now be solved by writing it as an integral
equation as follows
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Figure A.1: Diagrammatic representation of the integral equation (A.4) for
the disorder-averaged Green's function. Thin lines denote the disorder-free
Green's function whilst thick line denote the full disorder-averaged Green's
function. The cross represents an impurity.

G(x,x′) = G0(x,x′) +

∫
dDx′′G0(x,x′′)u(x′′)G(x′′,x). (A.4)

In this G0(x,x′) denotes the (retarded) Green's function in the absence of
disorder, which in momentum-space is given by the form

G0(ω,k) =
1

ω − ξk + iη
, (A.5)

with iη replaced by −iη for the advanced Green's function. This should not be
confused with the interaction-free Green's function discussed in the main text.
Indeed in this appendix we do not consider interactions at all. The full Green's
function may be represented diagrammatically as shown in Figure A.1.

Note that the Green's function takes on the same form as the Dyson equa-
tion discussed in Section 1.1.1. The e�ect of disorder can therefore simply
be included by adding a self-energy term coming from the disorder. The full
disorder-averaged Green's function then takes on the from

G0(ω,k) =
1

[G0(ω,k)]−1 − Σimp(ω,k)
, (A.6)

which is equivalent to Equation (3.125) of the main text. Calculating the
disorder-averaged Green's function thus amounts to calculating the impurity
self-energy. Diagrammatically this can be done by connecting every cross in
the expansion of the Green's function by impurity lines which are assumed to
connect crosses at same spacial coordinates. To lowest order such a procedure
then yields exactly the diagram shown in Figure 3.8. Each impurity line
(the dashed line in Figure 3.8) then contributes a term which depends on the
function K(x− x′) in (A.2b). For the case of δ-correlated disorder considered
in the main text the contribution is simply a factor of (2πντ)−1. Hence it is
possible to recover the expression for the impurity self-energy used in Section
3.4.2 of the main text.

Let us �nally note that beyond leading order it turns out[148] that, for
weak disorder (1/τ � ω), the diagrams in which no impurity lines cross are the
most important ones. A notable exception are the so-called maximally crossed
diagrams which, in dimensionsD ≤ 2, give rise to singularities[152, 153]. These
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diagrams contain quantum interference corrections to the diagrams without
crossing.
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Appendix B

Deutsche Zusammenfassung

In dieser Arbeit beschäftigen wir uns mit theoretischen Modellen die wechsel-
wirkende Fermionen in der Nähe einer Fermi Fläche beschreiben. Die Land-
au'sche Fermi-Flüssigkeitstheorie[5, 30, 31] ist seit mehr als 50 Jahren die ka-
nonische Methode solche Systeme mit schwacher Wechselwirkung zu beschrei-
ben. Die Methode beschreibt wechselwirkende Fermionen in der Nähe von einer
Fermi Fläche durch nichtwechselwirkende Quasiteilchen, mit den gleichen Ei-
genschaften wie die ursprünglichen Fermionen, aber mit renormierte Parame-
teren wie Masse, Geschwindigkeit, etc. Mit dieser Methode ist es möglich viele
Vielteilchensysteme qualitativ und quantitativ zu beschreiben, wie zum Bei-
spiel das Verhalten von Elektronen in Metallen oder die Massenrenormierung
in �üssigen 3He[32, 33, 34]. Diese Arbeit diskutiert den ersten Fall. Fermi-
Flüssigkeitstheorie ist gültig wenn die Quasiteilchen wohlde�niert sind, und
damit die Bedingung

1

τk
� |ξk|, (B.1)

wobei τk die Lebensdauer und ξk = E − EF , mit der Quasiteilchenenergie E
und der Fermienergie EF , die Dispersion der Quasiteilchen ist, erfüllen. Von
einem mikroskopischen Standpunkt aus ist die Bedingung (B.1) erfüllt, wenn
sich der Imaginärteil der Selbstenergie in der Nähe der Fermi Fläche wie

ImΣ(ω,kF) ∼ ω1+a, (B.2)

mit a > 1 verhält. Bei kF handelt es sich um den Fermi-impuls, also die Lösung
der Gleichung für die Fermi Fläche

ξkF
+ Σ(0,kF) = 0. (B.3)

Trotz der groÿen Erfolge der Fermi-Flüssigkeitstheorie, zeigen mehr und
mehr Experimente auf die Existenz von Phasen in welchen die Fermi-
Flüssigkeitstheorie zusammenbricht[40, 41]. In dieser Arbeit diskutieren wir
zwei verschiedene Systeme. Eines lässt sich mit der Fermi-Flüssigheitstheorie
beschreiben, in dem anderen bricht sie zusammen.
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B.1 Ising-nematischer quantenkritischer Punkt

in zweidimensionalen Metallen

Wir diskutieren zuerst das System in dem die Fermi-Flüssigkeitstheorie zu-
sammenbricht. Aus den Arbeiten [73, 78, 79] ist bekannt, dass die Kopplung
der Fermionen in der Nähe einer Fermi Fläche an ein gedämpftes, lückenloses
bosonisches Feld, über das die Fermionen wechselwirken, zum Zusammenbruch
der Fermi-Flüssigkeitstheorie führt. Bei diesem bosonischen Feld könnte es
sich zum Beispiel um ein U(1) Eichfeld handeln. Wir betrachten allerdings ein
System in dem das Feld einen nematischen Ordnungsparameter beschreibt,
und damit den Phasenübergang zwischen einer ungeordneten Phase und einer
Phase mit nematischer Ordnung kontrolliert. Bei einem nematischen Pha-
senübergang ist die Rotationssymmetrie des Gitter gebrochen, die Translati-
onssymmetrie aber erhalten. Nematische Phasen wurden in vielen Materialen
gefunden[42, 43, 44, 45, 46, 47, 48] und haben auch in theoretischen Arbeiten
viel Beachtung erhalten[49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, 61]. In unse-
rem Beispiel betrachten wir einen �Pomeranchuk�[80] Quantenphasenübergang
von einem zweidimensionalen Metall zu einer nematischen Phase. Es ist be-
kannt, dass an dem quantenkritischen Punkt die Fermi-Flüssigkeitstheorie
zusammenbricht.

Das Verhalten wechselwirkender Fermionen am quantenkritischen Punkt
wird üblicherweise mit der Hertz-Millis Theorie[82, 83, 85] beschrieben. In
dieser Theorie wird mittels einer Hubbard-Stratonovich Transformation ein
bosonisches Feld eingeführt. Der bosonische Anteil der Wirkung wird dann
mit Landau Theorie behandelt und, aufgrund von Skalierungsargumenten, ab
quadratischer Ordnung trunkiert. Nun können die fermionischen Felder ausin-
tegriert werden und man erhält damit eine rein bosonische Wirkung, gegeben
durch

S[φ] =
1

2

∫
d2k

(2π)2

dω

2π
φ(−ω,−k)

(
b0
|ω|
|k|

+ c0k
2

)
φ(ω,k) + g

∫
d2kdωφ(ω,k)4,

(B.4)
mit b0 = c0 = 1/(4π) und dem bosonischen Feld φ. Wegen der Landau Dämp-
fung |ω|/|k| ist die Kopplungskonstante g irrelevant, und die vorhergegange-
ne Trunkierung gerechtfertigt. Weitere Skalierungsargumente zeigen, dass die
Selbstenergie

Σ(ω,k) ∼ −isgn(ω)|ω|2/3 (B.5)

erfüllt und damit nicht das in der Fermi-Flüssigkeitstheorie verlangte Verhal-
ten zeigt. Die Quasiteilchen sind demnach nicht wohlde�niert und die Fermi-
Flüssigkeitstheorie bricht zusammen. Da dieser Beitrag zu Selbstenergie singu-
lärer ist als die ungestörte Frequenzabhängigkeit können wir den Propagator
in folgender Form schreiben
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Abbildung B.1: Dies ist die benutzte Konstruktion. Die Fermionen und Bo-
sonen sind nur an zwei Bereichen der Fermi Fläche (α = ±1) stark gekoppelt.

G (ω + iη,k) ∝ 1

A|ω|2/3 − ξk
, (B.6)

wobei A ein komplexer Parameter und η > 0 in�nitesimal klein ist. Für lange
Zeit galt dieses Ergebnis als exakt[63, 72, 73]. Um das Hertz-Millis Ergebnis
zu erhalten, wurde eine mikroskopische Berechnung im Rahmen einer 1/N
Entwicklung durchgeführt. Die Idee hinter dieser Entwicklung ist, dass es N
verschiedene Typen an Fermionen gibt (N = 2 im physikalischen Fall). Ist N
groÿ ist eine Entwicklung in 1/N gerechtfertigt. Da die Fermionen an der Fermi
Fläche ebenfalls lückenlos sind, ist das ausintegrieren der Fermionen in der
Hertz-Millis Theorie problematisch. Aus diesem Grund ist es besser mit einer
gemischten fermionischen und bosonischen Wirkung zu arbeiten. Das Problem
ist daher sehr kompliziert, lässt sich aber vereinfachen wenn man bemerkt,
dass aufgrund der Landau'schen Dämpfung, die Fermionen und Bosonen nur
an zwei Bereichen der Fermi Fläche stark gekoppelt sind[63, 72, 73, 54]. Siehe
Abbildung B.1. Deswegen entwickelt man die fermionische Dispersion um einen
dieser Bereiche

ξαk = ξkαF+k − ξkαF ≈ αk‖ + k2
⊥. (B.7)

σ steht für den Fermiontyp, k‖ ist die Impulskomponente parallel zum Fermi-
Impuls, und k⊥ ist die Impulskomponente orthogonal zum Fermi-Impuls.

Im Ising-nematischen quantenkritischen Punkt �ndet man bei niedriegster
(Ein-Schleifen) Ordnung[92]

Σ (ω,k) ∼ −i 1

N
sgn (ω) |ω|2/3. (B.8)

Das relevante Diagramm ist in Abbildung B.2(a) zu sehen. Um auf dieses
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(a)

(b)

Abbildung B.2: (a) Fermionische Selbstenergie zur Ein-Schleifen Ordnung
und (b) Ein-Schleifen bosonischen Selbstenergie. Die durchgezogene Linien re-
presentiert fermionische Propagatoren und die Wellenlinien bosonische Pro-
pagatoren. Unrenormalisierte Vertices sind durch Schnittpunkte zweier Linien
angegeben.

Ergebnis für die Selbstenergie zu kommen, wird der fermionische Propagator
durch die bosonische Selbstenergie renormiert. Die bosonische Selbstenergie ist
in Abbildung B.2(b) gezeigt und ist durch

Π (ω,k) =
N

4π

|ω|
|k⊥|

(B.9)

gegeben. Wir erhalten also wieder die Landau'sche Dämpfung und bemerken
wieder, dass diese von der Ordnung N ist.

Berücksichtigt man Diagramme bis zur Zwei-Schleifen Ordnung �ndet man
die selbe Frequenzabhängigkeit der fermionischen Selbstenergie[72, 73, 79, 95],
allerdings mit dem Vorfaktor (

lnN

N

)2

� 1, (B.10)

für groÿe N . Daher ist man davon ausgegangen, dass die 1/N Entwicklung
kontrolliert und das Hertz-Millis Ergebnis exakt ist.

In den letzten Jahren hat sich aber herausgestellt, dass diese Schluÿfol-
gerung nicht vollständig ist. Insbesondere hat Lee[77], mit einem System aus
einer Fermi Fläche mit einem Bereich der an ein U(1) Eichfeld gekoppelt ist,
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(a)

(b)

Abbildung B.3: Dies sind die Drei-Schleifen Diagramme die von Metlitski
und Sachdev berücksichtigt wurden. (a) sind die Beiträge zu der fermionischen
Selbstenergie und (b) sind die sogenanten Aslamazov-Larkin Beiträge zur bo-
sonischen Selbstenergie.

gezeigt, dass die sogenannten �planaren� Diagramme die Ordnung in der 1/N -
Entwicklung modi�zieren. Dammit bleibt die Theorie auch für groÿe N stark
gekoppelt. Dieses Problem wurde später von Metlistki und Sachdev[54, 65] in
einem vollständigen Zwei-Bereich Modell erneut aufgegri�en. Sie haben anor-
male Dimensionen ab Drei-Schleifen Ordnung gefunden. Die entsprechenden
Diagramme sind in Abbildung B.3 gezeigt. Die Existenz anormaler Dimensio-
nen bedeutet, dass der fermionische Propagator aus Gleichung (B.6) durch

G (ω + iη,k) ∝ 1

(A|ω|2/zb − ξk)
1−ηψ/2

(B.11)

ersetzt werden soll. ηψ entspricht der anormalen Dimension und zb ist der boso-
nische dynamische Exponent (im Ising-nematischen quantenkritischen Punkt
ist zb = 3). Aus diesem Grund ist das Hertz-Millis Resultat nicht korrekt. Was
sie ebenfalls gefunden haben ist, dass die zwei Aslamazov-Larkin Diagramme
für die bosonische Selbstenergie [siehe Abbildung B.3(b)] zusammen der Ord-
nung N3/2 sind. Da die Ein-Schleifen bosonische Selbstenergie nur der Ordnung
N ist, impliziert dies, dass die 1/N -Entwiklung nicht unter Kontrolle ist. Al-
le bisherigen Versuche einer kontrollierten Entwicklung (Kombination aus ε-
und 1/N Entwicklung[71] und Kombination aus einer Entwicklung in (zb − 2)
und 1/N [55]) führen zu stark voneinander abweichenden Ergebnissen für die
anormale Dimension. Daher haben wir das Problem mit der funktionalen Re-
normierungsgruppe (FRG) betrachtet[84].

Die FRG (siehe zum Beispiel [1]) ist eine moderne Umsetzung der Wilson-
Renormierungsgruppe. Dabei wird ein Cuto� Λ eingeführt, der die betrachtete
Theorie regularisiert. Zunächst beschreibt man die Theorie mit endlichem Cu-
to�. Die Ergebnisse des ursprünglichen Problems erhält man dann für Λ→ 0.
Mit dem eingeführten Cuto� ist es möglich formal exakte Flussgleichungen
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für die erzeugenden Funktionale der Einteilchen-Irreduziblen-Vertices, Γ[φ̄, φ],
für das betrachtete System herzuleiten[25]. Wenn man beide Seiten der Fluss-
gleichung nach Potenzen der Felder entwickelt, erhält man eine unendliche
Hierarchie von gekoppelten Integro-Di�erentialgleichungen für die Einteilchen-
Irreduziblen-Vertices. Im Allgemeinen kann diese unendliche Hierarchie nicht
gelöst werden. Trotzdem kann man durch die Anwendung von Trunkierungs-
und Näherungsmethoden physikalische Erkenntnisse über das betrachtete
System erhalten.

Um das Verhalten am Ising-nematischen quantenkritischen Punkt in zwei-
dimensionalen Metallen zu beschreiben haben wir die FRG Flussgleichungen
so trunkiert, dass wir die selben Diagramme berücksichtigen wie Metlitski und
Sachdev, Abbildung B.3. Dies erreichen wir, indem wir nur die fermionische
und bosonische Selbstenergie und die Vertices die die Wechselwirkung zwischen
zwei Fermionen und einem Boson, und zwischen drei Bosonen beschreiben mit-
nehmen. Die bosonische Selbstenergie und der Vertex der die Wecheslwirkung
zwischen drei Bosonen beschreibt behandlen wir auÿerdem mit trunkierten
Skelettgleichungen. Letztendlich führen wir nur einen (scharfen) Cuto� in den
bosonischen Propagator ein, so dass die Propagatoren durch

Gα(K) =
1

iω − ξαk − Σα(K)
, (B.12a)

F (K̄) =
Θ
(
|k̄⊥| − Λ

)
r0 + c0|k̄⊥|zb−1 + Θ

(
|k̄⊥| − Λ

)
Π(K̄)

(B.12b)

gegeben sind. Die sogenannten �single-scale Propagatoren� sind damit durch

Ġα(K) = − [Gα(K)]2 ∂Λ

[
Gα

0,Λ(K)
]−1

= 0, (B.13a)

Ḟ (K̄) = −
[
F (K̄)

]2
∂Λ

[
F0,Λ(K̄)

]−1
= −

δ
(
|k̄⊥| − Λ

)
r0 + c0Λzb−1 + Π(K̄)

(B.13b)

gegeben. Mit diesen Näherungen erhalten wir ein geschlossenes Gleichungssy-
stem, gezeigt diagrammatisch in Abbildung B.4.



B.1 Ising-nematischer quantenkritischer Punkt in zweidimensionalen
Metallen 133

(a)

(b)

(c)

(d)

Abbildung B.4: Eine diagrammatische Darstellung der trunkierten Fluss-
gleichungen unseres Problems. (a) ist die trunkierte Flussgleichung für die fer-
mionische Selbstenergie, (b) ist die trunkierte Skelettgleichung für die bosoni-
sche Selbstenergie, (c) ist die trunkierte Flussgleichung für den Vertex der die
Wechselwirkung zwischen zwei Fermionen und einem Boson beschreibt, und
(d) ist die trunkierte Skelettgleichung für den Vertex der die Wechselwirkung
zwischen drei Bosonen beschreibt. Ein rotes Viereck steht für die fermioni-
sche Selbstenergie, ein roter Kreis für die bosonische Selbstenergie, ein grünes
Dreieck für den zwei-Fermionen-ein-Boson Vertex, und der grüne Kreis für
den drei-Boson Vertex. Ein Punkt über dem Vertex steht für die Ableitung
des selbigen nach dem Fluss-parameter Λ. Die durchgezogene Linie represen-
tiert den fermionischen Propagator und die gewellte Linie den bosonischen
Propagator. Sind die Propagatoren durchgestrichen beziehen wir uns auf einen
�single-scale� Propagator. Da wir nur einen Cuto� im bosonischen Sektor ein-
geführt haben gibt es keine fermionischen single-scale Propagatoren. Bei den
schwarzen Punkten handelt es sich um unrenormalisierte Vertices.
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Im Prinzip ist dieses Gleichungssystem jetzt exakt lösbar, aber praktisch
müssen wir weitere Näherungen einführen. Zuerst nähern wir die Propagatoren
durch ihre Ein-Schleifen Resultate an. Diese erhalten wir, wenn wir in unse-
rem Gleichungssystem Vertexkorrekturen vernachlässigen und stimmen mit
den Propagatoren aus der Hertz-Millis Theorie überein. Anschlieÿend berück-
sichtigen wir auch Vertexkorrekturen. Um zu einem sinnvollen Ergebnis zu
kommen, machen wir noch einen niederenergetischen Ansatz und entwickeln
in N(zb−2). Diese Approximationen sind allerdings nicht zwingend notwendig,
um das Gleichungssystem zu lösen. Letztendlich �nden wir für die anormale
Dimension den Ausdruck

ηψ =
(zb − 2)2

2
C̃(λ0) +O((zb − 2)3), (B.14)

wobei es sich bei C̃(λ0) um eine ultraviolett divergente �Cuto�-Funktion� han-
delt, die in Abbildung B.5 gezeigt wird. Die Cuto�-Funktion ist lediglich loga-
rithmisch divergent, und wir setzen den Cuto� λ0 = 1 um zu einem Ergebnis zu
kommen. Eine Extrapolation zu zb = 3 liefert ηψ ≈ 0.3. Dieses Resultat sollte
mit den Ergebnissen ηψ ≈ 0.068 von Metlitski und Sachdev[54] und ηψ ≈ 0.6
von Mross et al[55] verglichen werden. Es gibt keinen Grund aus dem wir
quantitative Übereinstimmung �nden sollten, da wir verschiedene Näherungen
verwendet haben. Qualitativ stimmen die Resultate überein� wir �nden einen
endlichen Wert für die anormale Dimension. Darüber hinaus �nden wir mit
der FRG die anormale Dimension direkt, da diese erst ab Vier-Schleifen Ord-
nung auftritt und wir in unseren Flussgleichungen auch Diagramme höherer
Ordnungen als drei betrachten. Die Werte der anormalen Dimension können in
Tunnelexperimenten über die Zustandsdichte experimentell bestimmt werden.
Schlussendlich �nden wir eine kleine renormierung des fermionischen dynami-
schen Exponenten der durch

z =
zb
2

+
(zb − 2)2

4

[
C(λ0)− C̃(λ0)

]
+O((zb − 2)3), (B.15)

gegeben ist, wobei C(λ0) eine zweite (auch ultraviolett divergenten) Cufo�-
Funktion ist. Eigentlich würde man erwarten, dass der fermionische Exponent
nicht renormiert wird. Metlistki und Sachdev haben das bis zur Drei-Schleifen
Ordnung gezeigt. Es kann sein, dass unsere Trunkierung nicht alle relevante
Diagramme höherer Ordnung berücksichtigt.

Dieser Teil ist in Kollaboration mit Lorenz Bartosch, Aldo Isidori, und
Peter Kopietz entstanden und in [84] publiziert.
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Abbildung B.5: Die Cuto�-Funktionen C(λ0) und C̃(λ0).

B.2 Nicht-analytische Korrekturen in Fermi-

Flüssigkeitstheorie

Im zweiten Teil dieser Arbeit beschäftigen wir uns mit Fermi-
Flüssigkeitstheorie und betrachten ein System von wechelwirkenden Fermionen
in einem schwachen externen Magnetfeld. Von dem fundamentalen Ansatz
der Fermi-Flüsigkeitstheorie könnte man erwarten, dass verschiedene thermo-
dynamische Gröÿen durch die Sommerfeld Entwicklung beschrieben werden.
Beispielsweise dass die Suszeptibilität χ und der Wärmekapazitäts-parameter
γ = C/T bei endlichem Magnetfeld oder Temperatur durch

γ (T,H = 0) = γ (0, 0) +O
(
T 2
)
, (B.16a)

χ (T,H = 0) = χ (0, 0) +O
(
T 2
)
, (B.16b)

χ (T = 0, H) = χ (0, 0) +O
(
H2
)
, (B.16c)

gegeben sind. In den letzten Jahren hat sich aber gezeigt, dass dies nur bis
zur führenden Ordnung korrekt ist[101, 102, 104, 103, 105, 106, 107, 108,
109, 110, 111, 112, 113, 114, 115, 116]. Insbesondere hat man in zweidimen-
sionalen Systemen lineare Korrekturen gefunden (in drei Dimensionen sind
die führenden Korrekturen logarithmisch). Diese Korrekturen für sich alleine
stehen nicht im Gegensatz zu der Fermi-Flüssigkeitstheorie, weil diese im
Allgemeinen nur führende Ordnung enthält. Diese ist durch die Sommerfeld
Entwicklung gegeben. Um die nächste Ordnung zu beschreiben müssen die
Systeme mikroskopisch betrachtet werden. Man �ndet unter anderem, dass



136 B. Deutsche Zusammenfassung

die nicht-analytischen linearen Terme von weit-reichender Wechselwirkung
kommen, die zur Folge haben, dass die Polarisierung nicht-analytisch ist[114],
zum Beispiel in Form der Landau'schen Dämpfung oder der Kohn Anomalie.
Diese führt dann wieder zu nicht-analytischen Termen in den thermodyna-
mischen Parametern. Die Vorfaktoren der linearen nicht-analytischen Terme
haben groÿe Aufmerksamkeit erhalten.

Es gibt auch andere Parameter die nicht-analytisch im Kontrollparameter
(Magnetfeld, Temperatur, etc.) zum quadrat sein können. Insbesondere haben
wir uns in diesem Teil mit den Quasiteilcheneigenschaften, wie dem Quasi-
teilchenresiduum, dem Impulsrenormierungsfaktor, und dem Landé g-Faktor,
in einem kleinen externen Magnetfeld beschäftigt. Dafür betrachten wir ein
zweidimensionales System wechselwirkender Fermionen in einem schwachen
externen Magnetfeld. Der freie Propagator ist dann durch

Gσ
0 (iω,k) =

1

iω − ξσk
, (B.17)

gegeben, wobei σ die Spinprojektion der Fermionen und

ξσk =
k2 − (kσF )2

2m
= ξk − σh, (B.18)

ihre Dispersion in einem Magnetfeld sind. Bei ξk = k2/(2m) − µ, mit dem
chemischen Potential µ (das für T = 0 die Fermi Energie entspricht) handelt
es sich um die Dispersion ohne Magnetfeld. Das Magnetfeld H tritt durch die
Zeeman Energie h = gµBH, wobei µB die Bohr Magneton und g der Landé
g-factor sind, ein. Die Dispersion hängt vom Magnetfeld ab, da die Fermi
Fläche durch die spin-abhängigkeit des Fermi-impulses kσF gesplittet wird. Die
Quasiteilchenparameter erhalten wir durch eine Entwicklung der Selbstenergie
um die Fermi Fläche

Σσ(iω,k) = Σσ(0, kσF ) +
(
1− Z−1

)
iω −

(
1− Y −1

)
ξσk + . . . . (B.19)

Bei Z handelt es sich um das Quasiteilchenresiduum und bei Y um den Im-
pulsrenormierungsfaktor. Über diese Gröÿen erhalten wir auch die renormierte
Masse

m∗
m

=
Y

Z
, (B.20)

mit der unrenormierten Masse m. Letztendlich de�nieren wir noch einen drit-
ten Renormierungsfaktor X durch

X = 1− Σ↑(0, k↑F )− Σ↓(0, k↓F )

2h
. (B.21)

Der renormierte Landé g-factor kann dann mit
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g∗ =
Z

Y
X (B.22)

berechnet werden.
Für die Berechnung der drei Renormierungsfaktoren X, Y , und Z lassen wir
die Fermionen durch eine konstante Wechselswirkung U , die nur Streuung zwi-
schen Fermionen mit verschiedenen Spins erlaubt, interagieren. Nun berechnen
wir die Selbstenergie bis zur zweiten Ordnung in dieser Wechselswirkungskon-
stante. Der Beitrag zweiter Ordnung zur Selbstenergie lässt sich in drei äqui-
valenten Formen schreiben, die in Abbildung B.6 gezeigt sind. Für den Anfang
wählen wir das zweite Diagramm und führen eine Integration und die entspre-
chenden Ableitungen analytisch durch. Die zwei verbleibenden Integrationen
müssen nummerisch durchgeführt werden. So extrahieren wir die Renormie-
rungsfaktoren. Wir �nden

X(h) = X(0) +X1|h|+O(h2), (B.23a)

Y (h) = Y (0) + Y1|h|+O(h2), (B.23b)

Z(h) = Z(0) + Z1|h|+O(h2), (B.23c)

mit

X1 ≈ Y1 ≈ Z1 ≈ 0.50
u2

EF
+O(u3). (B.24)

Hier ist u = νU wobei ν = m/(2π) die Zustandsdichte pro zweidimensionaler
Spinprojektion auf die Fermi Fläche ist, eine dimensionslose Wechselwirkungs-
konstante. Aufgrund X1 = Y1 gibt es bis zu dieser Ordnung keine linearen
nicht-analytischen Terme in der renormierten Masse. Auÿerdem �nden wir,
dass im Gegensatz zu Y und Z, aber in Übereinstimmung mit der Suszepti-
bilität, nur der Austauschkanal zu den nicht-analytischen Korrekturen zu X
beiträgt.

Um die nummerischen Ergebnisse zu überprüfen und die Form der Streu-
ung zu klassi�zieren haben wir eine sogenannte Phasenraumdekomposition
durchgefürht[38, 103]. In zwei Dimensionen sind die drei Prozesse in Abbil-
dung B.6 die einzigen Streuprozesse mit niedrigen Energien in der Nähe der
Fermi Fläche. Die Prozesse sind in Abbildung B.7 gezeigt.
Nach der Phasenraumdekomposition können wir die Polarisierungen für nied-
rige Impulse und Frequenzen approximieren, und alle Berechnungen analytisch
durchführen. Wir �nden schlieÿlich
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(a) (b) (c)

Abbildung B.6: In dieser Abbildung sehen wir den Beitrag zweiter Ordnung
in der Wechselwirkung zur Selbstenergie in drei äquivalenten Schreibweisen.
Bei den Diagrammen (a) und (b) handelt es sich um die Teilchen-Loch Dia-
gramme und bei (c) um das Teilchen-Teilchen Diagramm. Ohne ultraviolett
Cuto� in der Impulsintegration beschreiben die drei Diagrammen die gleichen
Streuprozesse. Wenn man aber einen Cuto� Λ� kF einführt, beschreiben die
Diagramme drei verschiedene Streuungsprozesse. Es handelt sich dabei um (a)
�Vorwärtsstreuung�, (b) �Austauschstreuung� und (c) �Cooper Streuung�. Eine
durchgezogene Linie entspricht einem fermionischen Propagator. Die Wellenli-
nie ohne Pfeil beschreibt de Wechselwirkung im Vorwärtskanal, die Wellenlinie
mit Pfeil beschreibt die Wechselwirkung im Austauschkanal, und die Zickzack-
linie mit Pfeil die Wechselwirkung im Cooper Kanal.

X1 =
u2

2EF
+O(u3), (B.25a)

Y1 =
u2

2EF
+O(u3), (B.25b)

Z1 =
u2

2EF
+O(u3). (B.25c)

Die analytischen Resultate stimmen mit den nummerischen Werten überein.
Wie man sieht sind unsere Ergebnisse cuto�unabhängig und wir schlieÿen
daraus, dass die führenden nicht-analytischen Terme von universellen niede-
renergetischen Streuprozessen in der Nähe der Fermi Fläche kommen.

Die nicht-analytischen Terme können in verschiedenen Experimenten ge-
messen werden. Beispielsweise kann das Quasiteilchenresiduum in Fotoemisi-
onsexperimenten bestimmt werden. Auÿerdem hat der Renormierungsfaktor Y
Ein�uss auf die Zustandsdichte in Tunnelexperimenten und die Leitfähigkeit.
Wir erwarten also, dass diese Gröÿen bei kleinen Magnetfeldern linear im Ma-
gnetfeld sind. Für die Leitfähigkeit ist dies schon bekannt[132, 133, 134, 135],
allerdings vermuten wir, dass die bisherige gekannte lineare Abhängigkeit
anderen Ursprungs ist.

Die selben Rechnungen lassen sich auch bei endlichen Temperaturen
oder Frequenzen durchführen. Für Y �nden wir bei endlichen Temperaturen
auch eine lineare nicht-analytische Korrektur. Diese sollte auch experimentell
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(a) (b) (c)

Abbildung B.7: Hier sind die drei möglichen Streuprozesse. (a) entspricht
Vorwärtsstreuung (Streuung mit kleinem Impulsübertrag), (b) representiert
Austauschstreuung (Streuung über einen groÿen Winkel), und (c) entspricht
Cooper Streuung (Streuung zwischen Zustände die 2kF voneinander entfernt
sind).

messbar sein. Auÿerdem haben wir auch die Selbstenergie bei endlichen Fre-
quenzen bestimmt. In diesem Fall �nden wir nicht-analytische Terme der Form
ω|ω|. In den Arbeiten [105, 107, 129, 130] wurde gezeigt, dass hier die nicht-
analytischen Terme nur von Impulsen um q = 0 und q = 2kF kommen. Zu
unseren Vorfaktoren gibt es Beiträge aus dem ganzen Bereich q ∈ [0, 2kF ]. Da-
her muss die Selbstenergie bei endlicher Frequenz und endlichem Magnetfeld
eine Skalierungsform annehmen. Für endliche Temperaturen und Frequenzen
ist diese Skalierungsform bekannt[105] aber für endliches Magnetfeld wurden
noch keine Berechnung durchgeführt.

Die Arbeit in diesem Teil wurde mit Philipp Lange, Peter Kopietz, und
Dmitrii Maslov durchgeführt und ist in [123] publiziert.
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