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ABSTRACT

This paper investigates how biases in macroeconomic forecasts are associated with economic
surprises and market responses across asset classes around US data announcements. We find
that the skewness of the distribution of economic forecasts is a strong predictor of economic
surprises, suggesting that forecasters behave strategically (rational bias) and possess private
information. Our results also show that consensus forecasts of US macroeconomic releases
embed anchoring. Under these conditions, both economic surprises and the returns of assets
that are sensitive to macroeconomic conditions are predictable. Our findings indicate that
local equities and bond markets are more predictable than foreign markets, currencies and
commodities. Economic surprises are found to link to asset returns very distinctively through
the stages of the economic cycle, whereas they strongly depend on economic releases being
inflation- or growth-related. Yet, when forecasters fail to correctly forecast the direction of
economic surprises, regret becomes a relevant cognitive bias to explain asset price responses.
We find that the behavioral and rational biases encountered in US economic forecasting also
exists in Continental Europe, the United Kingdom and Japan, albeit, to a lesser extent.
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1 Introduction

The presence of bias in analysts’ forecasts is a widely investigated topic. Early literature
focuses on the bias present in equity analysts’ forecasting of earnings per share (FEPS), and
attempts to explain why earnings estimates are systematically overoptimistic'. Only recently
the same attention given to FEPS by the literature was given to the analysis of potential biases
in macroeconomic forecasts. For instance, Laster et al. (1999) argue that forecasters have a
dual goal: forecasting accuracy and publicity. Forecasters would depart from the consensus
(which is typically accurate) when incentives related to their firms’ publicity outpace the wages
received by being accurate. The authors find this trade-off to vary by industry. Ottaviani and
Sorensen (2006) compare two theories of professional forecasting, which lead to either forecasts
that are excessively dispersed or forecasts that are biased towards the prior mean (herding)?. A
drawback of this early literature on macroeconomic forecasts is that it fails to empirically test
the direction and size of the bias, but mostly elucidates that dispersion of forecasts is plausible
under different (sometimes stringent) assumptions. We also note that both previous papers
focus on rational bias explanations for macroeconomic forecast rather than on cognitive issues.

To the best of our knowledge, Campbell and Sharpe (2009) are the first to address macroeco-
nomic forecasts from both an empirical and behavioral bias approach. Their study hypothesizes
that experts’ consensus forecasts of economic releases are systematically biased towards the pre-
vious release. This bias is consistent with the adjustment heuristic proposed by Tversky and
Kahneman (1974). This cognitive bias, commonly known as anchoring, is characterized by the
human propensity to rely too heavily on the initial value (the “anchor”) of an estimation when
updating forecasts. In other words, individuals tend to make adjustments to original estimates
that do not fully incorporate the newly available information. Thus, anchoring underweights
new information in detriment of the “anchor”.

In this paper, we investigate other potential biases embedded in macroeconomic consensus
forecasts. The main hypothesis of our paper is that, beyond anchoring, other inefficiencies in
the distribution of forecasts are informative in predicting economic surprises. More specifically,
we hypothesize that some biases proposed by the literature are reflected in moments of the
distribution of macroeconomic forecasts, such as the disagreement among forecasters (second
moment) and skewness of forecasts (third moment). As market prices react to the information
flow, economic surprise predictability might give rise to return predictability, as reported by
Campbell and Sharpe (2009) and Cen et al. (2013). As a consequence, we conjecture that

economic surprises as well as asset returns around these releases are predictable.

'For instance, De Bondt and Thaler (1990) suggest that equity analysts suffer from a cognitive failure which
leads them to overreact and have too extreme expectations. At the same time, Mendenhall (1991) argues that
underreaction to past quarterly earnings and stock returns contributes to an overoptimistic bias in earnings.
Overreaction and underreaction as causes for an overoptimistic FEPS are, though, reconciled by Easterwood
and Nutt (1999), who defend that analysts underreact to negative earnings announcements but overreact to
positive ones.

2QOttaviani and Sorensen (2006) build on the reputational herding model of Scharfstein and Stein (1990), who
suggest that forecasters (investment managers in their case) mimic the decision of others and ignore substantive
private information, mostly due to concerns about their reputation in the labor market.
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Our research builds on Campbell and Sharpe (2009), who hypothesize that surprises over
economic releases are predictable, as they tend to underreact to new information. They find
that the previous economic releases of 10 important US economic indicators explain up to

25 percent of the subsequent economic surprises®

. Anchoring in forecasting seems not to be,
however, restricted to macroeconomic data releases. Cen et al. (2013) show that anchoring also
plays a significant role in FEPS of firms by stock analysts. Their study suggests that analysts
tend to issue optimistic (pessimistic) forecasts when the firms’ FEPS is lower (higher) than the
industry median.

Further, Zhang (2006) investigates the link between anchoring, underreaction and informa-
tion uncertainty. The author builds on the earlier post-earnings-announcement-drift (PEAD)
literature (see, e.g., Stickel, 1991), which states that analysts underreact to new information
when revising their forecasts due to behavioral biases, such as conservatism (Ward, 1982) or
overconfidence (Kent et al., 1998). He suggests that a greater dispersion (disagreement) in an-
alysts FEPS, which forms his proxy for information uncertainty, contributes to a large degree
of analysts underreaction. Consequently, in an environment of high dispersion of FEPS, or for
firms with greater information uncertainty, analysts will tend to incur larger positive (negative)
forecasts errors and larger subsequent forecast revisions following good (bad) news?.

Capistran and Timmermann (2009) argue that the causality between underreaction and
disagreement depicted by Zhang (2006) may also work the other way around. Capistrdn and
Timmermann (2009) argue that, as forecasters have asymmetric and differing loss functions,
they react differently to macroeconomic news. In doing so, forecasters update their predictions
in different ways and at different points in time as a reaction to the same news flow, giving rise
to forecast disagreement. In line with Capistran and Timmermann (2009), Mankiw et al. (2004)
suggest that, as there are costs involved in gathering information and making adjustments to
forecasts, experts underreact to recent news and only update their predictions periodically.
Thus, in such a sticky-information model for forecasts adjustments, only part of the pool of
forecasters would update their predictions at each period, also corroborating for dispersion
of forecasts and information uncertainty. Interestingly, Zarnowitz and Lambros (1987) and
Lahiri and Sheng (2010) use dispersion of forecasts as a measure of forecast uncertainty, not
information uncertainty.

When attempting to find predictive value in disagreement measures among forecasters, Leg-
erstee and Franses (2015) use the standard deviation of forecasts and the 5th and 95th percentile
of survey forecasts to predict macroeconomic fundamentals. The 5th and 95th percentiles of
survey forecasts (especially when used in combination with the mean or median) are, arguably,

proxies for the skewness of forecasts, which is explicitly explored by Colacito et al. (2016) and

3Interestingly, it is yet unclear if this bias has a behavioral nature or if it is led by professional forecasters’
strategic incentives.

4Note that another branch of the literature on equity analysts’ forecasts proposes that biases are caused by
strategic behavior, i.e., a rational bias, in line with Laster et al. (1999) and Ottaviani and Sorensen (2006) for
macro releases. For instance, Michaely and Womack (1999) advocate that equity analysts employed by brokerage
firms (underwriter analysts) often recommend companies that their employer has recently taken public. In the
same vein, Tim (2001) suggests that a rational bias exists within corporate earnings forecasts because analysts
trade-off this bias to improve management access (via positive forecasts) and forecast accuracy.
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Truong et al. (2016). In their study, Colacito et al. (2016) use skewness of expected macroeco-
nomic fundamentals to predict expected returns, whereas Truong et al. (2016) use the skewness
of FEPS survey data to predict quarterly earnings.

Finally, Legerstee and Franses (2015) use the number of forecasts collected as a predictor
of future macroeconomic releases as a proxy for “attention”. Arguably this popularity measure
can be used as a direct predictor of macroeconomic data, as these authors do. Nevertheless,
the number of forecasts can also be employed as a weighting scheme to test whether the per-
vasiveness of biases fluctuates with attention, which is the approach we follow.

Our contribution to the literature on forecasting bias is four-fold. First, we identify new
biases in experts’ expectations (over and above the anchoring bias), which are statistically
significant predictors of economic surprises. More specifically, we are the first to empirically
validate the rational bias hypothesis of Laster et al. (1999) and Ottaviani and Sorensen (2006)
in a large multi-country data set of macroeconomic releases. Within such models, forecasters
possess private information which is unveiled via the skewness of the distribution of forecasts.
Second, by using a popularity measure per economic indicator and by expanding the number
of countries and indicators tested vis-a-vis Campbell and Sharpe (2009), we show that the
prevalence of biases is related to attention. This finding is supported by the fact that as we move
from very popular economic releases, such as the Non-farm payrolls (NFP) employment number,
Retail Sales and Consumer Confidence towards less watched indicators, biases become less
pervasive. The same effect is observed when we compare our results for the US to those in other
countries, in which economic indicators are forecasted by much fewer experts. Third, we confirm
the hypothesis that, by predicting economic surprises, one can predict asset returns around
macroeconomic announcements. We find that expected economic surprises can largely predict
the direction of market responses around data releases in-sample and, to a lesser degree, out-of-
sample. Hence, the expected component of surprises can help to explain market responses, thus
building on the results of Campbell and Sharpe (2009), who suggest that markets respond to
the unpredictable component of surprises. The explanatory power and predictability achieved
by our models are higher for local equity and bond markets than for foreign markets, currencies
and commodities, which is intuitive, as those markets are the ones more intrinsically linked to
the fundamentals being revealed by macroeconomic indicators. The relation between asset
responses and economic surprises is, though, distinct across the stages of the economic cycle
and conditional on the nature of the information released, being either inflation- or growth-
related. We find that on an out-of-sample basis, point-forecast is better performed by non-linear
machine learning models as they seem to capture the dynamics of market responses around
macroeconomic announcements better than linear regression models. Fourth, we are the first
to recognize that a regret bias might influence how asset markets react to macroeconomic
surprises.

The four key implications of our research are: 1) a better understanding of the “market
consensus” and of the informational content of higher moments of the distribution of macroe-

conomic forecasts by regulators, policy makers and market participants; 2) the challenge of stan-
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dard weighting schemes used in economic surprise indexes, which, we reckon, can be improved
by changing from “popularity” (or “attention”)-weighted to un-weighted; 3) the proposition
that advanced statistical learning techniques should be used to refine the forecast of market
responses amid macroeconomic releases and 4) the opening of a new stream in the literature to
investigate regret effects in asset responses around announcements of forecasted figures.

The remainder of this paper is organized as follows. Section 2 provides a generic formulation
of research applied to forecast biases. Section 3 describes the data and methodology employed

in our study. Section 4 presents our empirical analysis and Section 5 concludes.

2 Forecast biases, anchoring and rationality tests

Let us first introduce the generic formulation of research applied to forecast biases, as used
by Aggarwal et al. (1995), Schirm (2003) and Campbell and Sharpe (2009). In brief, this
formulation consists of a rationality test in which macroeconomic forecasts are assessed to have
properties of rational expectations. Such assessment is done, in its basic format, by running
regressions with the actual release, A;, as the explained variable, and the most recent forecast,

F;, as the explanatory variable, as follows:

A = B Fy + e, (1)

Rationality holds when f; is not significantly different from unity, while /3 significantly higher
(lower) than one suggests a structural downward (upward) bias of forecasts. Observing serial
correlation in the error term would also suggest irrationality, as one would be able to forecast
the A; using an autoregressive model.

An alternative and more intuitive formulation of this rationality test, as suggested by Camp-
bell and Sharpe (2009), can be achieved by subtracting the forecast from the left side of Eq.

(1):

Sy =A — F, = BoF} + ¢, (2)

This manipulation yields to the forecast error or the “surprise”, S;, as the new explained
variable, which is still dependent on forecast values. In Eq. (2), rationality holds when s is
not significantly different from zero; otherwise, a structural bias is perceived. For the specific

case of anchoring, we can dissect the forecast bias using the following model:

F, = AE[A] + (1 — M)A, (3)

where E[A;] is the forecaster’s unbiased prediction, and A is the anchor, which equals to the
value of the previous release of the indicator of interest. In such a model, if A < 1 so that
1 — X > 0, then the consensus forecast is anchored to the previous releases of the indicator.
If A = 1, no anchor is observed. By applying expectations to Eq. (2), then, substituting
E[A;] = E[S;] + F; into Eq. (4a), we obtain Eq. (4d) after some manipulations:
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Fi=ME[S] + F) + (1 - M)A, (4a)

F,—)MF,— A+ )\A
ps) = Ho M AT (40)
1-=XN(F—A
Bls] = )(A = 4) (4d)
assuming vy = (1;)‘) and adding a intercept (o) we find®:
Si=a+y(F—A) +e, (5a)
St = C¥+'YESAt+Et, (5b)

which reveals a direct test of anchoring, identified when the v coefficient is positive, where

ES A, is the expected surprise given the presence of an anchor.

3 Data and Methodology

In this paper, we mostly employ ordinary least square (OLS) regression analysis adjusted for
Newey-West standard error with the goal to offer interpretability to our results. More advanced
statistical learning techniques are employed, but their usage is restricted to section 4.3.

We use macroeconomic release data from the ECO function in Bloomberg in our analysis.
This data comprises of time-stamped real-time released figures for 43 distinct US macroeco-
nomic indicators, as well as information on forecasters’ expectations for each release. See Table
1 for an overview of these indicators. This expectations information comprises of 1) the pre-
vious economic release, 2) the cross-sectional standard deviation of forecasts, 3) the lagged
median survey expectations, and the 4) the skewness in economists’ forecasts, calculated as
the mean minus median survey expectations. We use similar data sets for Continental Europe,
the United Kingdom and Japan for robustness testing. Our daily data set spans the period
from January 1997 to December 2016, thus covering 4,422 business days and 21,048 individual
announcements. The consensus forecast is the forecast median, in line with Bloomberg’s (and

most other studies’) definition.

[Please insert Table 1 about here]

5The above derivation builds fully on the work of Campbell and Sharpe (2009). The only difference between
our approach and theirs lies on the fact that they consider the anchor to be the average value of the forecasted
series over a number (h<3) of previous releases, whereas our anchor variable relies only on the previous release
(h=1). Robustness test for h>1 will be provided in future versions of this study.



We note that the economic indicators tracked are released in different frequencies and
throughout the month. This a-synchronicity among indicators poses some challenges to process
the information flow coming from them and to jointly test for the predictability of surprises.
Therefore, predictability is separately tested for each indicator, and results are subsequently
aggregated.

As we intend to use the states of the economy as a control variable in our empirical analysis,
we also implement the Principal Component Analysis (PCA)%-based nowcasting method of
Beber et al. (2015) using the same 43 distinct US macroeconomic indicators. Their nowcasting
method allows us to access the real-time growth and inflation conditions present at the time
of any economic release’. Table (1) provides details on stationary adjustments, directional
adjustments, frequency of release, starting publication date for the series, and (common) release
time. Finally, we also use the 12-month change in stock market prices (i.e., the S&P500 index
prices) and the VIX index in order to proxy for wealth effects and risk-appetite, respectively,

as additional control variables in our empirical analysis.

3.1 Economic surprise predictive models

Following Eq. (5b), we hereby extend the anchor-only predictive model for economic surprises
by incorporating moments of the distribution of macroeconomic forecasts and the control vari-
ables stated above. The moments of the distribution of macroeconomic forecasts added are (1)
the lagged median forecast (first moment); (2) the disagreement among forecasters (second mo-
ment) and (3) the skewness of forecasts (third moment). Eq. (6) is our unrestricted economic

surprise model (UnES model):

St =a+ ESA,+ SurvLag, + Std, + Skew, + Infl, + Growth, + Stocks, + VIX, + ¢, (6)

where subscript ¢ (used hereafter) is t-1, ESA is the expected surprise given anchor®, SurvLag is
the lagged consensus forecast (the previous median of economic forecasts), Std is the dispersion
(standard deviation) of economic estimates across forecasters, and Skew is the skewness of

economic estimates across forecasters. SurvLag, Std and Skew are the three variables selected

SPCA is a unsupervised machine learning method that describes correlated variables into a set of orthogonal
(linearly independent) variables, so-called principal components.

"The Beber et al. (2015) nowcasting method splits indicators among 4 categories (i.e., output, employment,
sentiment, and inflation). We follow the same classification but we aggregate output, employment and sentiment
indicator into a single category, i.e., growth. As our set of indicators perfectly matches the ones of Beber et al.
(2015), this attribution exercise is straightforward. The only nuance that differs our nowcasting method from
these authors’ is that we use a single parameter to adjust for the non-stationarity of some series. Beber et al.
(2015) adjust series using one-month and twelve-month changes, whereas we use six-month changes across all
non-stationary indicators.

8The coefficient v of Eqs. 5a and 5b is excluded from this model representation and subsequent ones for
conciseness of presentation. We use the subscript ¢ (i.e, t — 1) to clearly state that the model is predictive.
In reality, the subscript ¢ would still suggest a prediction as most macroeconomic indicator surveys close for
forecast submission days before the economic release. For the case of Bloomberg, surveys close one business
day prior to the data announcement.



to test our hypothesis that alternative measures intrinsic to the pool of economic forecasts
can reflect biases in expectations over economic releases. More specifically, we use SurvLag to
test whether an anchor towards the previous consensus forecast exists. We employ Std to test
for the effect of forecasters’ disagreement and information uncertainty over the predictability
of economic surprises, in line with Zhang (2006). Skew is used to test for the presence of
strategic behavior and rational bias in macroeconomic forecasting, in line with the forecasters’
dual-goal hypothesis of forecasting accuracy and publicity as discussed in Laster et al. (1999)
and Ottaviani and Sorensen (2006). Infl and Growth are the states of inflation and economic
growth produced by the nowcasting method implemented. Stocks and VIX are the stock
market returns and implied volatility. Infl, Growth, Stocks and VIX are control variables in

our model.

3.2 Market response predictive models

Once predictive models of economic surprises are estimated via Egs. (5b) and (6), we use the
predictions to explain market responses between one minute before and one minute after ([t-1,
t+1]) the release-time (¢) of macroeconomic data. We do this by using the ezpected economic
surprise produced by the different economic surprise models as an explanatory variable to
forecast returns. We use three types of market response predictive models: 1) the anchor-only
model, in which the expected surprise given anchor (ESA) is the only predictor of economic
surprises, thus Eq. (6) with only one explanatory variable; 2) the unrestricted model, using
all explanatory variables stated by Eq. (6); and 3) the unrestricted-extended response model,
which entails the unrestricted model extended with a set of exogenous variables. The generic
formulation of the two expected surprise-based models used is given by Eq. (7), whereas Eq.

(8) specifies the 1) anchor-only model, as follows:

Rt :w—i-E(St)—i—et, (7)

Rt :Cd‘i‘E(Oé—F’YESAt)‘i‘Q, (8)

where R, is the market response calculated around the interval [t-1, t41], thus the one minute
before and one minute after the time the economic data is made available, and E(S;), the
expected surprise, is derived from Eq. (5b).

The unrestricted response model is specified by Eq. (9):

R =w+ E(a+ ESA, + SurvLag, + S, + Skew, + Infl, + Growth, + Stocks, + VIX,) +

Unrestricted economic surprise model (UnES)

(9)

Eq. (10) provides a generic formulation of the unrestricted-eztended response model because

we do not implement it as an OLS regression only but also in the form of a Ridge regression

€t.



and a Random forest model?:

Ry =w+ E(UnES), + ESA, + SurvLag, + Std, + Skew,, + Infl, + Growth,

5 (10)
+Stocks, +VIX, + Z Ri_s + ¢,

t=s

where UnES is the outcome of unrestricted economic surprise model of Eq. (6) and s=[5,
10, 20, 30, 40, 50, 60] minutes. For the Ridge regression model, we tune the shrinkage hyper-
parameter (¢, typically called \) via cross-validation using three splits of the train data set.
For Random forest, we first run a cross-validation step for feature selection (using variable
importance as guidance) and, then, tune the model by minimizing out-of-bag (OOB) errors'®
to obtain the parameter m for the number of random features considered at each branch split!!.
We allow the Random forest model to grow 500 trees per run.

We calculate the market responses across equity, treasury, currency, and commodity mar-
kets. More specifically, we use the following instruments: S&P500 index future, Euro-Stoxx
index future, FTSE100 index future, 2-year US Treasury Note future, 2-year Bund future, 10-
year Gilt future, Oil WTI future, Gold future, Copper future, GBPUSD forwards, JPYUSD
forwards, CHFUSD forwards, AUDUSD forwards, EURUSD forwards, and CADUSD forwards.
The market responses are calculated and used in our analysis for the entire history available

per market instrument!?:'3.

4 Empirical analysis and results

We split our empirical analysis and results section into five parts. Section 4.1 reports the
results of predicting models for economic surprises. Section 4.2 dissects market responses as
cumulative average returns (CAR) across multiple time-frames. Section 4.3 reports our findings
of market response predictive models. Section 4.4 evaluates the presence of regret effects around

macroeconomic announcements. Section 4.5 checks for the robustness of our findings.

9See Appendix A for details on Ridge and Random forest model.

10The usage of out-of-bag errors is an efficient replacement for cross-validation for tunning methods that rely
on bootstrap to reduce the variance of a learning method. As such methods already make use of a bootstrapped
subset of the observations to fit the model, whereas another subset of the observation is unused, the latter subset
(so-called the out-of-bag (OOB) observations) can be used to calculate prediction error, thus, called OOB errors.

" Given the relative small number of observations available in our data set, we apply 100 repeats of our
OOB-based tuning approach to obtain m, which is selected as the mode of the optimal m across all repeats.

12Response data is available since 18/9/2002 for the S&P500 index E-mini future, 22/6/1998 for the Euro-
Stoxx index future, 1/1/1996 for the FTSE100 index future, 2/1/1996 for the 2-year US Treasury Note future,
10/5/1999 for the EUREX 2-year Bund future, 1/1/1996 for the 10-year Gilt future, 2/1/1996 for the NYMEX
Oil WTT future, 2/1/1996 for the NYMEX Gold, 2/1/1996 for the NYMEX Copper, 1/1/1996 for GBPUSD
forwards, 1/1/2000 for JPYUSD forwards, 1/1/2000 for CHFUSD forwards, 1/1/1996 for AUDUSD forwards,
16/7/1997 for EURUSD forwards, and 1/1/2000 for CADUSD forwards. This response data is provided by
AHL Partners LLP.

IBReturn series for futures use first and second contracts for all markets. In general, return series use first
contracts, which are rolled into second contracts between 5 and 10 days prior to the last trading day of first
contracts, following standard market practice. Return series for currencies are calculated using synthetic one-
month forwards.



4.1 Predicting economic surprises

In this section we report our findings from Eqgs. (5b) and (6), i.e., the anchor-only (restricted)
model and the unrestricted model, respectively, which we use to forecast economic surprises.
Table (2) reports aggregated results of these models across all 43 distinct US macroeconomic
indicators analyzed. We evaluate the sign consistency (with our expectations) and the sta-
tistical strength of the individual regressors by computing the percentage of times that the
coefficients are positive (as expected) and statistically significant at the ten percent level across
regressions run separately for each economic indicator. The model quality is evaluated us-
ing explanatory power (R?) as well as the Akaike Information Criteria (AIC) per individual
(economic indicator’s) regression.

Table (2) suggests that the anchor-only model estimates confirm the general finding of
the previous literature, in which the expected surprise given the anchor (ESA) is a strong
predictor of economic surprises. We observe that ESA is significantly linked to surprises 65
percent of the times in our sample. This result is confirmed by the unrestricted model, in
which ESA is statistically significant 67 percent of the times. The results for the unrestricted
model reveal that the Skew factor is also often significant (72 percent) across our individual
indicator regressions. This supports our conjecture that forecasters may behave strategically (a
rational bias), which is in line with Laster et al. (1999) and Ottaviani and Sorensen (2006)'*.
SurvLag and Std are somewhat statistically significant, with 40 and 35 percent of the times,
respectively. The result for SurvLag challenges our hypothesis that an anchor towards the
previous consensus forecast holds empirically. The weak statistical significance of Std among
our individual regressions also suggests that disagreement among forecasters and information
uncertainty are linked to economic surprises. The control variables Infl, Growth, Stocks, and
IV are significant between 7 and 33 percent of times, suggesting a somewhat weak relation

between them and economic surprises.
[Please insert Table 2 about here]

From an explanatory power perspective, the unrestricted model dominates the anchor-only
model. The mean R? across the predictive surprise models of the different economic indicators
is 4 percent for the anchor-only model and 17 percent for the unrestricted model (R? medians
are 2 and 14 percent, respectively).

We report for the anchor-only regressions positive coefficients for the ESA factor in 81
percent of the times. The unrestricted model delivers a positively signed ESA coefficient in
88 percent of the times. Both results suggest a robust relationship between economic surprises
and the anchor factor. The frequency of positive coefficients found for Skew is, however,

even higher than for ESA. The Skew regressors are positive 93 percent of times across all

1We also apply Egs. (5b) and (6) where the predictor ESA (i.e., F; — A) is not calculated relative to
the median forecast but to the mean forecast. The rationale behind this check is to identify whether or not
the median forecast is an inefficient predictor of economic surprise (versus the mean) and to test whether the
predictive power of our Skew measure (i.e., mean minus median forecasts) vanishes through the use of the mean
forecast within £SA. Our findings indicate that replacing the median by the mean in FSA changes our results
marginally, being thus qualitatively the same as our main results.
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regressions. SurvLag and Std are with 56 percent also largely positive but to a lesser extent
than Bias and Skew. Our control variables are to an even lesser extent positive (between 23
and 51 percent). The results provided by AIC are in line with R? as the average AIC for the
anchor-only model is higher (926) than for the unrestricted model (896). These findings are,
thus, supportive of our hypothesis that a rational bias may be embedded in macroeconomic
forecasting due to strategic behaviour of forecasters, which is in line with Laster et al. (1999)
and Ottaviani and Sorensen (2006).

Table (3) presents the results of the individual predictive surprise models (restricted and
unrestricted). The R?gain ratio (reported in the last column) computes the number of times
that R? of the unrestricted model is higher than the R? for the restricted model. From a R?
perspective, the unrestricted models largely outperform the anchor-only model. The R2gain
ratio ranges from 1 to oo, as the average R? across the anchor-only model is 3.7 percent,
whereas for the unrestricted model it is 17 percent.

The Conference Board Consumer Confidence indicator is the variable for which R? is the
highest in the anchor-only model (14 percent), followed by the US PPI Finished Goods SA
MomY% indicator (13 percent). Most R? are of a single digit level, and for only four indicators
does the regressions yield explanatory power above 10 percent. Most anchor coefficients are

statistically significant at least at the 10 percent level.
[Please insert Table 3 about here]

When the unrestricted model is used, US Personal Income MoM SA (45 percent) is the
indicator with the highest R?, followed by US GDP Price Index QoQ SAAR (41 percent), and
Adjusted Retail Food Service Sales (36 percent). Most R? reach a double-digit level, in contrast
with the anchor-only model. Most anchor coefficients are also statistically significant, in line
with the anchor-only model. In line with earlier results, the Skew coefficients are mostly positive
and statistically significant, whereas the coefficient sign is more unstable for the SurvLag and
Std coefficients. The control variables within the unrestricted model are mostly statistically
not significant, especially when inflation surprises are being forecasted.

More importantly, by analyzing individual models’ results, we are able to explore an addi-
tional aspect of macroeconomic indicators: popularity. We measure popularity by averaging
the number of analysts that provide forecasts for a given indicator in our sample. In Table (3),
popularity is reported in the last column as a Popularity weight measure, which uses the sum
of our popularity measure across all indicators as denominator. We also aggregate statistics
in Table (3) using the nine most popular US economic indicator as employed by Campbell
and Sharpe (2009)'°. Overall, we find that the model quality is higher for popular indicators.
The R? (AIC) weighted using our popularity measure for the anchor-only model is 4.0 percent
(110), whereas the (unweighted) average R? (AIC) is 3.7 percent (923). For the unrestricted

15The indicators used by Campbell and Sharpe (2009) are the NFP Employment Indicator, Michingan Con-
sumer Confidence, Consumer Price Index (CPI) headline and Core, Industrial Production, ISM Manufacturing
Index and Retail Sales Headline and ex-Autos. New Homes Sales is also used by these authors but as housing
data is out-of-scope of our set of macroeconomic indicator this item is not part of our set of nine most popular
US indicators.

11



model, the weighted R? (weighted AIC) is 17 percent (102), whereas the average R? (average
AIC) is 17 percent (896). Hence, popular indicators seem better explained by our explanatory
variables. If we compare the percentage of positive and significant coefficients across all models
(see last two rows of Table (3)) with the same measure weighted by popularity and using the
most popular indicator only, we observe that ESA and Skew are more likely to hold with the
correct sign among popular indicators. This result applies to both anchor-only model and the
unrestricted model concerning FSA. Hence, we conjecture that the rational and behavioral
biases modelled by ESA and Skew are more present among popular indicators. This finding
makes explicit that the bias in analysis here links to the active behavior of forecasters, not to
their lack of action, as suggested by inattention-type of (behavioral) explanations advocated
by Mendenhall (1991), Stickel (1991), Campbell and Sharpe (2009) and Cen et al. (2013), such

as the anchoring bias.

4.2 Market responses around macroeconomic announcements

In the following we evaluate how asset prices of four different asset classes (equities, treasuries,
foreign exchange, and commodities) behave around macroeconomic announcements. Because
we primarily investigate US macroeconomic releases, we target reactions in US local markets
and the EURUSD, the main USD currency cross. Hence, we analyze responses on the following
assets: S&P500 index future, 2-year US Treasury future, and EURUSD forwards. Note that
bond returns are adjusted to have the opposite signal so to be consistent with the expected
response to surprises for equity returns and currencies. The response time-frames used (in
minutes) are -60, -50, -40, -30, -20, -10, -5, -1, 1, 2, 3, 4, 5, 10, 20, 30, 40, 50, 60. Negative
time-frames imply a time before the relevant economic release, whereas positive ones mean the
minutes after the economic release.

We assess market responses around macroeconomic announcements by calculating cumula-
tive average returns (CARs) and classifying responses around announcements as good or bad
news to the asset. This way, we calculate CAR separately for announcements that had a positive
or negative effect on the specific asset price.

Figure (1) illustrates market responses, separately for the S&P500 futures, the 2-year US
Treasury futures, and EURUSD forwards in rows, whereas the first column displays plots of
reactions to good news and the second column offers plot of reactions to bad news. The CARs
around macroeconomic announcements for positive and negative responses across multiple time
intervals are provided in Table (4), given in basis points (bps) and as a percentage of the CAR
observed during the the one-hour before until one-minute after the macroeconomic announce-

ment interval [t-60min, t+1min].
[Please insert Figure 1 about here]

For the S&P500 futures (Figure (1)) in row one, first column of Table (4), we observe that the
largest part of the positive response happens around the macroeconomic announcement (which

occurs between time-frames -1 and 1). The CARs from one-hour before the announcement
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until one minute after the news is roughly +/- 10 bps for positive and negative responses,
respectively, whereas the response around the announcement is also approximately + /- 10bps.
In fact, the average CAR observed around the announcement makes up for more than 100
percent of the overall CAR observed in the [t-60min, t+1min] interval (i.e., 108 for positive
and 102 percent for negative responses). We conclude that pre-announcement drifts are, on
average, of an opposite direction to the overall CARs observed. However, we note that the
pre-announcement drifts are very small relative to the response observed within the [t-1min,
t-+1min] interval. Our results also suggest that one-minute after that releases are made public
up to 60 minutes afterwards, there are only small post-announcement drift effects within the
S&P500 futures as only 1 and 5 percent of the CARs around the announcement is observed
within the [t-60min, t+1min| interval for the positive and negative responses. In brief, the
positive and negative market responses for the S&P500 index future midst macroeconomic
announcements have a similar pattern: almost no drift prior to the announcement, a jump at
the announcement, and roughly a flat post-drift effect up to one-hour after the announcement.
This CAR pattern suggests that no exploitable market underreaction to US macroeconomic
news releases seems to be present within the local equity market. At the same time, as there
is no pervasive pre-announcement drift observed, no evidence of leakage or usage of private
information by market participants is found.

The CARs observed in different time-frames for the Euro-Stoxx and FTSE100 index futures
show patterns similar to the ones found for the S&P500 index future. The pre-announcement
drifts have the opposite direction to the response found close to the macroeconomic news release,
both for positive and negative responses. The post-drift we observe is in the same direction as
the response, but is in both markets of higher magnitude than the one found for the S&P500
index future, ranging from 10 to 24 percent of the CARs found in the [t-60min, t+1min| interval.
This result seems to suggest that both Euro-Stoxx and FTSE100 index futures are less efficient
than the S&P500 index future.

[Please insert Table 4 about here]

For the 2-year US Treasury futures (Figure (1), we see in row two, first column of Table
(4)) that the positive response is also very distinct around the announcement. The average
CAR from one-hour before the announcement until 30-minutes before the announcement is
flat. There is some evidence of a pre-drift in the direction of the response from 30-minutes
before the announcement until one-minute before the announcement of roughly 10 percent of
the CARs observed in the [t-60min, t+1min] interval. The CARs observed for both the positive
and negative responses in the interval [t-60min, t+1min] is between absolute 2.4 and 2.7 bps.
Differently from equity markets, there is some evidence of a post-announcement drift, with
an additional 0.6 and -0.3 bps (20 and 13 percent of the CARs experienced in the [t-60min,
t+1min]) move expected after positive and negative responses, respectively. When treasury
markets for the UK and Germany are evaluated (see Table (4)), we observe similar patterns for
the post-announcement drift and response in the [t-1min, t+1min] interval, but no consistent

pre-announcement drift. We note that the post-announcement drift for positive responses are
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consistently larger than the ones for negative responses.

We see that for the EURUSD (Figure (1), row three, first column of Table (4)), the re-
sponses are once again very distinct and concentrated closely around the macroeconomic an-
nouncement time. The CAR from one-hour before the announcement until one minute before
the announcement is roughly zero. The CAR within the interval -1 minute and +1 minute
is relatively large, roughly 5 bps, concentrating between 102 and 105 percent of the CAR
observed in the [t-60min, t-+1min]| interval. Differently than observed for the treasury and
equity markets, the post-announcement drift tends to be in the opposite direction of the re-
sponse observed around the data releases, dampening between 5 and 21 percent of the CAR
observed in the [t-60min, t+1min] interval. For other currencies, the pre-announcement drifts
are on average small and inconsistent with each other and with the responses observed in the
[t-1min, t+1min] interval. The post-announcement drifts are mostly in the opposite direc-
tion to the response around announcements for the negative responses. However, for positive
responses, the post-announcement drift responses are in the same direction as the responses
around the announcements for most currencies and only in opposite direction for the EURUSD
and CADUSD.

We assess the CAR around US macroeconomic announcements for three commodities: WTI
oil, gold, and copper. The most notable difference between our results for these commodi-
ties versus the other asset classes investigated is that the responses observed in the [t-1min,
t-+1min] interval for commodities concentrate less of the overall CAR observed in the [t-60min,
t+1min| interval than for the previous three asset classes equity. The responses observed in
the [t-1min, t+1min| interval range from 78 percent to 110 percent. Evidence of any pre- or
post-announcement drift is very inconsistent across commodities and across positive and neg-
ative responses. The reason for such inconsistency might be that commodities are less clearly
linked to the business cycle of a particular country compared to equities, treasuries and cur-
rencies. For instance, as countries may be consumers or suppliers of specific commodities, it is
unclear how the macroeconomic announcements in a specific country, should affect the price of
commodities!®.

Finally, we notice some common features observed from the Figure (1 for S&P500 futures,
2-year US Treasury futures and EURUSD. Firstly, when market responses are one standard
deviation higher than the average reaction, markets mean-revert strongly by the following
two minutes after the surprise and continue to do so for the following three minutes, though,
less aggressively. Secondly, when market responses are one standard deviation lower than the
average reaction, a post-drift in the subsequent two minutes after the surprise is observed.
Further, volatility tends to increase prior to announcements for the S&P500 and 2-year US
Treasury futures markets but not for the EURUSD market. Such increase in volatility starts
even more than 30 minutes before announcements in the S&P500 futures markets, whereas for

2-year US Treasury futures, it happens only in the last 20 minutes before announcements.

6For stocks, it is also unclear how positive news impacts prices. Late in a tightening cycle (high inflation),
good news is bad for equities, whereas at an early stage in tightening cycle (low inflation), positive macroeco-
nomic news is definitely good for equities.
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4.3 Predicting market responses

In this section we analyze the estimates from Eqs. (5a), (9) and (10), i.e., the anchor-only
(restricted) model, the wunrestricted model (used to forecast economic surprises), and the
unrestricted-extended model. Table (5) reports R?, AIC, the frequency of the expected sur-
prise coefficients that are positive for the three OLS-based models employed, and hit-ratios as
well as root mean squared error (RMSE) for all models. Hit-ratios and RMSEs are reported
for our train and out-of-sample or test data set'”'® whereas other statistics are calculated
in-sample, i.e, using the full data set.

Table (5) reports that R? monotonically increases across the three OLS regression models as
we move from the restricted model to more comprehensive models'®. The magnitude of gains in
R? across the three types of models suggests that the unrestricted-estended models have much
higher explanatory power. On average, anchor-only models deliver R? of 1.5 percent, whereas
unrestricted response models have R? of 2 percent on average. In contrast, unrestricted-estended
models, which no longer are univariate models, post average R? of 29 percent.

The AIC statistic estimated across the different models challenges somewhat the results
provided by R?: complex unrestricted models are deemed less informative once penalties for
complexity are applied. The AICs for the restricted model are 74 percent of the times lower than
for the unrestricted model (indicating dominance of the anchor-only model), whereas the AICs
for the restricted models dominate the AICs from unrestricted-extended models at all times. The
same AIC dominance holds for the restricted models over the unrestricted models. Average
AICs across these three types of models confirm these findings. AICs of Ridge models are,
however, superior than the ones of their OLS counterparts, the unrestricted-extended models,
indicating that model quality is improved by shrinkage. These first results indicate that in-
sample fit is superior for the most complex models versus simpler models from an explanatory
power perspective, but not from a parsimony perspective. Despite that, differences in AICs are

not large, indicating that the superiority of small models on this criteria is not absolute.
[Please insert Table 5 about here]

When evaluating the coefficient signs of the expected surprise factor in market response
predictive models?, at first glance, we find that coefficients are mostly positive. Among anchor-
only models, on average 57 percent of the coefficients for expected surprise are positive, whereas
for unrestricted models this is 64 percent. Within larger models, such as unrestricted-extended

ones, the percentage of positive coefficients for the expected surprises falls to 54 percent.

"The in-sample period extends through our full data set (i.e, from 1997 to 2016), whereas our out-of-sample
period (our test data set) comprises of the latest 25 percent of observations of the full data set. The training
data used for tuning (typically via cross-validation) of machine learning methods and estimation of models
employed for out-of-sample forecasting uses the earliest 75 percent of observations of the full data set.

18Not all statistics are provided for the Ridge and Random forest model as they are not available or are not
straight forward to estimate or aggregate.

YNote that both restricted and unrestricted models are univariate models.

20We expect expected surprise coefficients to be, in general, positive, as we expect that equities, commodities,
currencies would typically appreciate in response of positive economic surprise. Bond returns are adjusted to
have the opposite in order to be consistent with the other asset classes.
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Further, we evaluate results coming from our OLS models by making a split between local
(US) markets and foreign markets. We find that, from a R? perspective, the unrestricted
and unrestricted-eztended models of local markets seem to outperform foreign markets. The
percentage of positive coefficients for the expected surprise variable is equal or higher for local
markets than for foreign markets across all models. This is an intuitive results as we assume
that local fundamentals should explain local markets more than local conditions explaining
foreign markets. Though, for the US, due to its dominant economic position, this assumption
might be weaker than for other countries.

When we assess model goodness of fit across the different asset classes evaluated, we find
that R? for our three OLS models are much higher for the stock and bond markets. Within
stocks, the Euro-Stoxx-based models are the ones with higher R%. In bonds, the 2y Bund
models are the one with highest explanatory power. Copper-based models have the highest R?
in Commodities. Results from AIC and from currencies are more mixed. In univariate models,
the percentage of positive coefficient for expected surprises are higher for stocks and bonds
(always above 59 percent) than for other asset classes, in line with our expectations.

Further, R? is almost the same for growth and inflation indicators. Nevertheless, AIC
points for a clear superiority of models’ fit of growth-based indicators over inflation-based.
The percentage of positive coefficients for the expected surprise variable is also consistently
higher for growth indicator (between 57-69 percent on average), as it is always lower than 50
percent for inflation indicators. We think that this result is caused by positive growth surprises
being less directly linked to subsequent increases in interest rates by central bank than positive
inflation surprises, as higher interest rates typically produces negative shocks to equities and,
more indirectly, commodities.

Weighing model fit outcomes using our popularity measure does not lead to additional
insights as R? and AIC are nearly the same across models that rely on less-popular indicators
and models that rely on popular indicators. The percentage of positive coefficients for UnES
is, though, clearly higher for popular indicators.

As we assess the performance of predictions made by the various models, our first impression
is that anchor-only and unrestricted models does not convincingly beat a 50 percent hit-ratio
out-of-sample, despite delivering a roughly 54 percent hit-ratio in the train data set. Out-
of-sample hit-ratios are only slightly better than a coin flip for the unrestricted-extended (51
percent) among all models we use. The same applies to the average Ridge and Random forest
models as they also post out-of-sample hit-ratios of around 51 percent. Interestingly, train
hit-ratios for the unrestricted-extended seem to more heavily overstate out-of-sample hit-ratios
than done by the train hit-ratios of the Ridge and Random forest models®'. For instance, the
average train hit-ratio for the unrestricted-extended model is 63 percent, whereas for the Ridge
is 53 percent and 52 percent for Random forest. Random forest is the model that seem to
overstate testing hit-ratios by train ones the least.

Across all unrestricted-extended frameworks, hit-ratios seem to be consistently higher for

21This result, which suggests overfitting by the OLS models, is what motivates us to apply shrinkage, as done
by the Ridge regression.
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models that forecast stocks returns versus models that predict other asset classes, especially
currencies and commodities, matching our findings from R?. Hit-ratios also suggest that models
based on growth indicators do a better job at forecasting market direction than models based on
inflation indicators. Further, train and test hit-ratio of models that use popular macroeconomic
indicators are not consistently higher than hit-ratios for the average model.

Concerning RMSE, a first noticeable observation is that OLS unrestricted-extended models
outperform all other models (including machine learning-based models) in train set but deliver
higher average test RMSE than all other models. This is the case across popular and unpopular
indicators and might be a symptom of overfitting. Machine learning-based models, however,
report average train RMSEs that are higher than for the unrestricted-ertended model but
deliver much lower out-of-sample RMSEs, respectively 1.14x1072 and 1.07x1073 for the Ridge
and Random forest model (versus 1.40x107% for the unrestricted-extended model). RMSEs
are often higher for the in-sample period than for the out-of-sample period, which may be
cause by the different level of markets’ volatilities in the two sample splits. RMSEs also vary
substantially across asset classes, which is explained by the adverse levels of return volatility of
the asset classes used. As expected, RMSEs are the lowest for bonds and currencies and higher
for stocks and commodities. Further, both train and test RMSEs are the lowest for models
that use inflation indicators and predict local markets.

Our results also indicate that market responses created by announcements of popular
macroeconomic indicators are less predictable than responses of unpopular indicators as train
and test RMSEs are consistently higher for popular indicators, across all models. This finding
suggests that, even if economic surprises in popular indicators are easier to forecast (as biases
are more pervasive), their market responses are less anticipated (in RMSE terms) by the pre-
dictable part of economic surprises. As earlier reported, hit-ratios estimated do not suggest
that popular indicators are more predictable either. Hence, to some extent, market partici-
pants seem to either discount the biases incurred by forecasters when trading around economic
surprises of popular indicators or to have better models to predict surprises. These results are
somewhat connected to Campbell and Sharpe (2009), who conclude that market participants
“look through” forecasters’ biases within ten popular US macroeconomic indicators??:23:24,

When we dig into the drivers of forecasts produced by the unrestricted-extended, Ridge
regression and Random forest models, we find that the E(UnES) variable is important but
only after a couple of market-based information, such as the 5-minute asset return prior to
the announcement as well as the prior day level of the VIX index and stock returns. We

base this conclusion in two metrics: the percentage of significant coefficients estimated by our

22We use nine out of the ten US macroeconomic indicators evaluated by Campbell and Sharpe (2009). The
only indicator used by these authors and not by us is the New Home Sales statistic, as we do not include housing
market data in our analysis.

Z3The average weight used to calculate popularity-weighted statistics is 2.3 percent, whereas the average
weight of the indicator used by Campbell and Sharpe (2009) within such weighting scheme is 3.5 percent,
denoting the use of very popular indicators by the authors.

24Qualitatively similar results are obtained when we perform the supervised learning approaches specified in
section 4.3 as a classification problem rather than in a regression setting. These results are available under
request.
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unrestricted-extended OLS models and the Importance measure extracted from our Random
forest models. In addition to these two metrics, we somewhat rely on the the percentage of
positive coefficients from regression models to evaluate if the relation found between responses
and the UnES, ESA, Skew variables have the expected coefficient sign?®.

[Please insert Figure 6 about here]

Table (6) reports the percentage of positive coefficients for predictive models using the OLS
and Ridge approaches (in the train and test data sets, respectively reported in Panels A and
B). We observe that the estimated coefficients for UnES and ES A are more often positive than
negative, in line with our expectations. For Skew this results is less strong, as within the OLS
model this variable is only positive between 45 and 48 percent of times. Nevertheless, because,
among all regressors, Skew and UnES are the most correlated variables (reaching a correlation
of 0.8 for some of our macroeconomic indicators), the fact that Skew is mostly negative might be
simply the manifestation of multicollinearity in the regression model. We also find that Stocks
and R;_ 5 to be consistently positive, suggesting a positive serial correlation between returns
during announcements and prior asset returns. In the case of Stocks, such relation might be
linked to time-series momentum, which is typically captured in daily frequency data?¢. In the
case of R;_s5, a positive coefficient indicates the presence of pre-announcement price drift in
the direction of the economic surprise-led responses just few minutes prior to the data release,
indicating potential leakage of information or short-term trading activity by informed investors.

Turning into the percentage of significant coefficients estimated by the unrestricted-extended
OLS model, we find that Stocks and R;_5 are the variables most strongly connected to asset
responses amid macroeconomic announcements. Returns at other times frames (minutes) be-
fore announcements are also connected to returns during announcements, despite the fact that
the direction of the relationship is not clear. Among non-market data based regressors, UnFES
and Std are linked to market responses the most, indicating the relevance of UnES for market
predictions. Using the Random forest Importance measure as guidance (i.e., node impurity)?’,
we find that Stocks and R,_5 but also the VIX are highly relevant for predictions (see Table
(6) and Figure 2). As reported by Importance, UnES is the most relevant non-market data
predictor used by Random forest. The fact that past returns have predictable power in fore-
casting returns around data announcements also adds to the pool of evidence in the literature
of failure of the Efficient Market Hypothesis (EMH) on its weak form.

[Please insert Figure 2 about here]

In brief, we show that cross asset returns around US macroeconomic data announcement can

25We evaluate the percentage of positive sign for these three variables only as we do not have a prior for the
relation between past returns and market responses around macroeconomic announcements. The same applies
for the relation between return volatility and market responses around announcements.

26Tf found that positive (negative) responses amid positive (negative) data surprises might be strengthened
by the existing positive (negative) time-series momentum, one could hypothesize that serial correlation in prices
(i.e., momentum) is intensified by economic surprises in the same direction or a series of such surprises, i.e.,
serial correlation in surprises.

27See Appendix A for details.
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be largely explained by variables that represent biases in the behavioral of forecasters, such as
UnES and ESA, as well as market-based variables, such as Stocks and R;_5. Beyond that, we
find that these variables also have some out-of-sample predictability power. Explanatory power
and predictability®® is higher for local stocks and bonds than for currencies and commodities,
whereas local markets are better predicted than foreign markets. Goodness of fit measures
(R? and AIC) indicate that larger models deliver much higher explanatory power but, taking
parsimony into account, bigger models are only preferred when regularized. Contrary to our
results on predictability of economic surprises, in which popular indicator are found to be more
predictable, we find that market returns around announcements of popular macroeconomic
indicators are less predictable than responses provoked by unpopular indicators.

Beyond that, our results suggest that the (regularized) machine learning methods applied
are superior at avoiding overfitting in our data set than simpler models, such as the OLS
regression. No model applied consistently outperforms other methods on producing superior
RMSEs and hit-ratios, however, Random forest dominates other method on point forecast as
it consistently delivers lower RMSEs. We hypothesize that this result might be driven by the
fact that Random forest is the only non-linear method among the models tested. Finally, the
variable Importance measures calculated seems to challenge the myth that Random forest is a

"black-box” method as it allows somewhat for model interpretation.

4.4 Market responses, skewness of economic forecasts and regret

In the previous sections, we observed that the skewness of economic forecasts is strongly and
positively linked to economic surprises and market responses. In the following, we hypothesize
that the relation between skewness of economic forecasts and market responses depends on
failures of our skewness-based model in forecasting surprises. The rationale behind this hy-
pothesis is that if market participants use experts’ forecasts to trade, market responses might
be adversely affected by the skewness of forecasts when they fail to correctly predict surprises.
More specifically, we hypothesize that: 1) if a forecasted surprise fails to predict the direction
of the realized surprise, then the correspondent market response is relatively large and in the
opposite direction to the forecasted surprise (i.e., in line with the realized forecast); 2) if a
forecasted surprise is in line with the realized surprise, then the subsequent market response is
relatively small and in line with both the forecasted and realized surprise.

The intuition of Hypothesis (1) is that a regret effect takes places in asset markets in line
with the models of Loomes and Sugden (1982) and Bell (1982). Therefore, investors that would
be positioned in line with the expected surprises close their losses quickly after the economic
release is made public. Concurrently, when realized surprises are in line with expected ones
(Hypothesis (2)), no additional trading activity is expected from market participants that are

holding such expectations, as it is likely they have positioned themselves according to their

28We consider hit-ratio as our predictability measure as RMSE cannot be adequately used to compare return
forecast of assets with very distinct volatility as in our exercise. We used the median hit-ratio among unrestricted-
extended models to rank the predictability across the different asset classes studied.
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expectations ahead of the specific release®.

One strong assumption made in this exercise is
that the direction of the expected surprise is driven by the direction of the skewness of forecasts,
which is in line with our estimated economic surprise models but not a result found for every
single macroeconomic indicator in our analysis®’.

In order to test the Hypotheses (1) and (2), we specify the following regression models:

Ry = a + Skew; * S; + ¢, (11a)
Ry = a + Skew;" x S} + ¢, (11b)
R, = a+ Skew; *S; + €, (11c)
Ry = a + Skew; xS} + ¢, (11d)

where R; is the market response. Skew; is the skewness in forecasts when it is positive and
Skew; when it is negative. S, is the realized surprise when it is positive and S;” when it is
negative. Hence, explanatory variables in these models are interaction between surprises and
skewness in forecasts. To make the interpretation of the estimated coefficients of these inter-
action terms easier, we run regressions with the absolute value of these explanatory variables.
Importantly, given our assumption that the direction of the expected surprise is driven by the
direction of the skewness of forecasts, we interpret the variables Skew,” * S; and Skew, * S,
as scenarios in which the expected surprise failed to forecast the realized economic surprise. In
the same line, Skew;” * S;” and Skew; * S; are scenarios in which the expected surprise was
successful in forecasting the economic surprise.

Hence, these regressions split the direction of the skewness and realized surprises to map
the four possible scenarios in which the responses can be evaluated: 1) the presence of positive
skewness and negative economic surprise (skewness fails to forecast the direction of surprise); 2)
the presence of positive skewness and positive economic surprise (skewness successfully forecasts
the direction of surprise); 3) the presence of negative skewness and negative economic surprise
(skewness successfully forecasts the direction of surprise); and 4) the presence of negative
skewness and positive economic surprise (skewness fails to forecast the direction of surprise).
The scenarios that give rise to regret are the ones in which the skewness fails to forecast the
direction of economic surprise, thus, the scenarios number 1 and 4.

We note that Eqgs. (11a) to (11d) do perform this four-scenario mapping by implementing
each one of them as an individual univariate model. In order to have enough observations to

run regressions for each of these four scenarios, we do not run regressions at the individual

29 An implicit assumption embedded in Hypotheses (1) and (2) is that market participants that take part in
an economic forecast survey also trade in asset markets (in line with their own forecasts) and that their forecasts
influences market participants who trade in these markets.

30As indicated by Table (2), 93 percent of the estimated unrestricted models for economic surprises have a
positive Skew coefficient.
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economic indicator level but we aggregate observations for all economic releases. Aggregating
surprise data for all the economic indicators within our sample is possible because surprises are
also available as a number of standard deviations from the mean (apart from in raw surprise

format)3!.

[Please insert Table 7 about here]

Table (7) reports the regression results for Eqs. (11a) to (11d) in an univariate setting.
We observe that when economic surprises are negative, the percentage of coefficients found to
be positive is lower than when economic surprises are positive. This indicates that negative
surprises are more linked to negative market responses relative to positive surprises, when the
absolute value of Skew;” * S; and Skew; * S, are used as regressors. This is in line with what
we have expected®?. However, when the skewness of forecasts is positive, the percentage of
positive coefficients is the lowest (7 percent). This result suggests that negative responses are
more frequently linked to negative surprises when the skewness of forecasts fails to correctly
predict the economic surprise. This result is confirmed when we only use statistically significant
coefficients in our analysis, as the percentage of positive and statistically significant coefficients
for the Skew,” x S; is zero versus 100 percent for Skew; * S, . We interpret this finding as
being supportive of our hypothesis that regret affects market participants on trading around
economic surprises.

In line with our expectations, when surprises are positive, the number of coefficients pointing
towards a positive market response always exceeds 50 percent. Nevertheless, the number of
coefficients pointing towards a positive market response is higher when the skewness of forecasts
is negative (87 percent) than when it is positive (67 percent). This finding is confirmed when
only statistically significant coefficients is taken into account in the analysis. This finding
connects to our results when negative surprises are evaluated and supports our conjecture of a

regret effect within economic surprises.

4.5 Market responses through the economic cycle

In section 4.3, we report that the coefficients for expected surprises from growth indicators
as a predictor of market responses are more frequently positive than from inflation indicators,
especially for equities. This observation is in line with our notion that inflation surprises are
more likely to have an adverse impact on equities than economic surprises coming from growth
indicators relative to bonds. In other words, we think that surprises from growth (inflation)
indicators are generally connected to positive (negative) responses of equity markets, whereas
surprises coming from either inflation and growth indicators likely have a negative impact on

bonds. Nevertheless, we can also hypothesize that, in certain periods, inflation surprises are

31The application of these regressions using raw surprise would be biased as the different magnitude of the
multiple economic releases would create a biased relation between the explanatory variable (surprises) and the
explained variable (market response).

32We note that the coefficient sign of the bond returns is reversed by us to be consistent with equity returns
and currencies to what the expected direction of returns given economic surprises is concerned.
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more strongly connected to positive equity surprises, such as during deflationary periods. These
assumptions lead us to conjecture that the impact of macroeconomic indicators in market prices
is time-varying and likely linked to the different stages of the economic cycle. For instance, we
would expect that positive inflation surprises negatively impact equity returns more strongly
during later stages of the economic cycle (when inflation is already high) than during its early
stages or recessionary periods. Hence, we hereby evaluate the influence of the business cycle
into asset market responses amid economic surprises. As our main experiment refers to the US,
we carry out this test for this country alone.

Prior to this test, we must characterize how we split the economic cycle into its different
stages. We make this separation by characterizing the economic cycle as a combination of
three phases: recessions, recoveries and expansions. We identify recessions by following the
classification of the US National Bureau of Economic Research (NBER). Recoveries are, then,
identified as non-recessionary periods for which the US core inflation (CPI) is below two percent,
whereas expansions are categorized as non-recessionary periods for which core inflation is equal
or above two percent.

Subsequently, we apply the following univariate regression model for market responses for

the different asset classes and stages of the economic cycle separately:

Rt,m,s =a+ St,m,s + €, (12)

where Ry, s is the market response calculated around the interval [t-1, t+1], for markets m =
1...4 and stage of the economic cycle s = 1...3, whereas S;,, s are realized economic surprises.
Note that Eq. (12) is identical to Eq. (7) with the exception that economic surprises here
are realizations, rather than expected one. As done in section 4.4, we run regressions using
observations for all releases available to be able to apply them to a large enough sample.
Running a regression per economic indicator after splitting our sample into the three phases of
the economic cycle would likely lead us to poor statistical results.

We report the aggregated (average) coefficients for S, ,,, s per asset classes and per stage of the
cycle in the Panel A of Figure 4. Our first observation is the larger size of coefficients obtained
for equities versus other asset classes, which links to the higher volatility of this asset class
versus bonds and FX. We suspect that the tamed average coefficients for commodities and FX
is caused by the constituents of these two asset classes to be uncorrelated to each other, hence,

33, Secondly, we observe that economic

exhibiting an unclear pro- or anti-cyclical orientation
surprises are associated with larger equity responses during recessions than during recoveries
and expansions. This finding suggests that amid periods of higher economic growth the impact
of positive economic surprises into equities fades. Potential explanations for this relation are
the fact that higher economic growth may have already fueled into higher inflation during

late stages of the cycle or equities may have become expensive by then. Contrary to equities,

33For instance, note from Table 5 that some commodities and currency pairs, such as Gold, USDAUD and
USDCAD have very distinct percentage of positive coefficients linking expected economic surprises and market
responses relative to the other commodities and currency pairs used.
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positive economic surprises are related to negative bond returns, as expected. The magnitude
of bond responses across the different stages of the economic cycle are, though, similar®*. For
FX, average coefficients are all slightly negative but more so during recessions, which may
reflect USD weakness amid positive surprises as it tends to strengthen during recessions. For
commodities, economic surprises are positive and larger during recessions fading as the cycle
enters into the recovery and expansion phases. During expansions, economic surprises are
not associated with higher commodity prices on average. We think that the reason for these
market response patterns for commodities is similar to the one driving reactions for equities:
the marginal impact of economic surprises diminishes amid higher economic growth or stretched
commodity valuations®’.

Additionally, because we also hypothesize that inflation surprises may have an adverse effect
on some asset classes, such as equities, we run Eq. (12) using inflation indicators only. Our
results are presented in Panel B of Figure 4. Our first and most striking observation is that
positive inflation surprises are connected to equity returns in a very different way compared
to how economic surprises are connected to equity returns in general. Specifically, positive
inflation surprises are related to very negative equity market responses during recessions. De-
spite this adversity, this relation seems intuitive as positive economic surprises during recession
can categorize stagflation, when equities clearly perform badly. The recovery phase is when
equities returns are the least negatively linked to positive inflation surprises, which is intuitive
too, as inflation levels are typically not a concern in this period. During the expansion phase,
when inflationary pressures build, equities again perform poorly amid positive inflation sur-
prises, which is also in line with what we would expect. Bonds are negatively linked to positive
surprises across all phases of the cycle, but less so during expansions, which may be justified
by marginal decreasing responses given higher levels of inflation in this phase. For FX, posi-
tive inflation surprises are positively connected to USD strength during recessions and roughly
unconnected to market prices during recoveries and expansions, which might be a result of the
different currency pairs used having very distinct exposure to the economic cycle, as mentioned.
During recessions, though, FX seems to react less negatively when only inflation releases are
used. Similarly to equities, commodities responses show very different relation with inflation
surprises in comparison to when we use surprises from all economic indicators. Commodities
are most negatively linked to positive inflation surprises during recessions, which again may be
connected to a bleak prospectus of commodities during stagflations. During recoveries, positive
inflation surprises remain negatively connected to commodity prices. Though, positive inflation
surprises are connected to higher commodity prices during expansions, indicating that higher
inflation during this phase may be linked to upward pressure in resources and suggesting that

commodities may have inflation hedge properties.

34Opposite to our analysis in section 4.4, the returns for bonds here do not use the reverse sign so coefficients
obtained are consistent with ones for equities.

350ur results are qualitatively the same when we carry out a similar exercise for local markets (equities and
bonds) only and growth indicator-only. Note that growth indicators are 33 out of 43 used in our analysis.
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4.6 Robustness tests
4.6.1 Economic surprise models across regions

As a robustness test, we apply Eqs. (5a) and (6) across other regions, namely, Continental
Europe, the United Kingdom and Japan®S. Table (8) indicates that our results for these three
regions are qualitatively the same as the ones reported for the US: unrestricted models tend
to improve the R? of anchor-only models and the coefficients for the ESA and Skew factors
are mostly positive (the expected sign). These two coefficients are positive between 56 and 75
percent of all times, which is however lower than the percentage of correct signs found for the
US. Yet, among coefficients for all factors (including control variables), ESA and skew remain
the ones that are mostly positive. Moreover, in significance terms, models (anchor-only and
unrestricted) for Europe, Japan and the United Kingdom perform worse than the US model,

as the percentage of coefficients that are significant are, in general, lower than for the US.
[Please insert Table 8 about here]

We conjecture that the difference in presence of biases in macroeconomic forecasting across
the different regions might be explained by the number of experts dedicated to macroeconomic
forecasts across these countries. The average number of analysts providing forecasts across all
indicators and through our sample is 44 for the US. For Europe, Japan and the United Kingdom
this number is, respectively, 9, 13, and 15. We argue that, as the number of forecasters increases
for a specific indicator or within a country, it becomes more likely that 1) convergence towards
the previous release happens simply by the law of large numbers; 2) forecasters possess private
information; 3) such private information is revealed by the skewness in forecasts, given strategic

behavior by experts.

4.6.2 Economic surprise models through time

We check how the strong relations found between economic surprises and the ESA and Skew
factors in our main analysis behave through time. To perform this stability test we employ
a panel regression version of the Eq. (6), our main predictive model for economic surprises.
We use a panel regression®” because, as we mostly use monthly data, rolling regressions using
a single indicator would hardly contain enough observations to capture statistically significant
links between surprises and explanatory variables. Given that economic surprises and some
explanatory variables, such as £ SA are expressed in different scales, we have normalized them
into z-scores.

Our results are reported in Figure 4, which depicts the coefficient values and p-values of
predictors ESA, Skew, Std and SurvLag through time. We observe that the coefficients for
variables FSA and Skew are positive and statistically significant, with few exceptions. At the

same time, the signs of the coefficients for Std and SurvLag are unstable, fluctuating between

36The overview of macro releases for these regions can be provided under request
3"We use a fixed-effect panel regression model. As an alternative method, we test a pooling regression model.
This method delivers results that are qualitatively the same.
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positive and negative, beyond being mostly statistically insignificant. Additionally, we observe
that at the start of our sample the magnitude of the ESA coefficient is more than twice that
of the coefficient of Skew, indicating a much larger impact of the normalized ESA into the
estimated economic surprise. Nevertheless, the magnitude of the coefficient for Skew steadily
increases through our sample and after 2009 it becomes structurally larger than the one for
ESA. This behavior reiterates our main findings, which suggest that both ESA and Skew are
strongly connected to economic surprises. It also indicates that the Skew factor has gained
relevance lately, whereas the impact of our anchor-based factor (EFSA) has diminished through

the sample evaluated.

[Please insert Figure 4 about here]

4.6.3 Expected and unexpected economic surprises

As an additional robustness test, we compare how expected economic surprises are linked to
market responses vis-a-vis to unexpected surprises. As earlier mentioned, expected surprises
are the ones that can be predicted, in line with Campbell and Sharpe (2009). In this study, we
have used the anchor-only and unrestricted models, as given by Egs. (5b) and (6), to estimate
expected economic surprises. In contrast, unexpected surprises are the residual component of
surprises. In other words, the unexpected surprise is the part of the economic surprise that
cannot be forecasted. We link market return around macroeconomic data announcements with

expected surprises and unexpected surprises via the following two-component response model:

Ry = w + 01 E[S;] + 02(S; — E[Sy]) + €, (13)

where E[S;] can be provided by either the anchor-only model or by the unrestricted economic
surprise model, and S; is the realized surprise. Essentially, the goal of running such a re-
gression model is to understand and compare whether and how market prices react to the
two-components of economic surprises: the predictable component of surprises (by evaluating
1), and the unpredictable portion of economic surprises (by evaluating ds.).

In order to compare how market responses can be explained by expected surprises versus

unexpected surprises, we also run the following unexpected-surprise response model:

Ry = w+ 03(S; — E[Sy]) + €, (14)

The estimates of Eqs. (13) and (14) are provided by Table (9) aggregated across the
43 US economic indicators used. Panel A reports the R? as well as the percentage of J;
and Jy coefficients that are significant for both the anchor-only (two-components) response
model and the unrestricted (two-components) response model. Our findings suggest that the
coefficient for unexpected surprises is often significant, on average 62 and 59 percent of all times,
respectively for the anchor-only and unrestricted models. Nevertheless, the expected surprises

are also frequently significant, but less so than for unexpected surprises. Still, because expected

25



surprises are significant in 22 and 32 percent of all times, we conclude that market responses are
also strongly linked to expected surprises, not only unexpected ones. The fact that expected
surprises are more significant in unrestricted models versus the anchor-only model, and that
unexpected surprises are less significant for the unrestricted models reiterate our results that
factors beyond ESA are informative in predicting surprises, such as Skew.

[Please insert Table (9) about here]

Panel B of Table (9) compares the R? of univariate unexpected response models for the
anchor-only and unrestricted response models with the explanatory power of their two-component
(multivariate) counterparts in an aggregated basis. At first glance, we see that the average
explanatory power delivered by the anchor-only and unrestricted-based unexpected surprise
models are quite similar, suggesting that the unexplained portion of the surprise as mod-
elled by these two approaches is comparable. When we compare the average R? delivered
by the two-component models with the ones delivered by unexplained surprises only (across
anchor-only and unrestricted models), it seems that R? for the two-component models is only
marginally higher, by roughly one percent. Nevertheless, when we evaluate the percentage
gain in R? delivered by the two-component models (versus the unexpected-surprise models),
there is an indication that the two-component models increase the explanatory power of the
unexpected-surprise models quite substantially. This gain is roughly 50 percent on average,
across anchor-only and the unrestricted model. This finding indicates that the predictable
portion of surprises adds substantial explanatory power to response models relative to the ex-
planatory power of unexpected surprises-only models. These results contribute to our findings
that expected surprise models comprise a relevant source of information on estimating market
responses around economic surprises.

Further, for expected surprises the percentages of significant coefficients is roughly the
same for the popularity-weighted and the un-weighted averages. This findings are in line with
our earlier observation that responses connected to surprises of popular indicators are just as
predictable than responses provoked by unpopular indicators. In contrast, we observe that
the percentages of significant coefficients for unexpected surprises is higher for popularity-
weighted and the most popular indicator than for the un-weighted average across anchor-only
and unrestricted surprise models. In the same vein, the percentage gain in R? delivered by the
two-component models is lower for popular indicators than for the average indicator, reflecting
that the explanatory power added by expected surprises (on top of the R? produced by the
unexplained portion) for popular indicators is less than for the average indicator. These findings
indicate, despite expected surprises being connected to market response across indicators of
any level of popularity, for popular indicators, the unexpected component of surprises is more
prevalent than the expected one than for un-popular indicators. In other words, the unexpected
component of surprises for popular indicator dominates their expected component, which is
happens at a lower frequency for un-popular indicators.

In this way, our findings diverge from the bold conclusion of Campbell and Sharpe (2009)

that traders “look-through” the bias. Nevertheless, our results differ from theirs partially
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because we use a much broader set of (un-popular) economic indicator. When we focus on
the set of popular indicators used by these authors our results are more in line with theirs, in
which unexpected component of surprises is the main explanatory variable of market responses
(despite not being the only one). Hence, the link between expected surprises and market
responses is more prevalent in a set of less popular indicators, despite the fact that biases are

more pervasive on popular indicators.

5 Conclusion

This paper investigates how forecasters biases, both cognitive and rational, are associated with
future macroeconomic surprises and their respective market responses around announcements
in the US. We empirically confirm that the anchor bias previously recognized in the literature
remains pervasive but we show that higher moments of the distribution of economic forecasts
are also informative on predicting surprises. Particularly, our results suggest that the skewness
of the distribution of economic forecasts provides reliable information to predict economic sur-
prises. Whereas anchoring has clear behavioral roots, we assume that the information contained
in the skewness of forecasts reflects a rational bias. This assumption builds on the literature
on strategic behavior by forecasters, who have dual and contradicting objectives, i.e., forecast
accuracy and publicity. According to this stream of research, forecasters typically stay close
to the “pack” (herding) but eventually, when in the possession of what they perceive to be
private information, they intentionally issue off-consensus forecasts, contributing to a highly
skewed distribution of forecasts. Our results, thus, suggest that professional forecasters often
possess private information and that they do make use of it by issuing controversial (and in-
formative) forecasts. Additionally, we find that the relevance of the rational bias in predicting
economic surprises seems to steadily increase through time and relative to the anchor bias. Un-
der these conditions, macroeconomic surprises are, at least, partially predictable. Predictability
is, though, stronger for popular indicators, suggesting that as we move from widely followed
indicators towards less watched ones, biases become less pervasive. In the same vein, we show
that predictability and the strong link between macroeconomic surprises and forecast skewness
also holds for other countries/regions, such as Continental Europe, the United Kingdom and
Japan, however, to a lesser extent.

A possible consequence of economic surprises being predictable is that responses observed in
asset returns around macroeconomic announcements are also predictable. Our findings confirm
this hypothesis in-sample and, to a lesser degree, out-of-sample. We identify that forecasts
made using our unrestricted-ertended economic surprise models outperform simpler models on
forecasting market responses across the four asset classes studied. The success of these models
is partially associated to the expected economic surprises modelled and partially linked to past
returns, challenging the Efficient Market Hypothesis (EMH).

Asset returns around announcements of highly-followed macroeconomic indicators are as

predictable as around releases of unpopular indicators, despite economic surprises being more
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predictable for popular indicators. Nevertheless, market responses around announcements of
popular indicators are more frequently linked to the unexpected component of surprises than
unpopular indicators are. We report that returns of assets that are sensitive to the fundamentals
being revealed by macro announcements (local equities and bonds) are more predictable around
such events than foreign markets, currencies and commodities. In addition, economic surprises
are found to link to asset returns very distinctively through the stages of the economic cycle,
and they strongly depend on whether economic releases are inflation- or growth-related. Our
results also suggest that machine learning techniques outperform OLS regression models in
point forecast, possibly due to their non-linear nature. Undoubtedly, the regularized machine
learning models applied by us are superior than OLS regression at avoiding overfitting in our
data set.

Yet, when forecasters fail to correctly forecast the direction of the economic surprises, an-
other bias seems to play a role in explaining market responses: regret. We identify the presence
of this cognitive bias as we find that negative (positive) market responses are more pervasive
when the skewness of forecasts failed to correctly forecast surprises. Future research is war-
ranted to strengthen our conclusions on the matter. Extending our findings to other cases, such
as the forecasting of quarterly earnings releases, seems a natural next step to take. Improving
our skewness-based forecast approach by the use the skewness of top-quartile forecasters also
may strengthen our findings further.

We conclude with the four key implications of our findings: 1) a better understanding of
the “market consensus” and of the informational content of higher moments of the distribution
of macroeconomic forecasts by regulators, policy makers and market participants; 2) the chal-
lenge of standard weighting schemes used in economic surprise indexes, which we find can be
improved by changing from “popularity” (or “attention”)-weighted to un-weighted, as market
responses around announcements of popular indicators are not more predictable than responses
around releases of unpopular indicators; 3) the proposition that advanced statistical learning
techniques should be used to refine the forecast of market responses amid macroeconomic re-
leases, especially when such methods prevent overfitting and are somewhat transparent; and 4)
the opening of a new stream in the literature to investigate regret effects in asset price responses

around announcements of forecasted figures.
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A Appendix

A.1 Ridge regression

The Ridge regression (Hoerl and Kennard, 1970) is a shrinkage method, similar to the Least
Absolute Shrinkage and Selection Operator (Lasso) of Tibshirani (1996). The main difference
between the Lasso and Ridge regression is that the former translates each coefficient by a
constant factor ¢ (typically ), truncating at zero, whereas the latter applies proportional
shrinkage. The main consequence of such difference is that shrank coefficients by Lasso equal
to zero, whereas for Ridge regression coefficient approach zero as limit. Therefore, the Ridge
regression only applies shrinkage and not shrinkage and variable selection simultaneously, which
should help forecast accuracy but does not improve model interpretation as the Lasso does.
Thus, regression models shrank by Lasso are sparse version of the original regression model,
whereas Ridge regressions are not.

The regression coefficients obtained by the Ridge methodology applied (8}) are estimated

by minimizing the quantity:

d i —Bo—) Bxi)*+¢Y B =RSS+¢> B (A1)
j=1 j=1 j=1

i=1
where ¢ is the tuning parameter, which is estimated via cross-validation. The cross-validation
applied uses three equal-size splits of our train data set. For a comparison between Ridge

regressions and the Lasso, see Hastie et al. (2008).

A.2 Random Forest

Random forest is a decision tree-based method derived from bootstrap aggregation (i.e., bag-
ging). Bagging entails fitting a regression many times by applying bootstrap to the train data
set and, then, averaging the predictions of each model. The goal of applying bagging is to re-
duce a predictions’ variance by averaging. As decision tree typically suffer from high variance,
ensemble methods such as bagging, Random forest and boosting are warranted for better pre-
dictive accuracy. As mentioned, Random forest builds on bagging by growing a large collection
of trees with the nuance that they are imposed to be as de-correlated as possible. Similarly
to bagging, after de-correlated trees are grown as a 'random forest’, then, predictions coming
from them are averaged into a single prediction.

The Random forest (regression) predictor is given by:

) = 3 S T(r:6) (A.2)

where, B is the number of T'(-) trees grown, O, is the set of characteristics of the bth tree to
what it concerns the split variables, cut-points at each node and terminal-node values and z is

the set of explanatory variables. For details on decision tree, which is the basic building block
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for Random forest, see Hastie et al. (2008).

A.3 Variable Importance measure

The Importance measure applied in our study®® computes the average node impurity across all
trees grown by the Random forest, reflecting how optimum partitions made by the different
explanatory variables at each node compare with a 'pure’ node, i.e., a constant fit over the
entire region.

The natural starting point for the calculation of the Importance measure (V,) per variable

v =1...V is a single decision tree T" as follows:

VAT) = ) GI(w(j) =v) (A.3)

where, the sum collects the importance of each variable v across the total number of nodes J
of the tree. At each node j the input variable in analysis splits the region into two sub-regions
associated with a boundary level, where sub-regions are either equal or higher than or smaller
than the boundary level utilizing function w(-). The variable chosen to make this split is the
one that maximizes the improvement (versus the previous nodes in this branch) Z? in squared
errors achieved in this node relative to the decision of no partition, i.e., a "pure’ node.

As in Random forest many trees are utilized, the Importance measure per tree (V2(T))
has to be aggregated into a overall model Importance measure, which is achieve by averaging

Importance across the total number of tree M:

M
1
m=1

For more details on Importance measures see Hastie et al. (2008).

38Note that there are alternative Importance measures that can be used in Random Forest and in other
tree-based algorithms.
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Table 1: Overview of US macro releases

This table reports the 43 US macroeconomic indicators used in our main analysis. Indicators are classified as
either growth or inflation related. Column Start reports the date that the time series of each macroeconomic
indicator begins. Column F'requency reports in which frequency the indicator is released, where @ stands for
quarterly, M stands for monthly and W stands for weekly. Release time reports the typical (most frequent)
release time of the indicator in GMT time. Direction states the potential directional adjustment, represented
by -1 when the given indicator reports a quantity that is inversely related to growth or inflation. The column
Stationary shows if an indicator’s series is stationary; a stationary adjustment (i.e., towards 6 months

differences) is applied within our data manipulation step so the series can be modelled using our methodology.

# ‘ Indicator name ‘ Type ‘ Start ‘ Frequency ‘ Release time ‘ Direction ‘ Stationary
1 US Initial Jobless Claims SA | Growth | 31/12/96 W 14:30:00 GMT -1 No
2 US Employees on Nonfarm Payroll | Growth | 02/01/97 M 14:30:00 GMT 1 No
3 U-3 US Unemployment Rate Total | Growth | 07/01/97 M 14:30:00 GMT -1 No
4 US Employees on Nonfarm Payroll Manuf. | Growth | 08/01/97 M 14:30:00 GMT 1 Yes
5 US Continuing Jobless Claims SA | Growth | 09/01/97 W 14:30:00 GMT -1 No
6 ADP National Employment Report | Growth | 09/01/97 M 14:15:00 GMT 1 No
7 US Average Weekly Hours All Employees | Growth | 10/01/97 M 14:30:00 GMT 1 No
8 US Personal Income MoM SA | Growth | 10/01/97 M 14:30:00 GMT 1 Yes
9 ISM Manufacturing PMI SA Growth 14/01/97 M 16:00:00 GMT 1 Yes
10 US Manufacturers New Orders Total | Growth | 14/01/97 M 16:00:00 GMT 1 Yes
11 Federal Reserve Consumer Credit | Growth | 16/01/97 M 21:00:00 GMT 1 No
12 Merchant Wholesalers Inventories | Growth | 17/01/97 M 16:00:00 GMT 1 Yes
13 US Industrial Production MOM SA | Growth | 17/01/97 M 15:15:00 GMT 1 Yes
14 GDP US Chained 2009 Dollars QoQ Growth 28/01/97 Q 14:30:00 GMT 1 Yes
15 US Capacity Utilization % of Total | Growth | 03/02/97 M 15:15:00 GMT 1 Yes
16 US Personal Consumption Expenditures | Growth | 03/02/97 M 14:30:00 GMT 1 Yes
17 US Durable Goods New Orders Ind. | Growth | 25/02/97 M 14:30:00 GMT 1 Yes
18 US Auto Sales Domestic Vehicle | Growth | 04/03/97 M 23:00:00 GMT 1 No
19 Adjusted Retail & Food Service | Growth | 26/03/97 M 14:30:00 GMT 1 Yes
20 Adjusted Retail Sales Less Autos | Growth | 03/07/97 M 14:30:00 GMT 1 Yes
21 US Durable Goods New Orders Total | Growth | 16/07/97 M 14:30:00 GMT 1 Yes
22 GDP US Personal Consumption Change | Growth | 12/08/97 Q 14:30:00 GMT 1 Yes
23 ISM Non-Manufacturing PMI Growth 26/11/97 M 16:00:00 GMT 1 No
24 US Manufacturing & Trade Inventories | Growth | 12/12/97 M 16:00:00 GMT -1 Yes
25 Philadelphia Fed Business Outlook | Growth | 13/08/98 M 16:00:00 GMT 1 Yes
26 MNTI Chicago Business Barometer | Growth | 08/01/99 M 16:00:00 GMT 1 Yes
27 Conference Board US Leading Ind. | Growth | 14/05/99 M 16:00:00 GMT 1 Yes
28 Conference Board Consumer Conf. | Growth | 01/07/99 M 16:00:00 GMT 1 No
29 US Empire State Manufacturing | Growth | 13/06/01 M 14:30:00 GMT 1 Yes
30 Richmond Federal Reserve Manuf. | Growth | 13/06/01 M 16:00:00 GMT 1 Yes
31 ISM Milwaukee Purchasers Manuf. | Growth | 28/12/01 M 16:00:00 GMT 1 Yes
32 University of Michigan Consumer Sent. | Growth | 25/07/02 M 16:00:00 GMT 1 No
33 Dallas Fed Manufacturing Outlook | Growth | 15/11/02 M 16:30:00 GMT 1 Yes
34 US PPI Finished Goods Less Food & En. | Inflation | 30/01/03 M 14:30:00 GMT 1 Yes
35 US CPI Urban Consumers MoM SA | Inflation | 30/04/04 M 14:30:00 GMT 1 Yes
36 | US CPI Urban Consumers Less Food & En. | Inflation | 26/05/05 M 14:30:00 GMT 1 Yes
37 Bureau of Labor Statistics Employment | Inflation | 30/06/05 Q 14:30:00 GMT 1 Yes
38 US Output Per Hour Nonfarm Business | Inflation | 25/10/05 Q 14:30:00 GMT -1 Yes
39 US PPI Finished Goods SA MoM% | Inflation | 02/08/06 M 14:30:00 GMT 1 Yes
40 US Import Price Index by End User | Inflation | 31/07/07 M 14:30:00 GMT 1 Yes
41 US GDP Price Index QoQ SAAR | Inflation | 05/02/08 Q 14:30:00 GMT 1 Yes
42 US Personal Con. Exp. Core MOM SA | Inflation | 26/01/09 M 14:30:00 GMT 1 Yes
43 US Personal Cons. Exp. Price YOY SA | Inflation | 05/02/10 M 14:30:00 GMT 1 Yes

33



968 €26 oIV

%01 %V g4 AOPIS
%1 %z ¢t URIPOIN
%BLT %Y 2 UedI

Ayirenb [9poIN - D [PURd

€C0 Al

TG0 S}209S
0€'0 qmory)
670 Bul

€6°0 MaN§
960 derjaing
9¢°0 P1S

880 T80 VSd
960 L¥°0 jdeoreyuy

SHULIOY20D 9AIjIsod JO a8rjusdiad - g [ourd

€50 AI

L0°0 S}0IS
€e0 qimorn
91°0 pur

cL'0 MONS
070 Jeqaing
ge'o P1s

190 990 Vsd

44 geo gdedraquy

1070%] 1od 90UROYIUSIS [RIIISIIRIS JO 98RIUDID] - Y [oUued

pajorIysaIu) 7 A[uo-1oypuy 7 PPOIN

(DIV) BHOILL) UOIRULIOFU] OYIeyy 0SRIoA® Se [[oMm SB ‘SUOISSOIS0I 0g10ods-103edIpul [[@ SSOI0R PaAdIe (,37) 1emod Arojeur[dxe oty

JO UOI)RIADD PIRPURI)S PUR URIPOW ‘UedW o1} $310dol () [oURJ "SIOJRIIPUI OTWOUOIDOIIRW §() JO SOSLIAINS OTUWIOU0Dd I0J S[OPOUL UOISSOIS0I POOLIISOIUN puR AJUO-IOYDUR
SSOI0® SJUSIIIPo0D 9A1}ISOd Jo oFejuedtad oy sprodor g pued ‘[oAs] juedIod ()T oY) JB JURIYIUSIS AJ[RII)SIIRIS OIe SIOJRIIPUL JIWOUOID0IIRW () €F U7 I0J UILI SUOISSOIIoI
[BNPIATPUI 97} SSOINR 7§/ O} JO JuadIad G Jer} SURSUW [opOW A[UO-IOUDUR 9} UIIIM d[qRLIRA J/ G/ 9} I0] PUNnoj ¢g'() ‘o[durexs I0, "SIOJRIIPUI JTUWIOUOIDOIIR

G Jo sosuIdins oIuIou099 I0J S[POUW UOISSISAI PIJOLIISOIUN pUe AJUO-IOUOUR SSOIDe SHUSIOIJe0d JUedyIusis A[[eorisiie)s jo afejusdiod a1y syrodal y [oueg

SN 93 JI0J s[epour astidIns JIWOU0ID PadLI)salun pue (Pajdli)sal) A[uo-ioyoue Jo synsal pajeda133y :g o[qelL

34



35

- - %0 %TT %0 %1 %8L %ee %TT %29 %IT - - %29 %0 - - s1ogeotput remdod jsow jo HG7Pd

- - %z %S %€ %9 %SL %6¢ %LT %0L %8 - - %9 %9 - - 0S%d Jo % ParysSem-Ayurendoq

- - %S %S %S %S %0L %82 %61 %29 %eT - - %8G %L - - (DS79d) syueryeod JuedyuSLs 23 oa1sod jo %

- - - - - - - - - - - e1¢e- %8T - - z1e- %61 s1oyeorpur rendod jsowt jo oFeIoAy

- - - - - - - - - - - 201 %LT - - 0Tt %0p | oBetoar pajySom-Ayurendoq
%ET - - - - - - - - - - 968 %L1 - - €06 %L'€ | eSemay
%S0 43 00 00 00 00 #x9°0 00 10 %10 00 8TST- %Il 00 00 ¥eS1- %1 | puedxy uondwmnsuop) [euosiod S
%ET 1T 00 00 00 00 o 1°0- #%9°0- 10 00 6891~ %LT 1°0- #x0°0 0991- %I | puadxy uondwnsuo) [euosiod SN
%TT g 00 00 %00 %00 #4xG€ 00 +7°0- #5xE0 00 8ETT- %IV | 4x400 00 6811- %6 | YVVS DOD Xepu] ooud JAD SN
%0 € %070 00 00 #x0°0 P ##x€0 00 k10 00 LL9T-  %ET 00 00 1991- %I | N pud £q xopuy 90t yodw] §n
%9°€ 4 00 00 00 00 #+0C sk 0 #40'T s 0 #4x0°0 €6ST-  %6T | ##+C°0 00 PEGT-  %ET | %INOIN VS spoon paystutg 1dd SN
%0°€ 14 00 10 00 00 70 510 10 510 00 060T-  %ET | %10 ##x0°0 OTTT- %€ | shg wrejuoyN oy g mdinQg g0
%8 01 00 00 %00 00 00 1°0 1°0- 00 00 8T1L- %01 00 00 8LL- %1 | dwg sonsiye)g 1oqer jo neaing
%€ g 00 00 %00 00 70 #4770 €0- 1°0- #+0°0 €89T- %6 | sx1°0- 00 VILZ- %G | O $S9TT smowmsuop ueqi() [dD SN
%8¢ 12 00 00 00 00 s LT 55xC 0 z0 sekkG 0 #x0°0 80Ve-  %IT 00 00 6992 %I | VS INOW swownsuo)) ueqif) 14D SN
%¥'e 4 00 00 00 00 «I'T 5180 g0 sk 0 #x0°0 VELT-  %8T | s#x€°0 00 G88T- %6 | 004 sso] Spooy) paysIuLg Idd SN
%20 4 1°0- Ges- €0- 10 €0 00 L0- #%9°0 80 699 %PT | 4490 € 4] %8 | onnQ Surmjoenuely pag sefreq
%9 € 00 16 #x1°0" #%C°0 #4x 1T 00 €0 —e(] 11 G607 %6 | xxxG0 %C0" 601¢ %€ | ewnsuoy eSO jo LYIsIoAtuf)
%10 00 00 61 g0 g0 60 #+C°0" 70" 10 #4101 9¢r  %el 00 00 5% %0 | JNUBIN SIOSRUDIN SONNRM[I NSI
%20 81 00 129" z0- 70 #4x €€ 10 #4G'T 20 e 696 %ST z0 01" 0L6 %1 | JNURIN OAIOSNY [RIOPO,] PUOWIYONY
%L1 1T #8°0- ®LE" 10 z0 - 1°0- 01 10 0¢ 89CT %I z0 ¢0- TLel %1 | Sutmjoepnuely oye)s sndwy SN
%' 1 1°0- 90~ 1°0- 70 #x9°C 00 10 w5%9°0 €0 GZET  %0T | sxxl0 €0 PIVI %P1 | JUOD ISWNSUO)) PIeOd 9DUSIYUO)
%9'C 9 00 00 +x0°0 %00 #450'C 8GO z0 skkG 0 #x0°0 TT€C-  %SE | xx10 %00 8GET- %9 | UI Suiped] g[) pieog S0uLIJUOD)
%S'T 4 00 4 z0 10 +9°C 00 20 %70 9T €621 %9 %670 #xL°0 89€T %€ | Iereworeq ssoulsng o8esry) ININ
%S'T 9 #4060~ T8I- 00 1°0- +4%6'C 1°0- «1T- z0 w4k €L VTl %Gl | 4x€0 L0- 8ELT %z | 1O ssouisng pag erqdepe[iyd
%ST L 00 00 00 00 wax QT 00 #%9°0- sokkC 0 #+0°0 T81T- %V | 4«10 00 LVeT-  %C | ueauj opei], 23 Sulmjdejnuely §n
%9'T 9 107 4a8TE 410" 1°0- T skl 0 £6°1 #xV°0 %979 VP %ST | V0 10 LG¥ %¥% | IAN SutmjoemuelN-uoN NSI
%S0 € #x0°0 00 00 00 z0 00 20" «1°0 #+0°0 00¥T-  %0T | 4«10 00 OVI- %P | 4D uondumsuop) [euosiod SN dAD
%¥'1 o0 00 00 5500 00 «FT 20 1°0- %10 00 TL0T-  %ST 00 #+0°0 GG0T- %0 | OL SWPIQ MON SPoop) d[qein(] S
%8'T 4 00 00 00 00 #+0C z0 g0 5xE°0 00 GEST-  %8T | %460 00 €EGT- %I | MV Sso s9eg [re10Yy passnipy
%r'e ¢ 300 00 00 00 - 10 P 5580 00 GLVT- %98 | sxxG0 00 9TF1-  %IT | 9dIAI0G POO] 29 [rejoy pajsnlpy
%T'T € 1 +986¢- 8 1€- k0 0 450 00 9¢1- €029 %€T | x4x€0  sxx9FIT  €5T9 %6 | PIPIYRA dlysewo(] so[eS 0y S}
%€ S 00 10 5500 00 Iy 4 w70 #4480 4xx00 00 L80T-  %ST | 4xx1'0 00 080T- %G | Ul SPIO MON SPoon) d[qein( SN
%S°€ 4 00 00 %00 00 00 %00 z0 sckkG 0 #+0°0 8VCC-  %ST | #xx1°0 00 VIve- %6 | puedxy uondwnsuop) [euosiod SN
%T'€ S %00 00 00 00 #ax6'T 00 £G°0 55xE0 00 8T6I-  %VL | %xC0 00 €902~ %€ | LJo % uonezinn Lyoeded gn
%8S 6 00 00 00 00 w4l T #x1°0 €0 ] #+0°0 L8LT- %6 %00 00 0981- %I | Od sefiod 600¢ Paureyd SN daD
%L€ € 00 00 00 00 - w170 70" #5xE0 00 OV61-  %¥C | %40 £0°0 960z~ %L | S INOIN uononpoid [erisnpuy g
%1 6 00 00 00 00 60 z0 20" ali) 00 96LT- %6 %10 #+0°0 8061~ %I | OJUSAUJ SIS[ESI[OYAN JURYDIDIN
%6'T 8 L GTR9G-  #x98T #40EG" 50 0 0 0 $96 29901 %8 10 £6'899  CTLVIT %1 | IPOL) I0WNSUO)) 0AISOY [RIOPA]
%0°€ L 00 00 00 00 10 10 550" «1°0 «0°0 89T %L 00 00 LLLT- %1 | OL SI9pPIQ) MON SIOINORIMUBIN S()
%LE g 00 «7'GT 00 00 T 00 10 10 fatd 6£6 %S +C'0 10 966 %T | VS IINd Suumoenuey NSI
%V'e [ 00 00 400 00 stk €€ k€0 z0 sekkG 0 #+0°0 6012 %SV | %10 #x0°0 €918~ %€ | VS INOIN dWwoou] [eUosd S
%9°0 00 00 90 00 00 +44€'C 00 +8°0 «7°0 00 961~  %LT 1°0- 00 €81~ %0 | WH [V SIMOH A[eop\ 98e1AY SN
%60 €1 1- 90¢ 1- 14 0 0 0 0 «67 621 %El 10 G'98LE (4384 %1 | 1odey juewfojdury [euonreN JAqV
%E0 i4 sk | 901- Al 0 0 sork0 0 sk #4508 O0T6LT %8 | #x+€£°0 4 VP6LT  %T | S swre[) sso[qof Sumuiuoy) §n
%6°0 8 66 L9LTTT 4« 1L6T 265" - 0 sk [~ 0 Gegl L867 %91 %0 #%x6009-  €00S %e | lo1deq wrejuoN uo seofojdwy S
%EF 00 00 00 00 00 A #x0°0 10 00 00 29€e- %Il 10 #%x0°0 16Ve- %0 | [esol, oyey juewkordwoun g €-N
%V o0 ne TLl- 1 G- #4x€00°0 10000~ %1000~ 0000°0 #x08 R8¢ %8 1°0- #x01" 1619 %0 | 101keq wrejuoN uo seefojdwy S
%0 o0 #xxECC  89FVT- 8¢e 8°28¢ 4 00 z0- 1°0- 0°98¢6~  GT6IT %L | sx10- 8871 1062¢ %0 | VS swrer) sss[qor [eru] g
1qSom i ures ;37 x XIA SY00}S  UImoIr)  uorpegur MmaNS erjang P3S lopouy  ydeoreyur DIV o i loyouy  ydeoreyur oIV e S10550180Y] / So1ys1IRIG

Ayrendog i [opowr pajorI)saIu) i Topowr ATUO-I0youy i PPOIN

‘ordures Ino Ul 103eOTPUL USALS ® I0J S)seda10] opraoad jeyy) sisA[eue Jo equnu oy} Sursersar Aq Ajurendod
QINSBOUI DA\ "9SB( Se SIOJRIIpUL [[e ssoroe arnseswt Ajremdod Ino Jo wns oy} sosn a[qe) oY) Jo uwnjod jse| ayy ut papraoid jysrem Ajureindod oy [, "A[earjoadsar ‘Joas]
JueoI0d UdY PUR ‘DAY ‘OUO 9} I 9OURIYIUSIS 9JRIIPUL 4 PUR ‘. ‘, .. SYSLIOISE O], ‘SIOLId PIRPURIS JUAIOPO0d aNduod 01 syuour)snlpe 1Sop) -AomoN 9sn 9p\ “I0jedIpul

orurou0sd 1od pojrodal ore S)MSOI UOISSEISeY 'SosLIdINS DIUIOU0Id I0f S[OPOUL UOISSOISeI POIOLIJSAIUN pue (PajoLrysol) A[Uo-Iordue Jo symsor s310dal Moaq d[qe) o],

J07edTpul J1oU029 19d sasridins DTOU0Id J0J S[oPOW PajdLIjsaIun pue (pajodLIjsar) A[Uo-IOydue Jo syMsay :¢ S[qe],



%6~ %00T %001 %V %V~ ¥0 6% 67 ¢0- 0 avodasn
%CTT- %001 %06 %01 %0 01 8'8- 6°L- 8°0- 0°0- anvasn
%L~ %00T %101 %9 %L~ ¥0 [y [y €0 ¥'0 AHOdSN
%1 %001 %811 %11~ %L~ 1°0- LY 9°4- g0 €0 Adrdsn
%S~ %00T %c01 %€ %S- €0 1°6- €'g- ¢'0- €0 qnyadasn
Yo~ %001 %16 %8 %1 €0 Ly [ ¥'0- 0°0- dgOdsn
%¥1- %001 %36 %L1 %3 €1 9'6- 8'8- 01~ (Al 1oddop
%9~ %00T %011 %ET- %¢€ 70 €9 6'9- 80 c0- PIOD

%L %001 %06 %2~ %cT g0- 9L 8'9- 0 6°0- IO ILM
%6 %00T %601 %3~ %L~ 9°0- c'9- 8'9- 10 0 no Lot
%ET %001 %16 %01 %1- €0- L'¢- Ve €0 00 910N-T, 42
%8 %00T %V6 %L %0 1°0- ¢l ¢l 1°0- 00 pung £g
%01 %001 %1l %L~ %V 1- 6°0- G'8- €01~ 90 (] 00THSLA
%Ve %00T %V1T %L~ %L~ I [ ¢91- 6°0 01 XX0}§-0mH
%< %00T paYdus %1- %1- G 0- G'6- L6~ 1°0 10 005d7S

[09+%T+3] | [T+3 ‘09 | [143 ‘T9] | [1-% ‘0] | [og-09-3] | [09+3T+3] | [1+3 ‘09-9 | [T+3 ‘T9] | [1-3 ‘0g-9] | [0€-3 ‘09-%]
[ury+9 ‘urQ9-9] jo oSejusoiod sy 7 (sdg ur) onjosqy
sosuodsor jeyIewr aA1yeSou 10] (YY) WInjal aferose aanyenwiny) - g pued

%6~ %00T %L8 %S %L 9°0- 9 Ve €0 g0 avodasn
%61 %001 %S0T %C- %8~ a1 0'8 '8 ¢0- €0- anvdasn
%L %00T %ETT %8- %8~ 70 87 Ve ¢'0- ¥0- AHOASN
%cT %001 %96 %L %8~ L0 09 8'G 70 c0- Adrdsn
%1¢- %001 %S0T %1~ %€~ T'T- 1'¢ Ve 1°0- ¢0- HNaasn
%01 %00T %V1T %0 %V1- 0 9¢ 'y 00 G0- dgOdsn
%€¢€ %001 %011 %9 %BLT- 9¢ 62 8'8 g0 €1 1oddop
%V %00T %c6 %TT %€- €0 LL T’ 80 €0- PIoD
%06~ %001 %8 Yol %1 6°1- g8 L9 90 [ IO ILLM
%1T %001 %€0T %S %8~ V1 €9 99 €0 G'0- no Lot
%E¢C %001 %96 %L %8~ 90 ¥'e €¢ o 1°0- 910N-T, 4
%02 %001 %¥0T %1~ %¢- ¢0 't [ 0°0- 0°0- pung £g
%ST %001 %901 %S~ %c- Vi g6 1°0T1 ¥'0- ¢0- 00THS.LA
%01 %001 %901 %" %2~ 91 ger €91 g'0- ¥'0- XX0}5-0MH
%1 %00T %801 %0T1- %2C 0 6 66 6°0- 0 00Sd7¥S

[09+3 1+ | [t+1 ‘097 | [1+2 ‘19 | [1-% ‘0€]

| log- 09-1] | [oo+2 1+ | [1+ ‘099 | [1+3 1] | [1-9 ‘0e=] | [og-2 ‘09-1]

[ury+1 ‘ut9-1] jo o8ejusoiod sy

(sdg ur) 9mposqy

sosuodsar jexjrewr aa1yisod 10J (YY) wIngel oSelor aAlye[nwN)) -  [dUR]

‘Soseaal Blep

OTUIOU0I90I0eUT JO JUOUIOUNOUUR JO SUIT) ) SI 7 "SosU0dsal 95T 9A1Ye39U 10] 11 UOTYeULIOJUT ) Te[iwls oY) spiodel g [oued ‘[oued-qns 131 oy} uo pajrodal st
[eAIoquUI [ure] + 7 ‘uru(9 — 7] o3 I0J YYD oY) Jo oSejusdiod se owWRI-ou) [Yoes I0] ) oY) sealoym ‘oued-qus 15o[ oY) uo poriodal oIe Yy 9IN[0sqy *(sejnurur ur)
SOUIRIJ-OWIT) PUR SJOYIRUW [RISADS SSOIOR sosuodsol jox el 9A13ISOd 10 STUSUIOOUNOUUR DIWOUOISOIIRW PUNOIR (Y()) SWINGol a8eIoAr dATJRINWIND o) sitodal Y [oued

"SJUBUISdUTIOUUR DIUIOU0I90I0BW punode (Jy) suinjiad afelase sAljenuiny) :j a[qe],

36



92T/ ¥e1 %0¢ / %eg €T/ €8T %3S | %eS 1891~ W/ ve %es | %9 %64 1691~ %¥e eer/1e1 %1 | %ve %6L 1691~ %1'C €e1 /eet %0S / %vS 9Fel- %11 | (8aw) swopeorpur ~dod jsopy

ST/ T %1 / %es 12T/ 661 %G/ %ee  O0v91- or'T/ 0eT %1S / %29 %9 8641~ €T/ 8e1 %0¢ / %¥e %89 6€9T-  %0°C €T/ 661 %08 / %ve 8G9T- %P1 | Sae pajySom-dog

L0/ g€T %14 / %S YU/ €€ %IG /[ %ES /Y9I~ ov'T/ert %1G / %E€9 %09 6641~ 90T / 2e'1 %0G / %¥e %69 0v9T-  %0T 90T / ze'T %08 / %¥s 9991~ %G1 | eSemoay

060/ 8T'T %1S / %es 86°0 / GT'T %08 / %eS  geST- 0z'T / 96°0 %08 / %€9 %Vv POV~ 88°0 / 4T'T %6V | %ve %8y VOST- %81 88°0 / 9T'T %08 / %ES 2esl- %yl | (8aw) uoneyuy

1T /86T %TS /| %S LT/ 98T %G/ %ES 0092~ W/ 9Tt %1S / %€9 %LG 1942~ 0Tt/ g8 %S | %ve %69 8092~ %0°C 60T / ge'1 %0S / %< €292 %S'T | (8ae) yymorn

ar1 /et %05 / %18 9¢'T / 671 %2S | %ee  ¥Ivi- LUT /LT %S / %9 %ES 0LET-  %8% arr/ 8pl %08 / %EeS OIVI- %P1 | TELEVI / S8VT %6V / %¥S eevl- %01 | (8ae) sopyrpowuion

60T/ <01 %8S / %es eIt/ €01 %08 / %ee G018~ LTT /€60 %08 / %19 %6V 8902~ %02 60T/ €01 8I1Z-  %E€'1 80T / €0°T S/ %es [dara ‘T | (8ae) sopuormp

W0/ 190 %6V | %1¢ 0 / 09°0 %G/ %eS  9Vel- ¢g'0 / 0¢°0 %1S / %99 %08 G8TT- %0¥ 0r'0 / 6570 LT %0'€ 170/ 190 %6V | %vS 2eTl- %81 | (8aw) spuog

43 WA EH %ES | %¥s SrT /08T %2S | %eS  89€T- V2T / 20e %TS | %¥9 %2S T0ET-  %9€ 9z’ / L¥T %1 | %¥S 1661~ %8'T LT/ 6V %0S / %vS 6VET-  %TT | (8ae) sporg

€T/ 9eT %1/ ¥ 0z / €8T %S/ 9TLI- 8T/ V1T %S / %29 %0% TL9T-  %LT U/ Ten %0¢ / %ve VILT- %61 TIT/ €€1 S [ %S 62L1- %P1 | (Sae) uSpiog

eL0 / zet %0¢ / %es LL°0 /1T %G/ %eS  €0CT- W/ 60T %2S | %S9 %8S 6211~ %IV 89°0 / 621 %S | %ve GOTT-  %S'T 690 / 0€'1 %0S / %¥S TRIT- %G1 | (Sae) [eoor]

S0'T / 96°0 %eS | %S ver/ 601 %0S /| %eS  LV61- v/ 980 %08 / %9 %6V 0161~ %61 ¥0'1 / 96°0 %8V | %eS 0961~ %80 Y01/ 960 %08 / %¥s 0961-  %6'0 | Avoasn

L1/ LT %es | %es ¢80/ LL0 %G/ %ee 0T8T~ 6e1 /221 %S / %19 %67 V8L %VT AW At %6V | %ES €281~ %E'T 9z'T / €v'1 %0S / %es LE8T- %81 | ANvASN

01’1 /0071 %14 / %es ¥2°0 / €70 %08 / %ee  vvie- LT/ 68°0 %18 / %19 %0¥ 9012~ %61 60T / 860 %04 / %S gq1e-  %b'1 60T / 860 %08 / %ES vele-  %UT | AHOASN

[caWaIN %ES | %ES 2T/ 860 %04 / %ES  T0TE- 621/ 66°0 %08 / %19 %0€ 990Z- %61 121/ 80°T %1G / %¥S vIte- %91 02’1 /80T %08 / %ES €11z %ET | Adrasn

01’1 / 460 %ES / %¥S 960 / 911 %es /| %ES 1908 ST/ 180 %S / %09 %99 €122 %81 or't /960 %2S | %SG 1922 %L 01’1 / 960 %1G / %ES €L22- %01 | "nAdAsn

€8°0 / 8L°0 %08 / %S 861 / 8p°1 %6V /| %TS  L9€T- 680/ 0L°0 %8V / %09 %0L 6262~ %LT €80/ 920 %2S | %eS %L9 18€T- %L 280/ 940 %1S / %ES %L9 L6572 %0°T | dgDAsSnN

80T / 24’1 %04 / %1¢ 80T / 10 %ES / %Ve 92T~ 9e'T / €21 %TS | %Ee9 %6V 1921~ %E€ 60T / 671 %08 / %¥S %89 8621~ %b'C 80T / 0¢'T %Ly | %¥S %€9 1161~ %g'1 | teddop

€61/ 191 %1G / %S 2T/ 460 %BIG / %ES 1191~ L0T /[ 1€1 %05 / %19 %18 951 %¥e €61/ 8¥'1 %0¢ / %ve %2 029T-  %L°0 261/ LT %1G / %¥S %1G ve9T- %80 | PIOD

2e1 /et %08 / %08 861 / 08¢ %1S / %1¢  VOET- 181/ 621 %18 / %19 %8S 121- %L 2er/ L1 %6¥ | %eS %L9 e %1 1€1 /471 %08 / %ES %8S PEET- %60 | IO ILM

68°0 / 8T'T %04 / %ES 0e'T / 61T %BIG [/ %Ve  QPI- 01T / 66°0 %TS | %S9 %G SPPT- %8¢ 680/ ST'T %6V / %8S %EL 8]VT-  %Z'T 060 / 8T'T %08 / %8S %89 66V1-  %T'T | D Aot

€2°0 / ¥7°0 %6V / %0S €10/ 12°0 %S / %ve 0011~ 9€°0 / €€°0 %S / %99 %09 L101-  %9¥ 220/ Tro %2S | %ve %6L 8401~ %9C 220 / €70 %1S [ %vS %2 9901~ %T'T | 9I0N-L 42

01°0 / 220 %Ly | %1¢ 91T/ 0¢1 %6V / %T¢  T6II- 020 / 910 %6V / %99 %08 F601- %9 0ro /120 %2S | %SS %e8 VEIT- %€V 60°0 / 120 %9V | %ES %1L €e11-  %0'¢ | pung &g

96°0 / 90°C %¥s | %EeS GoT/ 8¥'T %S / %ve  0€9T- ceT /€91 %S | %Ee9 %e 2991~ %S¢ 160/ 00 %1G [ %¥S %L9 689T-  %LT 66'0 / 20°C %6V / %¥S %09 0291~ %&'T | 00TASLA

081/ 9e€ %¥s | %EeS 80°T / 96°0 %eS /| %ES 6911~ ¥8'% /99T %S / %v9 %ES €011~ %8¢ 19T/ 92°€ %2S | %8S %L9 0811~ %b'E g9'1 / 8¢'€ %1S / %8S %€9 8ZIT-  %ET | Xx0jg-omg

121/ 022 %08 / %S 11/ vl %1S / %ES  90€T- €9T / 9L1 %18 / %¥9 %09 Wel-  %9¢ ST/ 91 %6V | %S %89 €LT1- %VT 91’1/ 91T %8V | %ES %09 8621~ %0°C | 009d%S -

98,/ ureay, 9sa,/ureay, 98,/ uredy, JeL/urel], DIV 3so,/uredy, jsol/urea], 0 < "Pood oIV M 189, /uredy, JsoL/uter, < "Pood oIV d 1S9/ uredy, oL /urer, 0 < oo oy | S1IR (e
(000TX) ASINYM  OBer-RH  (0001X) ASINY  OWeI-iy (0001%) ASINY~ oner-ny  (osuding)gy (000T%) ASINY~ oner-py  (osuding)dy (0001%) ASINY~ oner-puy  (osuding)qy

[ppow osuodsor [y 13sorup)

[Ppow asuodsox o8pry

‘891U

[Ppour asuodsar papua)Xa-poajoLIIsaIU )

[Ppout asuodsar pajoLIIsaIu)

[Ppow asuodsor A[uo-1oypuy’

'S AQ pajeSI)SeAUl SIOYEIIPUL JTWOUO0II0IIRUL [RNPIAIPUI JO 39S 9} UO Pase( dIe

1RT[} S[OPOW WO} PoIeFaIS3R IR A9} Se SOFRIOAR OS[R oI S1OIRUWL [RNPIAIPUL S} I0J SOIISIJRIG POIRGaISSe Uoym PILIO)SIP 108 ARUI S$)NSAI 9SNRID( 10 PIRMIO] JYSIRIIS

JOTL ST SOTISTIRY)S IOJO JO 9OUDIDJUI 9sNeIa(q pajrodor ore SHGINY Pue SO1yeI-ITy ‘(98prYy I0J) DIV AUO ‘S[opour 9ATIOIPaId pose(-SUIIRd] SUIIRU 10, "S[OPOU 9AT)OTpaId

JO UOTRWIN}SO pue Suruny I0] POS SI YOIYM ‘39S ejep Sururery Ino st eyep oyj jo jyueoiad ¢, JSIy 9, "10S BIEP oY) JO SUOI}RAIISO JO jusdIad Gg 4se[ 9y} Jo sostaduiod

(308 eyep 1599 IN0) porad o[dures-Jo-Ino IO SeOIdTM ‘I0JedIPUI YDed I0] 39S BIRP [[1 o) YSnoIy) spusjxe potrod ojdures-ur oy, ‘o[dures-ur pojenored oIe so1s1ye)s

I9TJ0 SROIDYM ‘B)ep 1597 I0 o[dures-Jo-4no pue urer} mo Ioj parrodal are SHSINY Pue soneI-1H “(000TX)HSINY PUR SOIJeI-1IY ‘SIULIdIFood aa1ysod Jo agejuwaotod

o} ‘() <"POOD HHUSLPO0)) UOIYRULIOFUT o¥Iey oy} ‘DY ‘Tomod Arojeur(dxe oy} ‘37 oSeioar oy} ore pojrodol so13s1yelg S[Epow (9G0ods-103edIpul 0I0'UL) [RNPIAIPUL

1]} WoIJ so1)sTIR)S Surderose Aq synsol 9ye3o133e opy siySrem Ajrendod Suisn pejedersse (g pue (uoryepur 10 YImoIsd o°1) sestidins oTmonods 101pard 03 I0yedIPUL

oTIIou009010eW Jo 9dA) Iod pojederdse (F ‘(soIppowmiod pue Y ‘SPUO( ‘SYD03S *9°T) S S9SSR[D Josse ssoIoe pajedardde (¢ ‘(uSelo] 10 [ed0] <o'T) 98eIan0d [eoryde1dood

1od poyedeidde (g ‘pojenyess joqrewt 1od (] S[OPOUT oSUOASOI JONIRUL PIPUILLI-PIIILIPSAIUN PUR PIFILISaLUN ¢ (POIOLIYSOT) fjuo-40youn Jo sl syrodol Mo[oq d[qe) ot T,

joxreuwr 1od sjopour asuodsal joxIenl PajOLI}SaIUN PUR PIIOLIJSAI JO SIMSIY :G 9[]el



61 | %es | %I %1g | €7 | % | %91 %1g | eSemay
6C %89 %ET %89 gg %64 LT %99 ¢jo1
0z %G %81 %ES v'e %8Y %TT %6¥ 01101
1'c 384 %ST %Sy q'c %8¢E %IT %07 GT3o1
8T %Ly %eT %08 e %Ly %LT %8Y 0g101
6T %IS %ST WIS (a4 %Ly %LT %I1S [SrA RS
81 %Ty %eT %y & %I %ST %Py 0€101
€ %eg %91 %eS LT %IG %91 %gS cgrel
6T %ey %eT %Sy Ve %EV %91 %ey 0f3e1
61 %67 %LT %8Y €T %6V %81 %8F gprer
ST %Ly %91 %Ly (a4 %6V WIT %9¥ 0G3o1
L1 %G %91 %S e %06 %61 %09 cgrex
71 %6¥ %ST %1S ST %9¥ %ST %IS 09301
91 %8G %ST %8G 61 %6V %ST %86 JIPXIA
6C %eG %IT %08 ve %IG %ET %67 XIA
0¢ %89 %ST %89 gg %P9 %S8T %99 P0G
i %09 %L %IG 81 %Ly %8 %1G q3m015)
i %94 %eT %LG 81 %eG %I %eG uoryeyuy
€1 %67 %6 %IG 91 %Ly %01 %G Serpamg
¢'T %Ly %aT %S¥ 91 %09 %eT %Wy P3S
61 %eG %01 %Y € %29 %01 %8Y moNg
z1 %LG %01 %IG it %64 %IT %2g vsd
0 %99 %eT %96 Ve %89 %eT %8G sHun

- %9 %01 %08 - %Ly %01 %67 jdooroguy

(g01x) @ouejroduy 7 oarysod o 7 JueOIUSIS O 7 oarysod o 7 (g01x) @ouejroduy 7 oarysod o 7 JueOJIUSIS 9 7 oarysod o

|  aserof wopuey | eSpry | (ST0) pepueixy | 9se1og wopuey | eSpry | (ST0) pepueRy

ardures-jo-1n( /108 9s9], - s|ppouwr asuodor pajdLIIsaIu() - ¢ [Purd 7 39S UTRI], - S[opow asuodal PajdLIlsalIu() - Y [ouRJ

‘S[epow 19Yj0 WOl Jet) Jo uolyeurifuod punoj ‘sdeyiod ‘pue siojorpaid 4saq oy dewr o)

9I01 Pasn A}SOUW oIR SOT)STIR)S 9S9T[) ‘UOSLIRAUIOD 10911 I0] d[(RLIRA UOWWIOD B 9PIA0Id j0U Op Pasi S[OPOW 9211} 9} Sy "SINSaI Ino ojul uorjejardisjur awos apraoid oy
S[OPOUL 152.40,] WOPUDY -PIIILLISILUS) PUR U0LSSILIPL dDPIY -PagoLLIsalily) ‘PIPUIITI-PIIINLISALL() DY) WIOIJ SINSAI JSRIJU0D oM ‘s[oued om) a1} ss010y ‘poriod odures-jo-4no
9T[} I0J S[OPOWI POPUIXI-PIILIISAIUN JO 11J 1) U0 s[rejdp spiodor g pued porrod oidures-ur 91} I0J SPPOU PIPUIIXI-PIIILIISIIUN JO 17 )} WO S[Tejap syrodal y [pueg

J10%0€] 1od sjopoul asuodsol joxIell POPUd)Xa-PaILIISaIUN I0J SHNSOY :9 O[qel

38



%001 %001 - %0 0 < sjyuereod “B1s %,
%L8 %09 %L9 %L 0 < syuorE0D %
0'¢ %10°0 T'er- %T1°0 (&S %00°0 T4 %v00 | AvOdsN
8'6 %ET°0 8’1 %0070 VL- %V0°0 L°9- %800 | ANVASN
9 %60°0 [ %90°0 ¥0 %00°0 Ve %S00 | AHDASN
*G'G1 %120 8'G- %¢€0°0 0'¢ %1070 #xV 9T~ %8C0 | Adrdsn

*%L"CC %¥e0 #4%9'8€ %LeT 6'LT %V1°0 1'e- %000 | HNHASN
€8 %¢0°0 9'GT %60°0 gel %v0°0 8'€l- %IT°0 | 4dDdsn
8c %00°0 8'G %100 0'6- %20°0 6l %L0°0 | t1oddop
¢'6 %80°0 g'¢c %100 q'e- %7100 61~ %00°0 | PIOD
9'6 %10°0 €'0C %90°0 Ve %S0°0 0'6¢- %VT°0 | I'O ILM
1°0- %00°0 6'€l %2070 9'q¢e- %60°0 SyI- %L0°0 | D £01
0 %00°0 *oxxV L %081 80 %6070 %96 %G€°0 | @I1O0N-L £¢
9'Cl %20°0 0'€ %1070 7’6 %€0°0 *4%6°9C" %VS'0 | pung Ag
0'€ %00°0 L°0- %00°0 [ %0070 811~ %0T°0 | 00THSLA
g1T %TT°0 0€- %1070 9'8 %V0°0 ¥'9- %¥0°0 | Xx0j}g-oInjf
9'¢l %20°0 6°GT- %0T1°0 q'g %100 V'er- %8T°0 | 005dZ®S

+ding-myg | -ding-myg M| +dmg+mg M| -dmgmyg M| sz

9)eLIRATU() - Y [oUR] 7

"AT0A1300dS01 JoAd] JueoIod U PUR ‘OAT] ‘OUO O} )@ 9OURIYIUSIS 9JRIIPUL 4, PUR ‘4 ‘4. SYSLIOISE O], "SIOLIO PIRPUR)S JUSIDIJ0d 9nduiod o) symoumisnlpe 1S9 -AomoN
osn oA\ -estzdins ormouodd oYy SuIseIeI0] Ul [Ysseoons sem osudins pojoodxe oy YoIYM Ul sorreusds are ‘g x *mayg pue g x moyg -esudims orumouoos pozijear oy
3880010§ 0% pofrej ostdins pajoadxo oY} YIIYM UL SOLTRUsds ore 'g + 'mayg pue ‘g x 'moyg 's)sesol1oy ul ssoumoys pue sostdiIns uoomjoq SULID}) UOIIORIDIUL 918 S[OPOU
oso} Ul so[elrea Aroyeurdxy] -oArpeSou st 91 uoym g pue oarysod st 41 uoym osuidins pozifeol oyy st 'g -oapeSeu st 41 uoym ‘moyg pue oA1ysod SI 41 UOYM $)S€IVI0]

UL SSOUMOYS O} SI Moy G -Suryjos ojerrearun ue ut (pry) oy (eTT) 'sbif 99s ‘sosuodsor josIews Uy 301801 Jo 0oussold o) 10§ 4803 INO Jo sYMsoI sprodor A[qey SIy],

101801 Jo aouasaad ul asuodsal joxrew Jo 1S9T, :L O[qel

39



61°0 cvo 920 Al

L0 770 8%°0 S3001g
7¢0 770 790 }MOIX)
770 ral] 0¥'0 Bur

6570 GL°0 9670 MONG
1€°0 9¢°0 L¥°0 Serjaing
770 960 cvo P1s

69°0 0L0 L0 860 290 990 serq
8L0 280 080 960 €9°0 LE°0 jdeorejur

SYUIOTIe0d 9A1Isod Jo a8ejuadIog - ) [oued

%08 %E %eT %S % %L1 24 A9PIS
%0T %% %eT %T %9T %e 4 URIPO
%9T %€ %8T %¢ %Gz %8 24 wedIy

(g31) 1omod Lroyeuedxy -  [oued

90°0 fral] 620 Al

€10 ¢c0 ST°0 S)003§
¢1'0 61°0 710 3MOIX)
60°0 110 I1°0 Bur

€10 770 60°0 Mmayg
T1€°0 €eo 020 Serqaing
910 Vo ST'0 P3S

8¢°0 cvo T€°0 €€°0 L€°0 770 serqg
9T'0 ¥Z'0 6T°0 €€'0 620 2c0 ydeoreyuy

1030%] Jod 9ouROYIUSIS [RIIISIJRIS JO 93vIUNDIS] - Y [oUued

porornseru | Auo-topuy | pejoryserupn | Amuo-togpuy | pajormserun | Auo-topuy | [9poIy

wedep 7 SN 7 adomy "juo) | uoiSey

"SI0YROIPUI OTUIOUOIQ0IORUL 9IRS Y[} JO SOSLIAINS OIUIOU00d I0] S[OPOUT UOTISSOISAI PAOLIISAIUN PUR ATUHO-IOYIUR SSOIOR SIUSIONJA00 9A1Is0od Jo oFrjusoied

oy spr0dar ) [euRJ "SUOISSOIS0I 0F100ds-103edIpul [[@ SS010' Aq 2Ad1YdR (,37) 1omod A10jeue[dxe o} JO UOIIRIASD PIBPUR)S PUR URIPOW ‘Ueowl o} s310dol ¢ [ourd ‘[oAd]
Juaored ()T o) 9e JUeOYIUSIS A[[RDIIISIIRIS SIR SIOJRIIPUL IIWOU0I0IORUW UeadoInsy o) I0] UNI SUOISSAISAI [RNPIAIPUL Y[} SSOIOR I030R] |/, 9} ons Jo jusoied Hf eyl
surowr odoIng I0J [opow ATUO-IOYDUR 9Y) UIYIIM I0JOR] 7§/ oY) 10 punoj F°() ‘ojdurexs 10 uedef pue wopSury] pajmu) o3 ‘odoiny I0J SIO)edIPUl OTWOU0IS0IdRUT

JO sostIdIns OIuIoN09d I0J S[OPOUL UOISSOIZOI POJOLIJSOIUN PUR AJUO-IOUDUR SSOIR (SI010R]) SJUSIOIPO0D JURIYIUSIS [Ro1Is1IR)S Jo oFejuantad o1y sproder y [pued

uede pue 3 9y} ‘edoany J10j s(epoul asLIdians JIWIOU0IS PIIILIJSAIUN PUR AJUO-IOYDUR JO SINSIAI Pajesalsdy :8 9[qe],

40



%6 %LT %V'8T %8 %6°0 %181 %76 %8V %1°0T %56 %9t %0°61 | (8ae) swoyeorpur ~dod jsoy
%TV %S°T %901 %Ee %0°T %9°0T %89 %LE %0°CT %TL %9T %911 | oSersae pajyStem-Lyrremdoq
%19 %1 %L'8 %6V %6°0 %88 %69 %3E %0°0T %29 %T% %L6 | ofeiony

Juauodurod-omy Juauoduwod-omy d jueuoduwiod-omy  jueuoduwod-omy Jyueoyrusis %, queoyrudig %, i yueoyrudis %, Jyueoyrusis %, A

Aq ures 7 % Aq ures 3y £q ures 7 % Aq ures 3y pojoadxoun pojoadxyy pojoadxaun pajoadxy

sfopowt osuodsol pajoadxoup) | [opowt esuodsol Juouoduwiod-om) pajoLIseIu)  [opouwr asuodsal jusuoduiod-om) AUO-10yoUy

[opout pajoLIIsaIu) [Ppow A[uo-10yduy 7

s[ppowt asuodsor pejoodxaun pue sEpow osuodsol JULUOdWOd-0M) WO ;3] ULLMID( UosLredwoy) - ¢ [Pue] s[epout asuodsal juauodwiod-oM ], - ¥ [oued

‘SIOLI® PIRpUR)S JUSIOIFO0D
omduwod 03 syuourIsnlpe Jsop\-AomoN 9SN OA\ POSTL SIOJRIIPUL OTWIOU0ID G| € 9] SSoIdr Furgerorr AQ pojesoIsse pojrodol ore S}NSOI UOISSOISIY 'Sjopout 25suodsal
981.4duns-pa1oadraun SNSIOA SPIPows 2suodsal Juduoduwod-om], Aq POISAIPP 3 Ul ures oejusotod pue ojnjosqe oy se [[om se (F1) by Aq uoAIS se pppow asuodsal
os1udins-pagoodroun (dyerreatun) pojeSoiSse o1y 10§ o sp10del ¢ [eURJ "SIOYIRUW JUSISPIP SSOIIR JURIYIUSIS A[[RIIISIIR]S dIR 1R[]} STUSIDIFO0D UOISSAIFAI JO 9drjuadtad
o} pue .3 oxe sppout juenodwod-omy 103 pajrodar sonsels “(¢1) ‘b Aq weatd se sostdins pojoodxe pue sesudins oIHIOU00d U6OMIO] [RNPISAL o) se ‘sostadans
pojoadxoun pue ‘sfopou 9AI30IpaId osLIdIns JIOU0ds AQ PasesaIo] sk ‘sostidins pajoodxo oul sostIdIns oTmou0ds ajeredos §japows 2suodsal JuauUodwod-omJ, "sostrdins

STUIOU09 I0J [9POUL PAYOLIISOIUN A} UO pue AJUO-IOYDOUR 1} UO PIseq Japous asuodsal juauodutoa-omg a1} I10j symsal pajedaidde syrodal mo[aq o[qe) oY) JO Y [PuRJ o],

sfepou asuodsal (astadans orou0d9-pajdadxaun pue -pajdradxs) jusuoduwiod-omy jo snNsay :6 9[qRL

41



"9911[) puR OM]) ‘OUO SMOI Ul pariodar ‘A[oArioadser ‘spremio) (JSNYNH PUR 2Injny puoq AINsear) Iedk-g o} ‘OININJ Xopul ())GJ29S oY) oI8 POJRN[RAD SIIILINDAS AT,
“TeAzojul DOUOPYU0D (uodrod ,,/z'89) UOIJRIAOD PIRPURYS SUO S}1 MOYS OUI[ YY[) OU} PUNOIE BIIR POMODPRYS Y], "JUSUWOIUNOUUR OIDRUL 9} I9JJe SOYNUINL oYy juosordor
seureqj-owit) 09 ‘0S ‘0% ‘0¢€ ‘07 ‘0T ‘G ‘¥ ‘€ ‘C ‘1 oY, IusuwmedunouUUe oIdew 9y} 0} Ioud sejnurur o) Jussaidar ‘() = 2 spesdord YoIym ‘sewrerj-owi) 1- ‘G- ‘0T~ ‘0%~ ‘0€- ‘0F-
‘0G- ‘09- T, "STX®-X o1} UIIim () = 7 ST s70[d 9S9Y) UIHM SIUSUISIUNOULR DTUIOUOID OIJRUI JO aul) oY, *(oN[q Ul) SIUSUSIUNOUUR JIWOUOISOIIRUL JO SWI} JT[) PUNOIR
(szoyeotput [[e ssoxor) Yy ous 3o1dep oroqe sjord oull oY, ‘SHUSWSOUNOUUE D[UWIOUOIV0IIRW 9} punote (Yy) suinjial aferose aanemuny T aan3I

awi| awi|
09 05 0¥ 0E 0Z 0LS ¥ €L L= 0L-0Z- 0F- 0%~ 05- 09~ 09 05 0 0E 0Z 0LS V€T L L= OL-02- 0€- 0¥~ 05-09-
LI B B B R B LI R I B B B | 1 I#.O@Mt
Rakadeicd 00+30
-v0-3- § _p00¢ B
00+20 % -10-89 ?
-v0-s¢ -10-26
asndn3 asnsdn3
aw| awl|
09 05 0% OF 0Z 0LS ¥ €Z kL~ 0L-02- 0 0¥~ 05-09- 09 05 0% 0 0Z 0LS¥ €T LI~ 0L-02- 0E- 0%~ 05~ 09-
_po-op-
o 00+30 o
-$0-92-
0-92- Q) Q
A -y0-3z A
00+30
-¥0-9%
oJoN-1 AZ 8JoN-1 AZ
aw | awi |
09 05 0% 0E 0Z 0LS¥ EZ L I~ 0L-02 0€- 0¥~ 05-09- 09 05 0% 0E 0Z 0LS¥ EZ L L= 0102 0- 0¥~ 05-09-
LI I R D R B B B | 1 LI D N B R 1 1 1 I_‘DOOI
-100°0- ,
/ W 0000 %
0000 3 i)
-1000
-1000
009d%S 00S8d%®S

sosuodsar aaryesaN (g sosuodsar aanytsod (v

42



‘(omnseowt ooupgLodws] 91} UO S[IRIOP [RUOTIIPPE
10] ¥ xipuaddy 00s) SI0110 polenbs Jo SULID) Ul POJRINORd ST 9ouRULIOjIod ‘S[OpOUI UOISSOIZ0I JO ased oy 10 -opou oind, ® o1 ‘UOI30l 911U o1} IOAO 11 JURISUOD ®
snsIoA WIOLId SUOISaI-qNs 0M) OJUT OPOU OB e So[rLIeA A1ojeue[dxo JULISHIP o) A opewt suorrlred MoT $)00[oI YOIYM ‘)SOI0f WOPURY ST} AQ UMOIS $99I] [® SSOIOe
Ayumduar epou ogerosr oY) sojnduiod sanseawr 20uvgLodu] oYy ‘A[Peoyroods oI0JN 'S10S BIRP 1S9} PUR UIRI) 9} Ul ‘Bjep IIUWIOUOII0INRUW JO SIUOUWOIUNOUUR S} PUnoIe
sosuodser joxrewt jorpord o3 perpdde [opour 3se10 wopuey oy £q peonpoid sansesuwr suvpioduiy oy yrdep sroqe sjord req oy, * sesuodsaa joxIRIN g OINII]

s 5
02 NP D D D D NP P P P 0

S
S 2> 4@ S
R A i i i

0

> 0 Ol
o OLIIR S
&&w 4$ ¢ﬁ49a%7 &&mvéov nm+? QV% %0% aw@ QW% n$% nmw 1&7 R

& s°

S

> > e

AT 9% X & 8T X
0

rig s

ot
rioT

rsT
rst
roz
roz

sz

gz
rog

3|dwes-jo-3no :ainseawl asuejiodw) abelsay
a|dwes-u] :ainseaw asuejlodw) abelaay

rog Age

ordures-jo-mnQ (g opdures-uj (y

43



“Jueo1ad om) 9AOqR ST UOTIRUI 9100 YPIYM I0] poriad ATRUOISSEDI-TIOU Se PazlI0399ed sI uolsuedxo sealoym ‘quadiod om) mofaq st (1)) uoreyur
9100 () 9} YOIYM I0] sporred AIRUOISSEIDI-UOU dIe SALIA009Y "(YHEN) [2Ieasey] OIUIOuody JO neaing [UONeN G[) o} JO UOIIRIYISSe[d a1} SUILMO[[0] PoYIUuapl aIe
spotiod AIeuoISsed9y] ‘PoIOPISUOD 9I8 S9Sed[od UOIIRPUI A[UO USM UOISSOIS0I 9501} I0] SOT[eA JUIOIJO0D dFeloAe s)10dol ¢ [oURJ POIOPISUOD 98 S9SBI[OI OTWOU0ID0IOR
Jo odA} [[e USUM UOISSOIFOI 9SoT[] I0J SON[eA JUSIOIJO0D dFelose sirodol Y [pued ‘uolsuedxo pur AIDA0DDI ‘UOISSOIDI :D[OAD OTWIOUO0DD 9Y) JO soseyd PozIAls 91y} oY)
sso1oe o[qerIes Arojeue[dxe se (URTPOUWL o) SNSIOA SUOIJRIASD PIRPUR)S UI Passeldxa) osLIdINS OIOU00e SUIST SO IRUI SOIIIPOUWIWIOD PUR X q ‘Spuoq ‘so1ymbe jo sesuodsor
sure[dxd JeY} UOISSOITOI 9JRLIBAIUN © JO SON[RA JULDYJ0d oFerdAr oy} jo1dop eaoqe sjo[d 1eq oy, *9[04d d[IOU0dd 9y} Y3noayy sosuodsod joxIeIA ¢ 9INSI]

2 x 2 8 x 28 2 P T o B 2 2 2 ¥ 2 2 ¥ 2 ¥ D 2 2
e @ o e (0] o o (0] o e @ o el (0] o o [0} o e @ o el (1] o
Q o [ [V (2] [} [ (2 @ ju) (e} @ [ O @ jo) (o] @ [V [e] @ ) o @
3 o w 3J o w 3 o w 3J o w 3J [e] w 3J (o] w 3 o w 3J [e] w
@, s @ 2 = @ @ s @ @, s @ @. s @ 2 = @ @, s @ @ s @
s 2 S s 2 S s 2 S s 2 S s 2 S s 2 S s 2 S s 2 S
| | | . .
! | _ : '
" “ | 900 “ I“. . .
! | | ' ! .
| | | —_— — | i — 000
m m m 00 ! m
i i i i i - 100
i i i i i >
x>
selpowwo)) | X4 | spuog ! sepinb3 - 00~ 5 | | 5
| | | g “ | _ 00 g
] 1 | «Q | | ] «Q
] 1 1 (] 1 1 1 @
" ' ! - €00 o | i i 3
! | ' o _ | i I €00 ©
I 1 | @ | 1 i @
" “ i “ | " E
! ! - 200 & ' _ ! Q.
) ' g “ “ ' L voo
Il 1 - 1 | i -
1 1 1 1 1
" “ L oo ! ! "
i i i i i - co0
1 1 1 1 1
1 1 1 1 1
| _ | !
“ L 000 ! ! "
“ S31IPOWWLO) | X4 | spuog | sannb3 L 900
' _ _ '

sosealol1 A[uo-uoyeguy (g soseo[ol o1eu [y (V

44



B) P-values

A) Coeflicient values
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The line plots above depict the coefficient values and p-value of predictors ESA, Skew, Std and SurvLag

ime.

dels through t

1C surprise mo

: Economi

Figure 4

through time, respectively in boxes A and B. The coefficient of ESA and Skew are positive and statistically significant, with few exceptions, whereas the coefficients

for Std and SurvLag fluctuate between a positive or a negative sign, beyond being mostly not statistically significant.
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