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Abstract

Background: Prevention of persistent pain after breast cancer surgery, via early identification of patients at high risk, is a

clinical need. Psychological factors are among the most consistently proposed predictive parameters for the develop-

ment of persistent pain. However, repeated use of long psychological questionnaires in this context may be exhaustive

for a patient and inconvenient in everyday clinical practice.

Methods: Supervised machine learning was used to create a short form of questionnaires that would provide the same

predictive performance of pain persistence as the full questionnaires in a cohort of 1000 women followed up for 3 yr after

breast cancer surgery. Machine-learned predictors were first trained with the full-item set of Beck’s Depression Inventory

(BDI), Spielberger’s StateeTrait Anxiety Inventory (STAI), and the StateeTrait Anger Expression Inventory (STAXI-2).

Subsequently, features were selected from the questionnaires to create predictors having a reduced set of items.

Results: A combined seven-item set of 10% of the original psychological questions from STAI and BDI, provided the same

predictive performance parameters as the full questionnaires for the development of persistent postsurgical pain. The

seven-item version offers a shorter and at least as accurate identification of women in whom pain persistence is unlikely

(almost 95% negative predictive value).

Conclusions: Using a data-driven machine-learning approach, a short list of seven items from BDI and STAI is proposed

as a basis for a predictive tool for the persistence of pain after breast cancer surgery.
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Editor’s key points

� Identifying patients at risk of persistent pain after

breast surgery would have clinical benefits.

� Validated questionnaires may be useful tools, but may

create a significant burden for the patient.

� Machine learning was used to select key questions

from several validated psychological questionnaires.

� A short questionnaire was generated, with perfor-

mance assessed using an existing breast cancer surgery

data set.

� A strength of this questionnaire is in identifying pa-

tients at lower risk of persistent pain.

Psychological factors play an important role in pain

persistence1e10 exerting bidirectional influences, that is, they

influence how the patient perceives and interprets pain

whereas constant pain may have an impact on mood either

directly or via its negative effects on sleep, functionality, so-

cial, and other activities.11,12 Thus, psychological factors may

be at the same time predictors, maintainers, changeable var-

iables, and consequences of persistent pain13 and qualify as

early predictive markers for the development of persisting

pain.14e18 However, the use of long questionnaires may be

exhaustive for a patient and inconvenient in everyday clinical

practice. Thus, there is need for a simplified yet accurate

questionnaire which can also be used in a digital application.

This has previously been addressed with regard to Spielberg-

er’s StateeTrait Anxiety Inventory (STAI); however, this was

carried out without focus on pain.19 The goal of the present

analysis was to create a simple questionnaire with a good

predictive power for persisting pain after surgery. To achieve

this, we used a new approach, machine learning, to reanalyse

data from a 3-yr follow-up study that had used Beck’s

Depression Inventory (BDI), STAI, and the subscale Anger In-

hibition from the StateeTrait Anger Expression Inventory’s

(STAXI-2)20 for the association with persistent pain in a cohort

of 1000 women who had undergone breast cancer surgery.10,21
Methods

Subjects and study design

The study followed the Declaration of Helsinki and was

approved by the Coordinating Ethics Committee of the Hel-

sinki University Hospital (136/E0/2006). Each participant pro-

vided written informed consent. We enrolled women who had

unilateral non-metastasised breast cancer treated at the Hel-

sinki University Hospital between 2006 and 2010 with either

breast-conserving surgery or mastectomy with axillary sur-

gery (sentinel biopsy, axillary clearance, or both). Exclusion

criteria were neoadjuvant therapy22 and immediate breast

reconstruction surgery. Of the 1536 consecutive eligible pa-

tients, 1149 patients were invited to participate, of whom 126

patients declined and 23 were withdrawn. The whole study

cohort and the protocol have previously been described in

detail.10,21

Assessment of post-surgical pain scores

Pain intensity was assessed at months 1, 6, 12, 24, and 36 after

surgery using the Numerical Rating Scale (NRS) ranging from

0 (no pain) to 10 (the most severe pain that can be imagined).23
Pain ratings were recorded using questionnaires sent to the

patients and asking identical assessments of presence and in-

tensity of pain in the areas of the previous breast cancer surgery

(breast, axilla, and upper arm). The pain ratings acquired at 6

months or later after surgery were the basis for the patient’s

classification into the ‘persistent pain’ or the ‘non-persistent

pain’ group. A period of 6 months was considered to more

adequately reflect persistent post-surgery pain (PPSP) in the

present clinical setting17 than the original definition of PPSP

proposing a shorter period of 2 months,24 which seems prema-

ture for the diagnosis of chronic pain after breast cancer surgery

as adjuvant therapies continue longer. Specifically, as used

previously25 patients with NRS � 3 at 36 months after surgery

ðNRSmonth36 � 3Þ were identified as belonging to the ‘non-

persistentpain’ group,whereas thosewithNRS> 3at 36months

after surgery ðNRSmonth36 > 3Þ belonged to the ‘persistent pain’

group. Further criteria for belonging to the ‘non-persistent pain’

group were the presence of no more than mild pain (i.e.

NRSmonth12::month36 � 3), whereas the ‘persistent pain’ group

was more precisely characterised by always having at least

moderate painwithout a consistent tendency to ameliorate [i.e.

NRSmonth36 > 3 and NRSmonth12::month36 >0 and ðNRSmonth36 �
NRSmonth24Þ � 0].
Assessment of psychological parameters

Psychological factors (depressive symptoms, state and trait

anxiety, and anger inhibition) were assessed with the

respective standardised and validated questionnaires: BDI,26

Spielberger’s STAI,27 and STAXI-2.20 The time point was set

to 6months, as an earlier study (unpublished) identified this as

the best time point for predicting the later outcome, hence

providing the best start point for the present analysis aiming

at reducing the number of questionnaire items without

reducing their strength of association with persistent pain (or

its absence).
Data analysis

Datawere analysed using the R software package (version 3.4.1

for Linux; http://CRAN.R-project.org/)28 on an Intel Xeon®

computer running on Ubuntu Linux 16.04.3 64-bit. The anal-

ysis was performed in five main steps: (i) data preprocessing,

(ii) feature selection, (iii) classifier creation from each set of

questionnaire items followed by (iv) performance testing, and

finally (v) the creation of a combined classifier from the iden-

tified item subsets of the questionnaires. Thiswill be described

briefly in the following discussion; detailed descriptions are

provided in the Supplementary materials.

Data analysis used supervisedmachine learning,29,30 which

aims at learning a mapping from inputs x to outputs y, given a

labelled set of inputeoutput pairs. The inputs, ‘features’,

consisted of the psychological questionnaire items (i.e. the 22,

21, 21, and 9 questions queried using the BDI, STAI-State,

STAI-Trait, and STAXI-2 questionnaires, respectively). The

outputs, ‘classes’, consisted of the two patient subgroups,

those with or without persistent pain at 3 yr. The aim was to

create a machine-learned classifier that uses a smaller num-

ber of questionnaire items and can still predict pain persis-

tence, and the complete questionnaire.

In supervised machine learning, an algorithm is trained on

data for which the class labels (persistent pain or not) of the

patients are known, in order to correctly predict the class

membership from data for which the class labels are

http://CRAN.R-project.org/
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unknown. To this end, the data set was split into a training

subset (two-thirds of the patients) and test subset (one-third of

the patients), both containing patients with or without

persistent pain in proportion to the size of the subset. Firstly,

the algorithm was provided with the questionnaire items and

the class information of the training data subset to learn to

assign the class membership from the psychological features.

Subsequently, the trained algorithm was used on the test data

subset; however, it was only provided with the questionnaire

items whereas the class information was omitted. The task

was to assign the patients to the correct class (pain persistence

group). However, as the class assignment was known for the

test data subset, the performance of the trained machine-

learned classifier could be quantified. Test sensitivity and

specificity were calculated using standard equations31 [i.e.

sensitivity ¼ true positives/(true positives þ false negatives)

and specificity ¼ true negatives/(true negatives þ false posi-

tives)]. In addition, the negative predictive value (NPV) indi-

cating the likelihood that the patient is unlikely to develop

persistent pain when the test is negative, was calculated as

NPV ¼ true negative/(true negative þ false negative),32 and the

balanced test accuracy33 was calculated as 0.5 � (true positive/
Fig 1. Flowchart showing the classification of the patients on the basis

of 853 women fell into the two main groups of persisting or non-persist

was the main cohort that was analysed. The remaining 143 women in

therefore excluded from machine-learned classifier establishment but
all positiveþ true negative/all negative). To prevent the results

from depending on a single random split of the data set, the

analyses were performed 1000 times on the data subsets

(training, test) randomly drawn in every run from the original

data set by means of core-class proportional bootstrap34

resampling.

The machine-learned classification algorithm was imple-

mented as random forest analysis, which uses a multitude of

decision trees to learn a highly irregular combination of fea-

tures.35,36 Feature selection was based on the importance of

the psychological questionnaire items in the random forest

classifier, which was obtained as the mean decrease in clas-

sification accuracy when the respective feature was excluded

from forest building. The features included in the final clas-

sifier were identified using an item-categorisation technique

implemented as computed ABC analysis,37 which aims at

dividing a set of positive data into three disjoint subsets called

‘A’, ‘B’, and ‘C’. Subset ‘A’ comprises the profitable values (i.e.

‘the important few’). The final size of the feature set was equal

to the most frequent size of set ‘A’ in the 1000 runs. The final

members of the feature set were chosen in decreasing order of

their appearances in ABC set ‘A’ among the 1000 runs.
of the 3-yr development of pain after breast cancer surgery. A total

ing pain, according to the criteria displayed in the grey frames. This

whom the criteria for class assignment applied only partly were

they were used as an exploratory shortened ‘test’ data set.
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These analyses were performed on each psychological

questionnaire separately and subsequently, and the items so

far identified as best suited for the correct group assignment of

a subject were used to create a combined classifier. They were

submitted to feature selection and classifier creation in the

same manner as described above. To obtain similarly scaled

items, STAI-State and STAI-Trait were rescaled into

n 2N; ½0;…;3� by subtracting a value of 1 from each rating.

Results

The recovery rate of the pain questionnaires was high, being

95.3%, 91.3%, 90.2%, 90.2%, and 87.4% in months 1, 6, 12, 24,

and 36, respectively. A flowchart of the subjects’ inclusion in

the data analysis is shown in Fig. 1. Persistent pain after breast

cancer surgery was observed in 70 patients while the time

course of post-surgery pain of 779 patients corresponded to

the predefined criteria of non-persistent pain whereas class

assignment criteria were not completely met in the remaining

143 women who were therefore excluded. Questionnaires

completed by at least 80% of the items were required for

subject inclusion into the data analysis. This allowed ana-

lysing 761, 752, 754, and 830 patients (for BDI, STAI-State, STAI-

Trait, and STAXI-2, Anger Inhibition, respectively).
Fig 2. Random forest analysis followed by computed ABC analysis of the

the patients into either the ‘persistent pain’ or the ‘non-persistent pai

Beck’s depression inventory is shown. Left panel: display of the mea

(questionaries’ item) is excluded from the random forest analysis. A

displays one typical example out of the analyses of 1000 bootstrap re

based feature ranking, the mean decrease of accuracy associated with

item selection procedure aiming at identification of most profitable ite

cumulative distribution function of the mean decreases in accuracy, al

is each feature contributes similarly to the classification accuracy (f

L€otsch).37 The red lines indicate the borders between ABC sets ‘A’, ‘B

selected as the pain-relevant questionnaire subsets. The figure has be

http://CRAN.R-project.org/).28 In particular, the computed ABC analys

(http://cran.r-project.org/package¼ABCanalysis).37
Performance of full and reduced questioners to
identify patients with persistent pain

BDI

During the 1000 random forest analyses of bootstrap resampled

data, different contributions to the overall classification of the

patients to either the ‘persistent pain’ or the ‘non-persistent

pain’ group were observed for particular items of the BDI

queried at 6 months after breast cancer surgery (Fig. 2, left

panel). In subsequent computed ABC analyses (Fig. 2, right

panel), ABC set ‘A’ comprising items that contributemost to the

separation of the twopain persistence groups, took sizes of d¼3,

4, 5, or 6 BDI items in 1, 45, 427, and 527 of the runs, respectively.

Therefore, a set size of d¼6 BDI items was chosen for the final

classifier (Fig. 3, top left panel). During further 1000 runs with

resampled training data, all possible sums of the six BDI items,

ranging from 0 to 18 (possible ratings of n 2N; ½0;…;3� per

item), were tested as classifiers. The best result was found at

item sums of less than 1, 2, 3, 4, or 5 occurring 74, 877, 33, 11, or 5

times, respectively. On this basis, the final classification rule

was defined as if
P6

1BDI items<2 then a subject belongs to the

‘non-persistent pain’ group else to the ‘persistent pain’ group

(Fig. 3, right-hand side of the top left panel). The reduced BDI
contribution of the questionaries’ items to overall classification of

n’ group. To illustrate the approach, an example of the analysis of

n decrease in classification accuracy when the respective feature

mean decrease of zero is indicated with a dotted line. The plot

sampled data subsets. Right panel: subsequent to random forest-

each item was submitted to computed ABC analysis, which is an

ms from a larger list of items. The ABC plot (blue line) shows the

ong with the identity distribution, xi¼constant (magenta line), that

or further details about computed ABC analysis, see Ultsch and

’, and ‘C’. Only set ‘A’ containing the most profitable items was

en created using the R software package (version 3.4.1 for Linux;

is was performed and plotted using our R package ‘ABCanalysis’

http://CRAN.R-project.org/
http://cran.r-project.org/package=ABCanalysis
http://cran.r-project.org/package=ABCanalysis
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item set provided a balanced classification accuracy of more

than 60% to assign a patient to the correct group in the test data

subset (Table 1). It was associated with a high NPV of the clas-

sifier of approximately 95%.
Spielberger’s STAI, subscale STAI-State

For Spielberger’s STAI subscale STAI-State, the mode of the

number of items in ABC set ‘A’ was, with 827 out of 1000 runs

with resampled data, observed at an item count of d¼7 (Fig. 3).

The classifier constructed from these seven items during

further 1000 runs with resampled training data testing all

possible sumsof the itemswasdefinedas if
P7

1STAI items<14
then a subject belongs to the ‘non-persistent pain’ group else to

the ‘persistent pain’ group (Fig. 3). This classifier provided

similar balanced classification accuracy as the complete STAI-

State questionnaire subscale (Table 1).
Fig 3. Items subsets of the psychological questionnaires and establishm

‘persistent pain’ or the ‘non-persistent pain’ group. The bar plots indica

in the ABC set ‘A’ during 1000 random forest analyses with subsequ

randomly drawn from the original data sets by means of core-class pro

that were selected for the creation of the reduced psychological que

performance of different iterations of the questionnaires items subsets

possible sums of the selected items, which can take values of n2N; ½0;
for STAIeState and STAI-Trait (not shown), were iteratively tested with

of sensitivity and specificity. The lines show the product of sensitivity

1000 bootstrap resampling runs, surrounded by the 95% bootstrap confi

tested was ‘if the sum of the items < x’, then the patient belongs to the

analysis was done iteratively with item sums increasing by a value of 1

package (version 3.4.1 for Linux; http://CRAN.R-project.org/).28
Spielberger’s STAI, subscale STAI-Trait

For the subscale STAI-Trait, themode of the number of items in

ABC set ‘A’was, with 861 out of 1000 runs with resampled data,

observed at an item count of d¼6 (Fig. 3, right top panel). During

further1000runswithresampledtrainingdata, all possiblesums

of the six STAI-Trait items, ranging from 6 to 24 (possible ratings

of n 2N; ½1;…;4� per item), the final classification rule was ob-

tained as if
P6

1STAITrait items<12 then a subject belongs to

the ‘non-persistent pain’ group else to the ‘persistent pain’

group.Again, its classificationperformancewassimilar to thatof

the complete STAI-Trait questionnaire (Table 1).
Spielberger’s STAXI-2, subscale anger suppression
(STAXI-2 Anger In)

For the STAXI-2 subscale Anger Inhibition, the mode of the

number of items in ABC set ‘A’ was, with 861 out of 1000 runs
ent of the classification rules for patient’s assignment to either the

te how often the respective feature (questionnaire item) was found

ent computed ABC analysis (Fig. 1) applied to 1000 data subsets

portional bootstrap resampling. The blue bars indicate those items

stionnaire. The line plots at the right of each bar plot show the

for the prediction of persistent pain after breast cancer surgery. All

…;3� for BDI (shown) and STAXI-2, and n2N; ½1;…;4� (not shown)

respect to their classification performance. The main the product

and specificity for different item sums. Given are the medians of

dence intervals (2.5th to 97.5th percentiles). The classification rule

‘non-persistent pain’ group, else to the ‘persistent pain’ group. The

between each iteration. The figure was created using the R software

http://CRAN.R-project.org/


Table 1 Comparative test performance measures of reduced
and complete psychological questionnaires for the prediction
of persistent pain in a 3-yr follow-up after breast cancer sur-
gery. The psychological parameters had been queried 6
months after surgery. The item reduction and creation of
reduced questionnaires was performed on two-thirds of the
data obtained via class-proportional random split of the
original data set (‘training data’) whereas the assessment of
predictive performance was performed with the one-third of
the remaining data (‘test data’). PPV, positive predictive value;
NPV, negative predictive value; balanced accuracy ¼
0.5�(sensitivity þ specificity); BDI, Beck’s Depression In-
ventory; STAI, Spielberger’s StateeTrait Anxiety Inventory;
STAXI-2, Spielberger’s StateeTrait Anger Expression
Inventory

Test performance
measure

Reduced
questionnaire

Full
questionnaire

BDI
Sensitivity 0.61905 0.42857
Specificity 0.59130 0.70000
PPV 0.12150 0.11538
NPV 0.94444 0.93064
Balanced accuracy 0.60518 0.56429

STAI-A
Sensitivity 0.71429 0.47619
Specificity 0.74890 0.59031
PPV 0.13889 0.14925
NPV 0.95714 0.93923
Balanced accuracy 0.65230 0.61254

STAI-B
Sensitivity 0.52381 0.61905
Specificity 0.62719 0.64912
PPV 0.1145 0.13978
NPV 0.93464 0.94872
Balanced accuracy 0.57550 0.63409

STAXI-2
Sensitivity 0.78261 0.60870
Specificity 0.42629 0.56175
PPV 0.11111 0.11290
NPV 0.95536 0.94000
Balanced accuracy 0.60445 0.58522
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with resampled data, observed at an item count of d¼2 (Fig. 3,

right bottom panel). The classification rule derived from

further 1000 runs with resampled training data testing all

possible sums of the two STAXI-2 items, ranging from 0 to 6

(possible ratings of n 2N; ½0;…;3� per item) was defined as if
P2

1STAXI2 items<3 then a subject belongs to the ‘non-

persistent pain’ group else to the ‘persistent pain’ group

(Table 1).
Combined reduced questionnaire

All items identified as best suited for pain persistence group

association in each questionnaire were included as new

candidate features in the combined score (Fig. 4). Again,

feature selection was performed using random forests fol-

lowed by computed ABC analysis, which resulted in a mode of

the number of items in ABC set ‘A’, with 495 out of 1000 runs

with resampled data, observed at an item count of d¼7

(Table 2). In the combined score, the items most frequently

assigned to ABC set ‘A’ comprised BDI item 8 (‘self-critical-

ness’), STAI-State item 20 (‘I feel pleasant’), item 10 (‘I feel

comfortable’), item 1 (‘I feel calm’), STAI-Trait item 22 (‘I get

easily fatigued’), item 26 (‘I feel rested’), and item 21 (‘I feel
pleasant’). The classification rule derived from further 1000

runs with resampled training data testing all possible sums of

the seven items, ranging from 0 to 21 (possible ratings of n 2N;
½0;…;3� per item) was defined as if

P7
1items<7 then a subject

belongs to the ‘non-persistent pain’ group else to the ‘persis-

tent pain’ group. The classification performancewas similar to

that of the reduced or complete questionnaires analysed

above (Table 3).
Discussion

While preserving the predictive performance, the reduction of

the questionnaires to a pain-relevant subset was considerable.

The results suggest that only 25e35% of the items of the

questionnaires are needed without compromising the perfor-

mance of the trained algorithm for persistent pain. Moreover,

the seven-item combination questionnaire derived from the

best performing items of each questionnaire provided a com-

parable predictive performance to the original 69 items of the

included questionnaires.

Of note, the presently obtained reduced sets of questions

tended to exceed the predictive performance of the full ques-

tionnaires (Table 1). This is plausible when considering that all

of the used questionnaires have been created to provide sum

scores. The total sum score was higher in the patient group

with persistent pain observed within the 3-yr follow-up after

surgery than in patients with non-persistent pain. The ma-

jority of the questionnaire items, but not all, contributed to the

higher total sum scores. For certain items the relation was

reversed; some items were rated comparatively lower by the

patients with persistent pain than by those in whom pain had

taken a more favourable course. This is shown as an example

for the BDI questionnaire in Supplementary Fig. S1. In a sum

score, the inversely directed differences reduced the global

group difference.

The present analyses produced a plausible list of psycho-

logical items agreeing with psychological parameters known

to associate with pain. Specifically, the final combined seven-

item subset includes a symptom cluster from two major psy-

chological factors, depressive mood and both state and trait

anxiety. These psychological characteristics can be cat-

egorised as: (i) heightened self-criticalness; (ii) anxious feel-

ings of unpleasantness, uncomfortableness and nervousness

during the previous week; and (iii) general tendency to feel

being in an unrelaxed, fatigued, and unpleasant state. All of

them represent components of the fear avoidance model of

chronic pain.38,39 The included items on state and trait anxiety

cover also the same categories of characteristics of nervous-

ness and dissatisfaction. Such attentional focusing on bodily

experiences of anxiety may also activate and interact with

hypervigilance to pain-related bodily signals leading to an

overestimation of pain sensations and restarting the circle of

rumination.

This cluster of anxiety-related characteristics can also be

interpreted within the concept of anxiety sensitivity.40,41

Anxiety sensitivity is known to attract attention to bodily ex-

periences,42 and therefore pain sensations may be more

intense and distracting in an anxious person. Habituation to

ruminationmay be associated with a less resilient way to cope

with pain sensations43,44 and possibly with higher cata-

strophising which is known to have an effect on pain experi-

ence.45 Feelings of dissatisfaction and self-blaming may also

influence the way how a person copes with the primary dis-

ease and pain. Tendency to hear only negative bodily



Fig 4. Creation a of combined seven-item questionnaire from the items selected in the previously analytical steps from each questionnaire

as being best suited for the prediction of persistent pain. All items from each separate questionnaire that had been found most suitable for

predicting persistent pain were again submitted to a feature selection, which resulted in the selection of seven items, of which six were

from Spielberger’s StateeTrait Anxiety Inventory (STAI; blue columns in panel A). The line plot (panel B) shows the performance of

different iterations of the reduced-set questionnaires for the prediction of persistent pain after breast cancer surgery. All possible sums of

the selected items, which can take values of n2N; ½0;…;3� for Beck’s Depression Inventory (BDI) and Spielberger’s StateeTrait Anger

Expression Inventory (STAXI-2), and n2N; ½1;…;4� for STAI-state and STAI-trait, were iteratively tested with respect to their classification

performance. The main criterion was the product of sensitivity and specificity. The green line shows the product of sensitivity and

specificity for different item sums. Given are the medians of 1000 bootstrap resampling runs, surrounded by the 95% bootstrap confidence

intervals (2.5th to 97.5th percentiles). The figure was created using the R software package (version 3.4.1 for Linux; http://CRAN.R-project.

org/).28
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sensations combined with insufficient strategies to calm those

sensations in mind may develop a vicious circle that worsens

both pain and mood.39

In agreement with what is already known, the short set of

seven items seems to provide the key psychological parame-

ters relevant for persistent pain after breast cancer treat-

ments. The results suggest that psychological factors (i.e.

characteristics of depressive mood and anxiety), assessed

when the patients have already established persistent pain at

6 months, are sensitive in identifying patients with a long-

term maladaptive outcome after breast cancer treatments.

However, in line with other reported predictive factors (e.g.

those reported by Sipil€a and colleagues,17 L€otsch and col-

leagues,25 Meretoja and colleagues46), the association of

persistent pain with psychological factors was only modest

although both, the complete and the reduced lists of ques-

tions, had a high NPV. This indicates that the list of factors

should be extended by other psychological characteristics (e.g.

pain catastrophising,47 inflexibility,48 self-reported pain vigi-

lance,7,49,50 and resilience). In addition, biochemical, genetic,

and other biomarkers25 should be included.

In a previous attempt at reducing one of the included

questionnaires, namely the STAI to a relevant item subset

feasible for diagnostics, a correlative approach was taken
combining the highly correlated items and selecting those that

correlated best with the scores obtained using the full ques-

tionnaire. A reduced six-item set was proposed.19 Applying

this set on the present test data subset resulted in a sensitivity

and specificity to detect patients with persistent pain of 47.6%

and 67.7%, respectively, which corresponds to a balanced ac-

curacy of correct patient group assignment of 57.6% and an

NPV of persistent pain of 93.3%, which is slightly outperformed

by the present results obtained with the two reduced sub-

scales of STAI (Table 1) and the combined seven-item set

(Table 3). The mentioned approach19 focused on non-

redundancy addressing highly correlated parameters. The

present analysis used a machine-learning approach aiming at

optimisation and performance of an algorithm.30 Given the

classification accuracy of the full questionnaires as a bench-

mark and considering the psychological plausibility of the

proposed item subset, further feature selection methods on

the present two-class problem (persistent or non-persistent

pain), such as logistic regression or adaptive boosting,51 were

not tested as benchmarking of classifiers as families of item

sets were not desired.

The psychological questionnaires were used based on the

expectation that they provide information relevant for the

identification of persistent post-surgical pain after breast

http://CRAN.R-project.org/
http://CRAN.R-project.org/


Table 2 Set of items that resulted from a feature selection
analysis of the best suited items of each of the four ques-
tionnaires (BDI, STAXI-2, STAI-State, and STAI-Trait). The
analysis identified seven items across the questionnaires that
provide a similar prediction performance of persistent pain as
the single complete or reduced scores. The resulting items
originated mainly from the STAI; only one was from BDI and
none from STAXI-2. After rescaling of the STAI-related re-
sponses into n2N; ½0;…; 3�, a possible predictive tool would
use the algorithm if

P7
1items<7 then a subject belongs to the

‘non-persistent pain’ group else to the ‘persistent pain’ group.
BDI, Beck’s Depression Inventory; STAI, StateeTrait Anxiety
Inventory; STAXI-2, Spielberger’s StateeTrait Anger Expres-
sion Inventory

Questionnaire Item Scaling

Original Rescaled in
proposed
combined
item set

BDI #8: Self-criticalness 0, 1, 2, or 3 0, 1, 2, or 3
STAI-State #1: I feel calm 1, 2, 3, or 4 0, 1, 2, or 3

(original
rating e 1)

#10: I feel
comfortable

#20: I feel pleasant
STAI-Trait #21: I feel pleasant

#22: I get easily
fatigued

#26: I feel rested

Table 3 Test performance measures of a seven-item com-
bined questionnaire. All items from each questionnaire that
had been foundmost suitable for predicting persistent pain in
previous analytical steps were again submitted to feature
selection, which resulted in the final selection of seven items.
These comprised one item from Beck’s Depression Inventory
(BDI), three items from StateeTrait Anxiety Inventory (STAI)-
State, and three items from STAI-Trait. The item reduction
and creation of reduced questioners was performed on two-
thirds of the data obtained via class-proportional random
split of the original data set (‘training data’) whereas the
assessment of predictive performance was performed with
the one-third remaining data (‘test data’). NPV, negative pre-
dictive value; PPV, positive predictive value

Test performance measure Combined questionnaire

Sensitivity 0.61905
Specificity 0.65455
PPV 0.14607
NPV 0.94737
Balanced accuracy 0.63680

1130 - L€otsch et al.
cancer surgery based on previous literature.14e18 However, the

results of the present analysis indicate that the main strength

of these factors is the exclusion of patients at risk for devel-

oping persistent pain. This shows that machine learning and

statistics are not identical. Machine learning focuses on the

performance of algorithms, the clear focus being on the utility

of the psychological information to identify the clinical course

of pain. The statistical association between the questionnaire

items and persistent pain, is reflected by the ability of the al-

gorithm to associate the patients with the correct group of
non-persistent or persistent pain that was better than guess-

ing (approximately 60% balanced accuracy; Table 1), indicating

that the questionnaire items contained relevant information

about the time course of pain.
Conclusions

Using a data-driven machine-learning approach, a short list of

seven items from BDI and Spielberger’s STAI was selected as a

basis for their associationwith the possible persistence of pain

after breast cancer surgery. When compared with the com-

plete forms of the questionnaires, the seven-item version of-

fers a briefer and at least as accurate identification of women

in whom pain persistence is unlikely (almost 95% NPV). Thus,

the present results offer a shorter set of psychological data

required to identify patients at risk for PPSP. Validity of the

selected subset of items needs to be further tested in a

different cohort of breast cancer patients and after other types

of surgeries. These results suggest that machine learning is a

promising approach for the development of predictive tools

for persistent pain based on psychological factors.
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