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1 Introduction

1.1 Motivation

More and more data is freely available online these days. Social networks,
blogs, forums and online encyclopedias, to name just a few, contribute to
this. Many of these data are available in unstructured form as text. And
although a lot of this data is impure and contains spelling mistakes, there
are still resources available to work with. One of this resources is Wikipedia!.
Wikipedia is an online encyclopedia that offers free content, created by the joint
work of its users (Mehler, Riidiger Gleim, Liicking, et al. 2018; Stegbauer 2009).
Millions of users are working on the further development and improvement of
this encyclopedia and this is what makes Wikipedia so interesting in terms of
natural language processing (NLP). Over 50 million articles have already been
written? and more than 10,000 new articles are added daily®. Never before
have we had such a privilege in NLP to collect so much digital content which
is also verified by millions of users in terms of correctness and spelling mistakes.
This enables the main goal of this dissertation, namely to analyze documents

and automatically comprehend its content.

But in order to analyze documents according to their semantic content, there
are several tasks that have to be accomplished beforehand. Starting with
the pre-processing step, where unstructured texts are converted into machine-
readable formats. In pre-processing, the text is initially broken down into
its basic components such as words and sentences. Subsequently, further pre-

processing steps on morphological, syntactic and semantic level can be treated.

Lwikipedia.org

2statista.com/statistik/daten/studie/195081/umfrage/anzahl-der-artikel-auf-wikipedia-
weltweit

3statista.com/statistik /daten/studie/ 195096 /umfrage/anzahl-neuer-artikel-pro-tag-bei-
wikipedia
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This includes, for example, the analysis of the part of speech, lemma and
grammar information of words. All this information can be used to address and
solve other NLP tasks. For example, Sun et al. (2014) have shown the influence
of pre-processing on the thematic analysis. Peng and Dredze (2016) have shown
that they can improve Named Entity Recognition using pre-processing. Text
classification in the medical field also benefits from pre-processing (P.-H. Chen
et al. 2018). Another type of pre-processing at semantic level is word sense
disambiguation (WSD). To understand the semantic content of a document,
it is helpful to understand the meaning behind each word beforehand (Guo
and Diab 2011; H. Song and Yao 2009; Plaza, Stevenson, and Diaz 2010).
WSD addresses this problem and utilizes the context of a word to determine

its meaning.

After analyzing the semantics at word level, the analysis of semantics at doc-
ument level can be performed. This requires a semantic model to represent
the text. In this dissertation we have dealt with two different models, which
are discussed in more detail later in this chapter. All the studies and dis-
coveries included in this dissertation became possible due to the ever-growing
number of texts available online. But despite all the benefits gained from this
data, there are also challenges that need to be mastered. Especially one of the
biggest advantages brings one of the most difficult challenges — big data. Hav-
ing a lot of data is a blessing in machine learning, as methods and algorithms
can be trained much better for a particular task. But not every algorithm is
designed to be applied to large amounts of data efficiently. In addition, many
shared NLP tasks have the disadvantage that the evaluations contain very
little hand-annotated data for training and testing. Although these tasks are
good for comparison with the competition, they do not provide a solid basis for
achieving good results in real life scenarios, especially when facing big data.
Solving a problem such as WSD for a small data set containing about 100
ambiguous words will not work if applied to a larger data set where thousands
of words are ambiguous. On the one hand, because most words of the large
data set remain unknown and on the other hand, as the algorithms are mostly
optimized for the small data sets and cannot keep up with a larger number of
documents in terms of runtime. Therefore, the development of the models in
this dissertation also focused on the efficient handling of big data. A resource

as large as Wikipedia provided a good foundation. By using user annotated

12



information from a Wikipedia article and other data sources associated with
Wikipedia, it is possible to create large corpora containing semantic informa-
tion. Thus, we were able to generate data sets for different NLP tasks. This
allowed the automatic analysis of a text according to its semantics, which has

been addressed in this dissertation.

13



1.2 Focus & Goals

In this chapter, we introduce the focus and goals of this dissertation and discuss
the main idea and the content of the included articles. In addition, we will
describe the relationship between the individual articles and how the success
of each article depends on each other. However, before we discuss the content-
related topics, we will first explain the principles, which have been highly

focused in this dissertation.

1.2.1 Principles

Besides the main topic of this dissertation, namely the automatic analysis of
documents on a semantic level, the following principles are a special focus of
this thesis.

Efficiency

As already mentioned, many NLP tasks usually contain smaller datasets. This
usually encourages the participants to develop complex systems which are then
optimized for this data set and achieve good results. However, these systems
are then usually limited to these small datasets and are no longer applicable
for big data due to the time complexity, unless days and weeks are available
to wait for the results. In machine learning, however, the principle of trial
and error is often used to solve certain tasks. A first approach is implemented
and applied for a specific task. Subsequently, the errors of the approach are
analyzed. Based on these errors, the approach is adjusted accordingly to avoid
them. However, waiting days or weeks for each iteration, would require months
of experiments to optimize for a specific task. Therefore, an important prin-
ciple of this dissertation is the efficiency of the developed systems and the
manageability of big data.

14



Language independence

Not only the size of the datasets, but also the number of languages involved
in these shared tasks are limited. We decided to take advantage of the sump-
tuous amount of data available on the Internet and develop the tools language
independent. Wikipedia and Wikidata were of great help in realizing this
principle. We were able to utilize the multilingual content written by millions
of users, which are also interconnected across the languages. Thus we were
able to create language-independent corpora for different tasks and train our

models language-independently for all supported Wikipedia languages.

Applicability

The next principle concerns the applicability of the models. We did not want
to create models or tools that only exist on paper or can only be used by the
people creating it. Thus it is another important principle to make the devel-
oped approaches available online and applicable. This has been achieved by

creating websites for the projects, allowing the approaches to be tested.

By adhering to these principles, it was possible to make the developed sys-
tems accessible to all. Due to the efficiency, the size of the data sets is no
longer an obstacle, even on outdated computers. Due to the language inde-
pendence, even low-resource languages can be addressed and the principle of
applicability facilitates these tools to be tested and integrated. Now that the
principles of the dissertation have been explained, the content-related topics

can be discussed.

1.2.2 Document analysis

One of the main goals of this dissertation is to analyze the semantic content
of multiple documents — preferably a large amount of documents. At the same
time, the implementation of the principles set out in the section before is of
great importance. Every day, huge amounts of unstructured text appear, af-
fecting all sorts of business areas. According to Oussous et al. (2018) the

number of available data doubles every two years. This includes emails, so-
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cial media posts, user feedback, ratings and much more. When it comes to
analyzing and organizing all this data, automatic text analysis provides a big
advantage. This allows large amounts of data to be explored and frequently
used patterns to be identified quickly, easily and in a scalable manner. The
analysis of the semantics of a text involves various methods and emphases
(Brinker et al. 1988; Rastier 1974). Text isotopy for example concerns correla-
tions between the sentences of a text from a semantic point of view (Greimas
1971). The emphasis here, however, is on analyzing the topics of multiple doc-
uments or corpora rather than the thematic progression of sentences, which is
influenced by coherence and cohesion. There is many research that has already
dealt with the semantic analysis of documents. Mimno (2012) for example used
topic models on an archive of over 100 years of accumulated journal publica-
tions. As a result, this large collection could be organized automatically and
scholars had the opportunity to discover even the older studies. Griffiths and
Steyvers (2004) and Lamba and Madhusudhan (2019) analyzed trending sci-
entific topics using articles of different journals. There has also been some re-
search analyzing the distribution of topics over time from different newspapers
(Newman and Block 2006; T.-I. Yang, Torget, and Mihalcea 2011). Vincent
(2007) worked on document understanding by analyzing Google books. This
allowed to cluster these books and make them searchable. Clearly, there are
numerous possible applications for automatic semantic analysis of documents.
Many of these methods use unsupervised topic detection methods, which have
some disadvantages. Later in this chapter, we will discuss pros and cons of
existing topic models and show the different types of semantic models we ad-
dressed in this dissertation. However, before we analyze documents at the
semantic level, we must first perform a few steps beforehand, starting with the

pre-processing.

1.2.3 Pre-processing

In order to automatically analyze documents, pre-processing is of utmost im-
portance. By reading a text, humans can very quickly grasp the content,
meaning and context of a text. We must remember that words, sentences
and texts are nothing but a collection of characters to a computer. In this

context we often speak of unstructured data. The purpose of pre-processing
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is to structure this data in order to automatically process the text for a range
of purposes. Therefore, at the beginning of this dissertation we address the

automatic pre-processing of texts.

The use of large amounts of data for machine learning requires careful pre-
processing, which is fundamental to the accuracy of the result. Thus, the more
accurate the information that can be extracted from a text, the more precise
the content of the text can be determined. Starting with the recognition
of words and sentences, up to the morphological analysis of words, all this
information can help in the further processing. In addition, the number of
NLP tools and the number of freely accessible resources is growing rapidly,

making it difficult to keep track.

For this purpose we have developed TextImager, a UIMA“-based system for
NLP. UIMA is a framework for managing streams of data between compo-
nents (Ferrucci and Lally 2004). It offers standardized interfaces for the cre-
ation of these components, which can be executed individually or in a group in
a pipeline structure. This allows TextImager to offer a wide range of NLP tools
for text pre-processing and analysis. Furthermore, a big advantage of TextIm-
ager is that it combines different NLP methods for different tasks and makes
them interoperable. This also enables the principle of language independence,
since we can reconcile NLP procedures from all over the world. TextImager
currently supports more than 10 languages, including over 10 methods each
for high-resource languages such as English, German, Spanish and French.
Another advantage is that TextImager is not dependent on a central reposi-
tory. It can be distributed across multiple servers, allowing developers to set
up their own TextImager server and distribute their own NLP tools within
the TextImager ecosystem. Furthermore, the multi-server system enables the
orchestration of NLP-tools on even larger amounts of data. By distributing
the services to multiple servers, TextImager complies with the principle of
efficiency and handling of big data. In order to fulfill the principle of ap-
plicability, TextImager also visualizes the extracted information in a clearly
arranged manner via a web interface in order to give the user a quick overview
of all extracted data. Furthermore, these visualizations are interactive and en-
able to control the navigation in the input texts. Conversely, it is also possible

to interact with the text to create context-sensitive visualizations. This facil-

4uima.apache.org
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itates navigation between text and visualization and the analysis of specific

text phrases.

There are already frameworks in the field of NLP. bkPro (Eckart de Castilho
and Gurevych 2014), GATE (Cunningham et al. 2011) and WebLicht (M. Hin-
richs, Zastrow, and E. W. Hinrichs 2010) just to name a few. Their aim is
to provide different NLP methods in a pipeline system. AllenNLP (Gardner
et al. 2018), CoreNLP (C. D. Manning et al. 2014) and SpaCy (Honnibal and
Montani 2017) are frameworks providing NLP-tools. Their goal is to solve
certain problems in the field of natural language and to provide models for
different languages. In addition to text analysis, Voyant Tools (Sinclair and
Rockwell 2012) and RapidMiner (M. Hofmann and Klinkenberg 2013) offer vi-
sualizations similar to TextImager. However, all the above mentioned tools
have some shortcomings and do not combine the benefits of each. Some of
these frameworks are not cluster-based or service-based, making it difficult to
distribute large amounts of data. Some do not offer a variety of NLP tools
for different linguistic processing levels. Some do not provide a user-friendly
interface for using these NLP tools. The latter is particularly important, as
even non-IT-savvy people can work with these NLP methods, enabling even
interdisciplinary research questions to be addressed. TextImager incorporates
these functions and advantages and provides the ability to extract many kinds

of information.

In order to have a better understanding of the collected data, we have com-
bined the NLP procedures of TextImager with a tool for statistical data anal-
ysis — R (R Development Core Team 2008). R is an open source software
and a programming language designed to analyze statistical data and gener-
ate graphics. The main package repository of the R-project called CRAN®
consists of about 15,000 packages containing functions for almost every sta-
tistical problem. Some of these packages also include NLP functions, making
them better interoperable with TextImager. This allows, for example, statis-
tical analyses of linguistic feature distributions, as well as stylometric analy-
sis of documents based on pre-processed features like syntactic information.
The combination of these two systems offers a wide range of applications and
enhances the capabilities of TextImager by the advantages of R. Therefore

TextImager forms the basis for all methods and frameworks developed in this

Scran.r-project.org

18



dissertation, since it handles the pre-processing and subsequently incorporates
the developed tools and makes them available in a distributed manner through-

out its ecosystem.

1.2.4 Classification

In order to understand and analyze documents, classifications are of funda-
mental importance, since any NLP task can be represented as a kind of classi-
fication problem (Biemann et al. 2014). In text classification, tags or categories
are assigned to the text according to its content. In NLP it has a variety of
applications — at word level for instance part of speech tagging or lemmati-
zation, at document level, tasks such as sentiment, spam or topic detection.
Automatic text classifications are used to structure textual data quickly and
cost-effectively, to improve and automate processes. Since this dissertation
focuses on document analysis, we have primarily dealt with classification at
document level. For classifications at word level, such as POS and lemma
tagging, which are often used for pre-processing, we have applied established
methods available in TextImager. Pre-processing is essential for automatic
text classification, as it enables text structuring and the extraction of new
text features. This provides the classifier with more information as input,
which might improve the classification quality. Furthermore, in recent years
one of the biggest trends in NLP has been the use of word embeddings, i.e.
word vectors whose relative similarities correlate with their semantic similar-
ity. Mikolov, K. Chen, et al. (2013) has published one of the most popular
method for creating word embeddings — word2vec. This allows the mapping of
words into a semantic space and thus helps the computer to understand the
semantics behind the sequences of characters. Many classification tasks have
been improved by using this semantic space. fastText (Joulin et al. 2016),
for example, is a classification framework that supports word embeddings and
classifies texts. fastText is based on an artificial neural network with a sin-
gle hidden layer. The focus of fastText’s architecture is on the speed of the
classification. Since this fits perfectly with our principle of efficiency and ap-
plicability to big data, some of the classification algorithms we developed are

based on this architecture.

However, the frequent use of TextImager and the analysis and comparison of its
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visualizations raised the question, whether it is possible to classify documents
by using only the visual characteristics. This is where text2voronoi comes
in. In contrast to conventional classification approaches, we have developed
a special document visualization technique and use its visual features for au-
tomatic classification. First of all, we extracted linguistic features of the text
to be visualized. Here we extracted morphological and morphosyntactic infor-
mation and visualized them using a Voronoi diagram. For the positioning of
the Voronoi cells, we have calculated embeddings for each morphological unit.
The resulting visual features served as input for the classifier. text2voronoi
was applied to classify diseases using data from physician-patient interviews.
We have shown that our image-driven classifier can successfully distinguish be-
tween epileptic and dissociative disorders. Another advantage of text2voronoi
is the interactive visualization, which allows subsequent analysis of the classi-
fication and the underlying visualization. We enable the analysis of the input
data for the classifier. Otherwise a series of vectors and matrices would need
to be observed. This is a first step towards solving the problem that often

underlies machine learning — black box.

Classifications can also be used to determine the semantic content of doc-
uments. In the next section, we will explain how we used automatic text

classification to analyze the topic distribution of documents.

1.2.5 Semantic analysis
Word sense disambiguation

Before we dive into the semantic analysis of documents, an intermediate step
is required. In order to understand the content of a document, it is helpful to
understand the meaning of each word. The most basic approach is to create
a one-level coded vector where each occurring word represents a dimension,
whereby 1 indicates the existences and 0 the non-existence of the word. Here
the computer receives only the information about the occurrence of words.
This input could be enhanced with more information if, for example, the term
frequency—inverse document frequency (TFIDF) values were calculated. Word
embeddings also help to enrich the information of the input. However, these

approaches have the disadvantage that they do not resolve ambiguous words
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and map all senses to a single word or vector.

Ambiguous words are particularly important for semantic analysis, because
otherwise the computer does not know the meaning of the word and is therefore
less likely to grasp the content of the document. Word sense disambiguation
(WSD) addresses the elimination of ambiguities of linguistic expressions by
utilizing its context. There are several attempts to solve WSD, which we
will discuss in more detail in Chapter 9, but these methods often have the
disadvantage that they have been trained and optimized on only small amounts
of data. An application to larger amounts of data, like the ones we examined,

was not feasible with existing methods.

To this end, we have developed fastSense, which is designed to solve the
problem of WSD for big data. Here we have made use of the universal approx-

imation theorem:

Universal approximation theorem (Csaji 2001): Let ¢(.) be an arbi-
trary activation function. Let X C R™ and X is compact. The space of
continuous functions on X is denoted by C(X). Then Vf € C(X),Ve > 0:
dn € N,a;;,b;,w; € R,i€{l..n},j €{l..m}:

(Apf) (@1, ) = ijlww(z;”:l aijz; +b;) (1.1)

as an approximation of the function f(.); that is

[f—Anf<e (1.2)

The universal approximation theorem states, that a feedforward network with
a linear output layer and at least one hidden layer with certain activation
functions (sigmoid and ReLUs included) is able to approximate any continu-
ous function defined on a compact subset of R". With this in mind, we have
used a highly efficient artificial neural network that uses only a single hidden
layer and trained it on the disambiguation scheme of the entire Wikipedia.
The architecture of fastSense was also motivated by fastText (Joulin et al.
2016), which is known for its time efficiency. However, since fastText was de-

veloped for text classification, we had to make some modifications to make the
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model applicable to WSD. Thus we were able to apply fastSense to a disam-
biguation corpus with over 50,000,000 training and test units. To create such
a large corpus, we used Wikipedia’s disambiguation pages and link structure
to match words with their corresponding senses. This results in a corpus of
221,965 ambiguous words with 825,179 meanings. Notwithstanding the high
time efficiency, we hardly had to suffer any quality losses. We achieved an
F-score of over 80% in our big data corpus and furthermore we were able to
keep up with our competitors in Senseval and SemEval tasks. Since our corpus
is based on Wikipedia, fastSense could be applied to all supported Wikipedia

languages.

Topic models

Now that we are able to dissolve words into meanings, we can focus on se-
mantic analysis at a higher level, namely of documents. As mentioned before,
the emphasis of the semantic analysis in this dissertation is on the thematic
analysis of the documents. Document topic detection is about abstracting the
content and finding out the core information of a document that dominates
all semantic information in the text (Kallmeyer et al. 1974). According to
Brinker et al. (1988) text topic is the core of the text content, which for ex-
ample causes text coherence or creates a context by arousing expectations in

the reader.

One of the most popular methods for detecting topics, are for example Latent
Dirichlet Allocation (LDA, David M Blei, A. Y. Ng, and Jordan (2003)), Latent
Semantic Analysis (LSA, Deerwester et al. (1990)) or the probabilistic version
of LSA (PLSA, T. Hofmann (1999)). These are unsupervised topic models, as
they are designed to identify patterns and structures without taking any form
of prior knowledge into account during the analysis. LSA is one of the funda-
mental techniques in topic modelling, as it is a statistical method designed to
vectorize the meaning of words and texts and allows automatic measurement
of the similarity of the content of words and texts. However, the disadvantages
include the limited representation and analysis of syntactic structures, which
are only considered by the inflections of the words. Moreover, the embeddings
are difficult to interpret as the topics are unknown. pLSA tries to solve this

problem by using a probabilistic method rather than the singular value de-
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composition as in the case of LSA. The main idea is to assign a distribution of
latent topics to each document and a collection of words to each topic. How-
ever, pLSA is not a generative model for assigning topics to documents, which
makes it difficult to categorize unknown documents. In addition, the amount
of model parameters increases linearly with the size of the corpus, which can
lead to serious problems with overfitting (David M Blei, A. Y. Ng, and Jor-
dan 2003). LDA tackles these problems and tries to solve them with a few
amendments. LDA is a Bayesian version of pLSA and is therefore suitable for

a better generalization. Thus LDA also works well on unseen documents.

Regardless of their great applications, a central problem of this approach is
that the identified topics are not directly labeled. Since these are unsuper-
vised topic models, the identified topics are not always comprehensible and
distinguishable, making it difficult to interpret the resulting topic distribu-
tions (J. Chang, Gerrish, et al. 2009). There have been studies that have dealt
with supervised topic detection, for example sLDA (Mcauliffe and David M
Blei 2008). The disadvantage of these models is often that they become slow
and inefficient as the data set and topic categories grow, requiring more and
more computers to work in parallel (Y. Li, W.-Z. Song, and B. Yang 2018).

However, this affects the usability of the models.

Besides the methodology of topic detection, the underlying topic model plays
an important role. Hereby we differentiate between closed topic models (CTM)
and open topic models (OTM) (Mehler and Waltinger 2009). The CTMs are
characterized by a predefined classification scheme. This classification scheme
is often defined by a small number of experts and barely changes over time.
The advantage of this model, however, is that it produces the same results
when applied repeatedly and thus becomes comparable. In OTMs, categories
are not listed in advance. OTMs focus on the topics of an constantly expanding
thematic universe, which is composed and expanded by the collaboration of

multitudes of people.

A good example for CTMs is the Dewey Decimal Classification (DDC, Dewey
(1876)). DDC is an internationally accepted classification system that orga-
nizes literature in libraries according to its content. The classification system
is hierarchical, starting with 10 main categories and containing up to 10 sub-

categories for each level, resolving into 99 classes at the second level (DDC 040
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is unset) and 915 classes at the third level.

For example, the main category 900 stands for History and geography. It
is divided into 10 subcategories, for example 950 is representing History of
Asia. Once again, this class is divided into 10 subcategories. On this level, for

example, 952 stands for History of Japan.

There are several studies addressing the automatic classification of DDC (Golub,
Hagelbéack, and Ardo 2018; Briick, Eger, and Mehler 2016; Losch et al. 2011;
Mehler and Waltinger 2009). But they used classification methods that could
not be applied to larger amounts of data, furthermore the amount of available
training and test data was small. This is often the case because DDC classes
usually occur in connection with books and these are not easily accessible.
Thus, in these cases, the title is used as input, even though it does not provide

quite as much information.

However, we have found a way to avoid this barrier. By using Wikipedia,
Wikidata and the Gemeinsame Normdate: (GND), it is possible to create a
large language independent DDC-corpus. By connecting the three platforms,
we are able to automatically provide Wikipedia articles with DDC information
obtained from the GND. By using the language links available in Wikidata,
this corpus is also adaptable to all supported Wikipedia languages.

By implementing an efficient neural network based classifier, we have created
a language-independent topic model based on DDC called text2ddc, which is
capable of processing large amounts of data. Classifiers are usually developed
to classify or categorize a document into a specific target class. text2ddc,
however, utilizes the softmax function to transform the output layer to the
value range between 0 and 1. The softmax function is defined by (Goodfellow,
Bengio, and Courville 2016):

exp(z;)

Zj €$p(2j) (1.?))

softmax(z); =

Furthermore, the softmax function has the advantage that the sum of the out-
put neurons equals 1. Thus text2ddc calculates a probability for each DDC
class, resulting in a topic distribution of the documents, similar to LDA. The

advantage of this topic model is that we have labeled and internationally ac-
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knowledged topics, which are easier to interpret than automatically generated
topics. The pre-processing of the documents with TextImager has improved
the classification quality, as we have been able to use additional morphological
information of the words. The best results were achieved by the additional ap-
plication of fastSense and using word embeddings based on the disambiguated

words.

text2ddc was trained in more than 40 languages supported by Wikipedia and
achieves results of over 88% F-score for the second level DDC in German. We
also trained text2ddc on the third level of the DDC and here again we achieve
great results of about 81% in the example of German. The resulting topic
distribution derived from text2ddc can then be used to improve other NLP
methods, such as classification or clustering, by better defining the semantic

context.

However, there is the disadvantage of CTMs within the DDC that the thematic
universe is limited and not constantly evolving. This has a great advantage
in terms of comparability, but we also wanted to develop a topic model whose
thematic universe will keep up with the times. Therefore we worked on the
development of an OTM and examined the Wikipedia category system. Since
the Wikipedia category system is created through social tagging and is adapted
and expanded daily, it has the perfect prerequisites for an OTM (Mehler and
Waltinger 2009; Mehler 2011).

Several studies have already dealt with the Wikipedia category system. Voss
(2006) explores this system and found out, that the analysis of structural and
statistical properties shows that the Wikipedia category system is a thesaurus
that combines collaborative tagging and hierarchical classification in a special
way. There are also studies that have dealt with the classification of texts using
the Wikipedia category system (J. Raiman and O. Raiman 2018; Medeiros et
al. 2018). However, in these cases the category system is reduced to only
a few categories. In addition, by specifying these, the criteria of an OTM
are not fulfilled. Schonhofen (2009) also used Wikipedia’s category system to
improve further classifications. For this he searched for Wikipedia titles in a
text, then associated them with the Wikipedia articles and finally weighted
the associated categories. Turker et al. (2019) calculates word embeddings by

additionally using the categories of Wikipedia articles to get more information
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and shows that he achieves better results using them. These examples show
how useful Wikipedia and its category system can be in the field of natural

language processing.

However many advantages the Wikipedia category system has, it also has
its challenges. One of the biggest challenges in dealing with the Wikipedia
category system is its size and lack of clarity. The advantage that comes with
social tagging also brings disadvantages, such as the impurity of the category
system. Thus, it is common to find categories that contain only a few or
a single article and are so specific that many would not perceive them as a
category. Therefore, we first had to define various criteria in order to be able
to approach the category system. For example, we have filtered categories that
do not contain enough articles or are too low within the category tree. Thus,
using this criteria, we have created an initial topic model, with about 3,806
categories. Furthermore, we divided the category system of Wikipedia into 3

parts:
o Space (Universe, World, Europe, etc.)
o Time (Millennium, century, etc.)
o Theme (Mathematics, sports, politics, etc.)

This gives us 3 different models that analyze the text in terms of "what location
s it about?”, “what time period is it about?” and “what topic is it about?”.
This also has the advantage of combining these models. For example, if we
have recognized Asia as a location, the 17th century as a period of time, and
history as a theme, the text probably concerns Asian history in the context of
the 17th century. As a result, our open topic model called text2wiki becomes
multimodal and thus even more powerful, as it provides semantic analysis

beyond topic modeling.

Despite having so many categories, we achieve a classification quality of over
80%. Our previously developed CTM text2ddc has made a significant con-
tribution to this. By using our small topic model with only about 100 DDC
classes, we were able to help text2wiki to better understand the context of the
documents and thus improve the classification of the thousands of Wikipedia
categories. In addition, the pre-processing using TextImager and the disam-

biguation by fastSense has improved the classification.
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In order not to be limited to the 3,806 categories, we have trained further
models, including much more categories. This gives us an even more specific
thematic model as we move even deeper along the category tree, resulting
in models containing 7,500, 10,000, 15,000 and 20,000 categories. Despite the
growing number of categories, the scores remain consistently high. In this way,
the user can decide how detailed the topic universe should be. The more de-
tailed, the larger the topic vector and the more challenging the computational

challenge.

To make the resulting categories more legible, we converted them back to
the tree format of Wikipedia. This category tree contains only the classified
topics and moves up along the usual Wikipedia category tree. For this we
have used a tree visualization technique that displays this structure in a clear
manner. In Figure 1.1 we see the category tree of text2wiki on a text about

the Pythagorean theorem.

In order to evaluate the use of text2wiki, we applied it to other classification
tasks including text2ddc. We have incorporated the identified topics from
text2wiki as additional input features for the text2ddc classifier. The classifi-
cation quality of text2ddc has been improved by up to 3% using this additional
information. Consequently, many of the related studies that are based on the
categories of Wikipedia articles may also benefit from the use of text2wiki.
An additional benefit is the categorization of out-domain documents accord-
ing to the Wikipedia scheme, allowing these related studies to be applied on

non-Wikipedia corpora.

We have also measured the change in Wikipedia categories over time. Thus we
were able to confirm that the Wikipedia category system is constantly evolving
and that the topic universe changes over time, which is an important criterion
for OTMs.

In this dissertation we have dealt with various aspects of the analysis of mul-
tiple documents. This includes pre-processing, data visualization, text classi-
fication and semantic analysis at word and document level. We are able to
convert unstructured text into a machine-readable form, visualize and analyze
the data and retrieve semantic information. An important factor for the suc-
cess of this dissertation was the ability of the different models to interact with

each other. The developed methods were used or incorporated for the devel-
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Figure 1.1: Output of the text2wiki visualization for an article about the
Pythagorean theorem.

opment of further methods. Thus, we were able to achieve improvements in
performance by utilizing extracted information provided by previously created
tools and methods of this dissertation. We will explain the interaction model

of this dissertation in more detail in the next chapter.

1.3 Interaction model

This dissertation presents many tools and systems developed to solve different

aspects in the field of NLP. A big advantage and also a reason why these tools
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became so efficient is their dependency on each other. Each tool offers solutions
for specific tasks, whereby these solutions can often be used in other areas as
well. Figure 1.2 describes the interaction model of the tools and systems
presented in this dissertation. The various components are connected to each
other in a variety of ways. In this case, a directed edge indicates the usage
of the source node in the target node. For example, by using TextImager we
were able to successfully develop fastSense and thus efficiently disambiguate
words. The disambiguation information by fastSense helped us to improve
our classifier-induced topic model — text2ddc. The combination of fastSense
and text2ddc has contributed to the optimization of our open topic model —
text2wiki. All these methods and models are finally fed back into TextImager
to be used in its multi-server architecture. The interaction and the performance
improvement through the use of our systems was an important indication that
the developed systems are fully interoperable and can contribute to further

improvement.
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Figure 1.2: The interaction model of the tools and systems presented in this
dissertation.

1.4 Dissertation overview

The dissertation is structured as follows:

Chapters 2 to 12 show the articles that have already been published in peer-
reviewed conferences. Chapters 2 to 5 include articles dealing with the pre-
processing of texts (TextImager) and the subsequent analysis using interactive
visualizations. In Chapters 6 to 8, the acquired information and visualizations
are used to perform classification on documents. Chapters 9 to 12 include ar-
ticles about the semantic analysis of documents, whereas Chapter 9 deals with
the semantic analysis at word level (WSD), while Chapters 10 and 11 present
a closed topic model based on DDC (text2ddc) and Chapter 12 introduces
an open topic model by exploring the Wikipedia category system (text2wiki).
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Chapter 13 summarizes all these articles, resumes all the results and gives an

outlook on future work.
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2 Textlmager: a Distributed
UIMA-based System for NLP

The content of this chapter (Hemati, Uslu, and Mehler 2016) was published in
Proceedings of the COLING 2016 System Demonstrations.

2.1 Abstract

More and more disciplines require NLP tools for performing automatic text
analyses on various levels of linguistic resolution. However, the usage of estab-
lished NLP frameworks is often hampered for several reasons: in most cases,
they require basic to sophisticated programming skills, interfere with interop-
erability due to using non-standard I/O-formats and often lack tools for visu-
alizing computational results. This makes it difficult especially for humanities
scholars to use such frameworks. In order to cope with these challenges, we
present TextImager, a UIMA-based framework that offers a range of NLP and
visualization tools by means of a user-friendly GUI. Using TextImager requires

no programming skills.

2.2 Introduction

Computational humanities and related disciplines require a wide range of NLP
tools to perform automatic text analyses on various levels of textual resolu-
tion. This includes, for example, humanities scholars dealing with repositories
of historical documents, forensic linguists analyzing unstructured texts of on-

line social media to create digital fingerprints of suspects or even doctors using
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clinical NLP to support differential diagnosis based on physician-patient talks.
However, established NLP frameworks still require basic to sophisticated pro-
gramming skills for performing such analyses. This hampers their usage for
users who are not sufficiently trained neither in computational linguistics nor
in computer science. Further, these frameworks often lack interoperability
due to using non-standard I/O-formats. We present TextImager to cope with
these challenges. The longer-term goal of TextImager is to provide a plat-
form into which any open source/access NLP tool can be integrated. To this
end, TextImager provides a web-based GUI whose usage does not require any
programming skills while making accessible a range of tools for visualizing
results of text analyses. In order to ensure standardization and interoper-
ability, TextImager is based on the Unstructured Information Management
Applications (UIMA) framework. Currently, the scope of TextImager ranges
from tokenizing, lemmatizing, POS-tagging, text similarity measurements to

sentiment analysis, text classification, topic modeling and many more.

2.3 Related Work

Frameworks of computational texts analysis have already been introduced and
are now common in industrial use. This includes, for example, UIMA (Fer-
rucci and Lally 2004), DKPro (Castilho and Gurevych 2014), OpenNLP! and
Gate (Cunningham et al. 2011). Note that these frameworks do not provide
visualization interfaces and require versatile programming skills for set up.
Thus, they cannot be recommended for being used by computationally less
trained users. We provide the TextImager to cope with this problem while
integrating most of the components of these frameworks. On the other hand,
Voyant Tools (Bird, Edward, and Klein 2009; Ruecker, Radzikowska, and Sin-
clair 2011), WebNLP (Burghardt et al. 2014) and conTEXT (Khalili, Auer,
and Ngomo 2014) are web-based NLP tools including visualization compo-
nents. In order to combine the best of both worlds, TextImager additionally
subsumes the functionalities of these tools. It also shares functionalities with
WebLicht (E. W. Hinrichs, M. Hinrichs, and Zastrow 2010). However, unlike
WebLicht, TextImager is based on UIMA and, thus, complies to an industrial

https://opennlp.apache.org/
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standard of modeling text processing chains.

2.4 System Architecture of Textimager

TextImager consists of two parts, front end and back end. The front end is a
web application that makes all functionalities and NLP processes available in
a user-friendly way. It allows users for analyzing and visualizing unstructured
text and corpora. The back end is a highly modular, expandable, scalable and

flexible architecture with parallel processing capabilities.

2.4.1 Back end

Figure 2.1 shows the architecture of TextImager. Every NLP component of
TextImager implements a UIMA interface. Every UIMA compatible NLP-
component can easily be integrated into TextImager. Even modules not com-
patible with UIMA can be integrated with just a slight effort. Amongst others,
we have integrated DKPro (see Section 2.3), which offers a variety of UIMA-
components. We also integrated the UIMA Asynchronous Scaleout (UIMA-
AS)? add-on.

TextImager allows users for dynamically choosing NLP components in a pipeline.
To this end, we extended UIMA-AS by initiating components without XML
descriptors by means of uimaFIT3. We extended this framework by allowing
for dynamic instantiations of pipelines. These extensions make our framework

highly flexible, adaptive and extensible during runtime.

All TextImager components are configured as UIMA-AS services, which may
run standalone or in a pipeline. All services are located on servers to allow
for communication among them. Note that we are not limited to run these
components on a single server; rather, they can be distributed among differ-
ent servers (see Figure 2.1). We developed a mechanism that automatically
selects and acquires components and their resources: it arranges components

into pipelines and grants the ability to parallelize them. Thus, components

2https ://uima.apache.org/doc-uimaas-what.html
3ht‘cps ://uima.apache.org/uimafit.html
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Figure 2.1: TextImager’s back end.

that do not depend on each other can run in parallel. For this we developed
an advanced UIMA flow controller. Take the examples displayed in Fig.2.2:
suppose that vertices in these examples denote NLP components; suppose
further that the corresponding arcs denote interdependencies between these
components. In Fig. 2.2a, the components C7, Co and C3 do not depend on
each other. Thus, they can run in parallel. In Fig. 2.2b, components C; and
D; do not depend on each other, but on C' and D, respectively. Thus, C'
and D can run in parallel as can do the components C; and D;. In Fig.
2.2¢c, C' depends on C1, C5 and C3. Thus, running C' has to wait on the ter-
mination of C7, Co and C5. Within TextImager, dependency hierarchies of
components as exemplified by these three examples are generated from infor-
mation provided by each of the components supposed that their input and
output types have been defined appropriately (cf. the class specifications of
type org.apache.uima.fit.descriptor.TypeCapability). In this way, TextIm-

ager allows for realizing a wide range of processing chains.

One advantage of our framework is that it does not rely on a central repository.
Rather, TextImager can be distributed across multiple servers. This allows

developers for setting up their own TextImager server and to distribute their
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Figure 2.2: Component dependency types.

own NLP tools within the TextImager ecosystem.

TextImager can be used within a web application that offers a graphical user
interface. Alternatively, TextImager can be used via a WSDL webservice

client.

2.4.2 Front end

The front end gives access to all NLP tools integrated into TextImager without
requiring any programming skills. This is done by means of a GUI that even
provides three-dimensional text visualizations (see Figure 2.4b). All visual-
izations are interactive in the sense of allowing for focusing and contextualiz-
ing results of text analysis (e.g., the macro reference distribution of sentence
similarity across multiple documents exemplified in Figure 2.4d). The GUI
contains a text and a visualization panel. One of TextImager’s guiding princi-
ples is to enable bidirectional interactivity. That is, any interaction with the
visualization panel is synchronized by automatically adjusting the content of
the text panel and vice versa. The front end is based on Ezxt JS, a JavaScript
framework for building interactive cross platform web applications. The vi-
sualizations are done by means of D3.js* and wis.js® to enable browser-based

visualizations while handling large amounts of data.

Figure 2.4 exemplifies TextImager’s GUI. With a focus on close reading, Tex-
tImager supports the interpretation of single texts by determining, for exam-
ple, their central topics or by depicting their unfolding from constituent to
constituent (see Figure 2.4g, 2.4a, 2.4h). Regarding distant reading (Janicke

et al. 2015), TextImager provides more abstract overviews of the content of

4https://www.d3js.org
5http://visjs.org
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Figure 2.3: R packages in TextImager

text corpora. Here, visualizations provide summary information as exemplified
in Figure 2.4b, 2.4c, 2.4d, 2.4f.

Last but not least, TextImager provides a generic interface to R%. The aim is
to give access to any NLP-related package in R once more without requiring
programming skills. This is especially needed for scholars in digital humanities
who are not trained in using script languages for modeling statistical proce-
dures, but expect a versatile tool encapsulating this computational complexity.
Thus, TextImager users can process input texts using R packages like LDA (see
Figure 2.3b), network analysis or stylometrics (see Figure 2.3a) without the
need to manipulate or to invoke any R script directly. All these R packages
are given a single entrance point in the form of TextImager. See Mehler, Uslu,

and Hemati (2016) for a recent research study based on TextImager.

2.5 Future Work

In already ongoing work, we extend the functionality of TextImager. This
includes covering all features of tools like con TEXT. In contrast to many cur-
rent frameworks, we will make TextImager’s source code open-source as soon
as the framework reaches a stable and documented version. We are going to
specify a comprehensive model for component specification. The model will
contain specifications of general components and their dependency hierarchy.
This model will help defining where new NLP components are settled within
the NLP landscape.

6h*ctps://www. r-project.org
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3 Textlmager as a Generic

Interface to R

The content of this chapter (Uslu, Hemati, et al. 2017) was published in Soft-
ware Demonstrations of the 15th Conference of the European Chapter of the
Association for Computational Linguistics (EACL 2017).

3.1 Abstract

R is a very powerful framework for statistical modeling. Thus, it is of high
importance to integrate R with state-of-the-art tools in NLP. In this paper,
we present the functionality and architecture of such an integration by means
of TextImager. We use the OpenCPU API to integrate R based on our own R
server. This allows for communicating with R-packages and combining them

with TextImager’s NLP-components.

3.2 Introduction

Hemati, Uslu, and Mehler (2016) introduce TextImager, focusing on its ar-
chitecture and the functions of its backend. In this paper, we present the
functionality and architecture of R interfaced by means of TextImager. For
this purpose, we created a separate panel in TextImager for R-applications. In
this panel, we combine state-of-the-art NLP tools embedded into TextImager
with the powerful statistics of R (R Development Core Team 2008). We use
the OpenCPU API (Ooms 2014) to integrate R into TextImager by means
of our own R-server. This allows for easily communicating with the built-

in R-packages and combining the advantages of both worlds. In the case of
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topic detection, for example, the complete text is used as an input string to
R. Thanks to TezxtImager’s pre-processor, more information is provided about
syntactic words, parts of speech, lemmas, grammatical categories etc., which
can improve topic detection. Further, the output of R methods is displayed
by means of TextImager’s visualizations, all of which are linked to the cor-
responding input text(s). This allows for unprecedented interaction between
text and the statistical results computed by R. For this paper we sampled sev-
eral Wikipedia articles to present all features of R integrated into TextImager.
This includes articles about four politicians (Angela Merkel, Barack Obama,
Recep Tayyip Erdogan, Donald Trump) and five sportsman, that is, three bas-
ketball players (Michael Jordan, Kobe Bryant and Lebron James) and two

soccer players (Thomas Miiller and Bastian Schweinsteiger).

3.3 Related Work

R is used and developed by a large community covering a wide range of statis-
tical packages. The CRAN' package repository is the main repository of the
R project. It currently consists of about 10,000 packages including packages
for NLP.2 The R framework requires basic to versatile skills in programming
and scripting. It provides limited visualization and interaction functionalities.
Attempts have been undertaken to provide web interfaces for R as, for exam-
ple, Shiny® and rApache*. Though they provide a variety of functions and
visualizations®, these tools are not optimized for statistical NLP: their NLP-
related functionalities are rather limited. In order to fill this gap, we introduce

TextImager’s R package, that is, a web based tool for NLP utilizing R.

3.4 Architecture

TextImager is a UIMA-based (Ferrucci and Lally 2004) framework that offers

a wide range of NLP and visualization tools by means of a user-friendly GUI

1h‘c‘cps ://cran.r-project.org/

thtps ://cran.r-project.org/web/views/NaturallLanguageProcessing.html
3http ://shiny.rstudio.com/

4http://rapach(—:.net/

5http ://shiny.rstudio.com/gallery/
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without requiring programming skills. It consists of two parts: front end and
back end. The back end is a modular, expandable, scalable and flexible archi-
tecture with parallel and distributed processing capabilities (Hemati, Uslu, and
Mehler 2016). The front end is a web application that makes NLP processes
available in a user-friendly way with responsive and interactive visualizations
(Hemati, Uslu, and Mehler 2016). TextImager already integrated many third
party tools. One of them is R. This section describes the technical integration

and utilization of R into TextImager.

3.4.1 R/ OpenCPU

R is a software environment for statistical computing. It compiles and runs
on a variety of UNIX and Windows platforms. One of our goals is to provide
an easy to use interface for R with a focus on NLP. To this end, we use
OpenCPU to integrate R into TextImager. OpenCPU provides an HTTP
API; which allocates the functionalities of R packages (Ooms 2014). The
OpenCPU software can be used directly in R; alternatively, it can be installed
on a server. We decided for the latter variant. In addition, we used the
JavaScript library opencpu.js which simplifies the API usage in JavaScript
and allows for calling R-functions directly from TextImager. To minimize the
communication effort between client and server and to encapsulate R scripts
from TextImager’s functionality, we created a so called TextImager- R-package
that takes TextImager data, performs all R-based calculations and returns the
results. This package serves for converting any TextImager data to meet the
input requirements of any R-package. In this way, we can easily add new
packages to TextImager without changing the HT'TP request code. Because
some data and models have a long build time we used OpenCPU’s session
feature to keep this data on the server and access it in future sessions so that
we do not have to recreate it. This allows the user for quickly executing several

methods even in parallel without recalculating them each time.

3.4.2 Data Structure

The data structure of TextImager differs from R’s data structure. Therefore,

we developed a generic mapping interface that translates the data structure
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from TextImager to an R-readable format. Depending on the R-package, we
send the required data via OpenCPU. This allows for combining each NLP
tool with any R-package.

3.4.3 OpenCPU Output Integration

Visualizing the results of a calculation or sensitivity analysis is an important
task. That is why we provide interactive visualizations to make the information
available to the user more comprehensible. This allows the user to interact with
the text and the output of R, for example, by highlighting any focal sentence

in a document by interacting with a graph generated by means of R.

3.4.4 R packages

This section gives an overview of R-packages embedded into the pipeline of

TextImager.

tm The tm-package (Feinerer and Hornik 2015) is a text mining R-package
containing pre-processing methods for data importing, corpus handling,

stopword filtering and more.

Ida The lda-package (J. Chang 2015) provides implementations of Latent
Dirichlet Allocation algorithms. It is used to automatically identify top-
ics in documents, to get top documents for these topics and to predict
document labels. In addition to the tabular output we developed an
interactive visualization, which assigns the decisive words to the appro-
priate topic (see Figure 3.1). This visualization makes it easy to differ-
entiate between the two topics and see which words classify these topics.
In our example, we have recognized words such as players, season and
game as one topic (sportsman) and party, state and politically as a dif-
ferent topic (politics). The parameters of every package can be set on
runtime. The utilization and combination of TextImager and R makes it
possible, to calculate topics not only based on wordforms, but also takes
other features into account like lemma, pos-tags, morphological features

and more.
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Figure 3.1: Words assigned to their detected topics

stylo The stylo-package (Eder, Rybicki, and Kestemont 2016) provides func-
tionality for stylometric analyses. All parameters of the package can be
set through the graphical user interface of TextImager. The package pro-
vides multiple unsupervised analyses, mostly based on a most-frequent-
word list and contrastive text analysis. In Figure 3.2 we have calculated
a cluster analysis based on our example corpus. We can see that the
politicians, basketball players and soccer players have been clustered

into their own groups.

LSAfun The LSAfun (Giinther, Dudschig, and Kaup 2015) and [sa (Wild
2015) packages provide functionality for Latent Semantic Analysis. In
TextImager it is used to generate summaries of documents and similari-

ties of sentences.

igraph The igraph-package (Csardi and Nepusz 2006) provides multiple net-
work analysis tools. We created a document network by linking each
word with its five most similar words based on word embeddings. The
igraph-package also allows to layout the graph and calculate different
centrality measures. In the end, we can export the network in many
formats (GraphML, GEXF, JSON, etc.) and edit it with graph editors.

We also build an interactive network visualization (see figure 3.3) using
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sigma.js® to make it interoperable with TextImager.
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Figure 3.3: Network graph based on word embeddings

tidytext The tidytext-package (Silge and Robinson 2016) provides functional-
ity to create datasets following the tidy data principles (Wickham 2014).
We used it with our tm based corpus to calculate TF-IDF information
of documents. In Figure 3.4 we see the output tabular with informations
like tf, idf and tf-idf

stringdist The stringdist-package (van der Loo 2014) implements distance cal-

Ssigmayjs.org
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Visualization
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Figure 3.4: Statistical information of the documents

culation methods, like Cosine, Jaccard, 0SA and other. We implemented

a function for calculating sentence similarities and provide an interactive

visual representation. Each node represents an sentence of the selected

document and the links between them represent the similarity of those

sentences. The thicker the links, the more similar they are. By interact-

ing with the visualization, corresponding sections of the document panel

are getting highlighted, to see the similar sentences (see Figure 3.5). The

bidirectional interaction functionality enables easy comparability.

Document

wanch. Mt Cartér und James als Leistungsirager deé
gewann die Irish 26 von 27 Saisonspielen Inkusive.

Visualization

Figure 3.5: Depiction of sentence similarities.
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stats We used functions from the R-package stats (R Development Core Team
2008) to calculate a hierarchical cluster analysis based on the sentence
similarities. This allows us to cluster similar sentences and visualize them
with an interactive dendrogram. In Figure 3.6 we selected one of these
clusters and the document panel immediately adapts and highlights all

the sentences in this cluster.

Figure 3.6: Similarity-clustered sentences.

An interesting side effect of integrating these tools into TextImager’s pipeline
is that their output can be concerted in a way to arrive at higher-level text
annotations and analyses. In this way, we provide to an integration of two

heavily expanding areas, that is, NLP and statistical modeling.

3.5 Future work

In already ongoing work, we focus on big data as exemplified by the Wikipedia.

We also extend the number of built-in R-packages in TextImager.
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4 PolyViz: a Visualization System
for a Special Kind of Multipartite
Graphs

The content of this chapter (Uslu and Mehler 2018) was published in Proceed-
ings of the IEEE VIS 2018.

4.1 Abstract

In this paper we present PolyViz, a new visualization system that can efficiently
display a special kind of k-partite graphs with the benefit that the k groups
themselves can also have links. PolyViz not only allows for the generation of
the visualization, but also for the adaptation and the analysis of the under-
lying data. This was achieved by providing various interaction possibilities.
We illustrate the visualization in the context of two conducted experiments.
One of these experiments includes the analysis of the topic distribution of the
German Wikipedia and the linkage of these topics. The other experiment is
about the visual representation of sentence similarities including their analy-
sis. PolyViz is not limited to these applications but can be used for visualizing

any multipartite data.

4.2 Introduction

Many visualizations serve to refine papers and to display the calculated data

in a readable way. However, it often takes a lot of time and adaptation to
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create these visualizations. In this paper, we present PolyViz, a visualization
tool that can display a special kind of multipartite graphs and adapt them ac-
cording to various requirements. To this end, one has to transfer the data into
the requested JSON input structure and can create, adapt, analyze and down-
load the resulting visualization. In a standard multipartite graph, connections
between nodes of the same group are not allowed. In our approach, we allow
for such links in order to increase the number of use cases. Links in the same
group are displayed by spanning an arc diagram for each group. The paper

demonstrates two use cases in which PolyViz has already been used.

In Section 4.3 we will describe the visualization and how it was implemented.
In Section 4.4 we describe the system, the visualization can be created, adapted
and analyzed with. In Section 4.5 the example applications of the visualization
are described and in Section 4.6 we give a short summary and an insight to

future work.

4.3 Visualization

In this chapter we will discuss the implementation of the visualization. It is
based on D3 (Bostock, Ogievetsky, and Heer 2011), a Javascript library for
creating dynamic and interactive visualizations in the web browser. In our
case we wanted to visualize a special case of a k-partite graph. A k-partite
graph is partitioned into k groups each of a certain number of nodes. A
standard k-partite graph does not allow for edges linking nodes of the same
group. However, in order to increase the number of use cases addressed by our

visualization method, we allow for such an extension.

First of all, each group is uniquely mapped onto a path. This is achieved by
drawing a k-corner in a circle and using the intersections of the corner with the
circle to determine the beginning and end of the corresponding path. Figure
4.1 illustrates the construction of the paths for different number of groups.
In the next step, the target nodes are mapped onto these paths by taking
into account an even distribution of the distances among nodes of the same
path. The maximum size of a node equals the smallest distance between two
nodes. All other nodes are scaled accordingly. The same procedure applies to

the edges. This has the advantage that the size of the nodes and edges does
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Figure 4.1: Generation of the paths for k = 3, 4 and 5.

not become too large to avoid overlaps. For edges between nodes of different
groups, Bézier curves are drawn using the center of the graph as the focus
point. For edges between nodes of the same group, a semi-circle is drawn
outwards, resulting in an arc diagram for each group — see Figure 4.3 for a

good example.

For determining the colors, we utilize the color palette of D3. Each group

Figure 4.2: Example of a 10-partite graph visualizing the DDC-related topic
distribution of the German Wikipedia: nodes denote classes of
the second level Dewey Decimal Classification (DDC). Edges de-
note links between articles subsumed under the corresponding topic
nodes.
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has its own color and all nodes are colored according to the color of the cor-
responding group. Group-internal edges are assigned the color of the group;
edges between different groups are represented by a color gradient between the
colors of the groups involved. This makes it easier to find out where outgoing

edges end and where incoming edges come from.

4.4 The System

Our system consists of a web application that allows for uploading a file and
for creating the visualization interactively. The format of this file is JSON,
a widely used data format in support of browser communication. The input

data first declares the existing nodes with all their information such as:
e group
e index
e name
o size
Then the edges are defined by means of the following information:
e sourceGroup & sourcelndex
o targetGroup & targetIndex
e name
e size

This information is sufficient to display the targeted visualization. After cre-
ation, it is possible to optimize the visualization according to specific require-

ments by using various modes of interaction:
« enlarging/reducing the size of nodes and links;
« enlarging/reducing the size of node and link labels;
« filtering links by referring to specific values;

« filtering groups;
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e selecting nodes and displaying only adjacent edges.

4.5 Examples

This chapter illustrates two applications of PolyViz.

4.5.1 Topic distribution and referencing

In Uslu, Mehler, Niekler, et al. (2018) we analyzed the topic distribution and
linkage of the German Wikipedia. For this purpose we developed a state-of-
the-art DDC topic classifier and used it to categorize all articles of the German
Wikipedia. The link structure of Wikipedia was used to analyze which topics
refer to each other (inter-topic links) or are thematically closed (intra-topic
links). We visualized this information by means of our visualization technique.
Since topics in the DDC are hierarchically organized (10 topics on the 1st
level, 99 on the 2nd and 915 on the 3rd), we referred to the 10 main topics
to define the groups (paths) while the topics of the second level are taken to
define the nodes on the paths. This results in a 10-partite graph as shown in
Figure 4.2. This visualization states that a few topics dominate the German
Wikipedia.

4.5.2 Sentence similarity

A second example is the usage of PolyViz within TextImager (Hemati, Uslu,
and Mehler 2016). TextImager is a tool that performs various natural lan-
guage processing (NLP) procedures and visualizes their results. One of these
procedures concerns the computation of (semantic or structural) similarities
between sentences. Figure 4.3 depicts the sentence similarities within a docu-
ment as well as cross-document sentence similarities. Each document is given
its own color and each sentence in a document is represented as a node. The
thicker and stronger the links between the nodes, the more similar these sen-
tences are. By this example, one can see which texts contain similar content

— without reading the documents. One also sees that sentences of the same
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text (arc diagram) tend to be more similar among each other than sentences

of different texts. This usage scenario is in support of distant reading.

Figure 4.3: Example of a 9-partite graph showing similarities of documents on
the sentence level.

4.6 Conclusion

We present PolyViz, a new and interactive visualization system that allows for
depicting a special kind of multipartite graphs. While in conventional mul-
tipartite graphs it is not allowed to have edges among members of the same
group, we allow this case in order to increase the number of use cases. We ad-
ditionally introduced the web application that can be used to create instances
of our visualization technique and to adapt it. Further, we exemplified PolyViz
by means of two use cases. Since the range of applications is wide, we provide
this visualization technique open source. Currently, the visualization works

for k-partite graphs with k£ greater than 2. In future work we want to offer the
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same advantages also for bipartite and for 1-partite graphs, where the latter

is equivalent to a single arc diagram.
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5 SemioGraph: Introducing
Multi-Codal Graphs by Example
of Word Embeddings

The content of this chapter has been submitted to the Digital Humanities 2020

conference and is awaiting review.

5.1 Abstract

In this article, we introduce SemioGraphs (alias multicodal graphs), that is,
graphs whose vertices and edges are simultaneously mapped onto different
systems of types or labels. To this end, we present a technique for visualiz-
ing SemioGraphs in an interactive manner. SemioGraphs aim at coding as
much information as possible within the same graph visualization. This is
required for displaying word networks for which one has to visualize different
information units such as POS, node weight, node salience, node centrality
etc. To showcase SemioGraphs, we refer to word embedding networks. Word
embeddings have become indispensable in the field of NLP, as they allow for
significant improvement in many machine learning tasks. The paper addition-
ally describes the SemioGraph website that we built to facilitate the analysis

of pre-trained word embedding models based on SemioGraph.
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5.2 Introduction

In this article, we introduce multicodal graphs henceforth called SemioGraphs,
that is, graphs whose vertices and edges are simultaneously mapped onto dif-
ferent systems (or codes) of types or labels. To this end, we present a technique
for visualizing SemioGraphs in which information units of different provenance
can be interactively browsed within the same visualization. As an application
scenario for exemplifying this technique, we utilize word embedding networks.
Word embeddings have become indispensable in the field of natural language
processing, as they allow for significant improvement in many machine learn-
ing tasks. In our application scenario we experiment with a range of different
embeddings that have been computed for a set of different training corpora.
The aim is to demonstrate the expressiveness of our technique for visualiz-
ing SemioGraphs that even allow for interactively comparing different lexical
neighborhoods of the same seed word. The paper describes the functional spec-
trum of our visualization technique for SemioGraphs. This is done by means
of the SemioGraph website on which users have free access to our implemen-
tation of SemioGraphs in the context of visualizing word embeddings. In this
sense, the paper contributes to the further development of word embeddings
and their utilization in digital humanities by providing a visualization tech-
nique that allows for comparing word embeddings across different corpora and

being based on different techniques in an interactive manner.

5.3 Related Work

There have been many attempts to visualize word embeddings in order to ana-
lyze their quality. Most visualizations of word embeddings are an approximate
representation of these vectors. This means that the vectors are reduced from
several hundred dimensions to only two dimensions using dimension reduction
methods (Smilkov et al. 2016; Maaten and Hinton 2008). In the case of a
reduction to a two-dimensional space, the resulting dimensions are then dis-
played as the x- and y-axis. However, in this way a lot of information is lost

and the visualizations becomes less accurate.

There are also approaches, who create a word embedding network using the
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k-nearest neighbors or neighbors with a cosine similarity higher than a certain
threshold (Gyllensten and Sahlgren 2015; Beelen 2015; Goldhahn, Eckart, and
Quasthoff 2012). In SemioGraph we have implemented both possibilities and
let the user decide which type to use or even to combine. In addition, we offer

interaction functions that enable further analyses.

For the training of word embeddings we use the following approaches: Mikolov,
K. Chen, et al. (2013), Pennington, Socher, and C. Manning (2014), Ling et
al. (2015), Komninos and Manandhar (2016), and Levy and Goldberg (2014).
We have trained them with different corpora such as Wikipedia, newspaper
articles (Sueddeutsche Zeitung 2018) and literature from Project Gutenberg
(2018). This makes it possible to analyze the differences and similarities of the

methods depending on different corpora.

5.4 SemioGraph: Features and Parameters

For the initial creation of SemioGraphs we use force-graph (Asturiano 2018), a
framework to represent a graph data structure in a 2-dimensional canvas using
a force-directed iterative layout algorithm. In order to informationally enrich

this structure, we expand it in several ways.

In a SemioGraph a node can represent several numerical parameters. This
is achieved, by encoding information into its height, width and transparency.
Thus, unlike traditional graph visualizations, we do not use circles to represent
nodes, but ellipses, which can vary in height and width (see Figure 5.1). The
color of a node encodes its membership to certain groups or classes. In addition,
we provide a special mode that transforms the nodes into pie charts and can
thus encode multiple classifications and their membership values. This even
allows us to display class membership distributions at node level. Each node
can have a specific label, which is displayed next to the node. The line color and

thickness of a node can also be configured to encode certain information.

Concerning the edges of a SemioGraph, we also encode and display various
information units. Here we refer to the thickness and transparency of the
edges to display numerical information. Furthermore, the color of the edges

can be used to represent different edge classes. In addition, the edges can
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Figure 5.1: Example of an SemioGraph.

obtain arrows in a directional graph.

Various interaction options are available to further refine the graph analysis.
One can hover, for example, over a node or an edge to perform a function.
Usually, a tool-tip is created to provide further information. With various
buttons, checkboxes and sliders, it is possible to filter a SemioGraph according
to user criteria even after its creation. We have also implemented various node

click functions, which further improve the analysis (see Section 4).

With this functional spectrum it is possible to visualize, analyze and inter-
act with highly complex (directed and undirected) graphs. The next section

describes how these functionalities were used in application.

5.5 Use Case

We visualize word embedding networks as a use case scenario of SemioGraph
and provide the SemioGraph website to make our approach reusable. Using
this website, users can explore all features of SemioGraph in order to analyze
and compare different procedures for computing word embeddings and the
impact of the underlying corpora. We generated the word embedding networks
using k nearest neighbors per seed word. In order not to be limited to a certain

number of nearest neighbours, we have made this parameter adjustable. The
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user can also set a threshold for the minimum cosine similarity of words linked
by an edge. In this way one is not limited to one of the two possibilities and

can even combine them.

Embedding:

Language Corpus Method

B AR W wikipedia mikolov -cbow-
H AR W Wikipedia mikolov -skipgram-
EEN W Wikipedia mikolov -skipgram-
EEN W Wikipedia glove

¥ mDE W Wikipedia mikolov -chow-

™ DE E Zeit mikolov -skipgram-

Words: (start typing to find words in the selected embedding)

Haus NN x  gehen V x

Add Embedding

n Nearest Neighbors:

50

Figure 5.2: Input panel of the SemioGraph website.

First, the pre-trained embedding model to be analyzed must be selected in the
input panel of the SemioGraph website (see Figure 5.2). These can be filtered
according to their language, corpus and method. Using a slider one can select
how many of the k nearest neighbours should be considered for creating the
network. Subsequently, one can select the seed word to be analyzed by means of
a auto-complete text field. It is also possible to select multiple seed words and
embedding models. When selecting multiple models, a separate SemioGraph
window is created for each model. In this way, the generated graphs can be
compared to each other. To exemplify the visualizations in this paper we
have chosen the seed word corner and display its word embeddings based on
word2vec in comparison to Glo Ve, both trained on the English Wikipedia. The

resulting visualization is shown in Figure 5.3.

We have attempted to use all the features of Section 3 to display as much
information as possible. Starting with the nodes, we have coded the similarity
to the seed word using the width of the node. The height of a node then
corresponds to the number of its links (node degree). This allows a user to
quickly identify which nodes are similar to the seed word, but are also strongly
connected. We used text2ddc (Uslu, Mehler, Niekler, et al. 2018) to detect the

topic distribution of the words used in the underlying corpus. The nodes are
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colored according to the best predicted DDC (Dewey Decimal Classification)
class. The transparency of the nodes expresses the probability by which the
corresponding class is assigned to the word (i.e. the membership value of the
word to the class). The part of speech of a word is represented by the border
color of the node. The border width emphasizes the seed word, making it is

easy to find.

Concerning the edges, we consider directed links. Since the graph is complex
enough, we coded the similarity between two nodes using the thickness and
transparency of the edges. By using two visualization effects for the same
value, this value is even more recognizable. The edge color indicates whether

the edge is connected to the seed word (red) or not (black).
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Figure 5.3: Comparison of two different embedding methods in the example of
corner.

This is all the static information we can display with the visualization features
in use. However, using the interaction features of SemioGraph, the network
can be examined in more detail. By hovering over a node or an edge, a tool-
tip appears which provides more information. We implemented various click
functions to enhance the graph analysis. A regular click on a node highlights
all adjacent edges and nodes. If multiple windows are displayed, the selected
word and its adjacent nodes and edges are also highlighted. When clicking
on a node in combination with the Ctri-key, the nearest k neighbors of the

selected node are included in the visualization. This allows the comparison
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Figure 5.4: DDC classes as nodes - comparison of two languages (EN and AR)
models in the example of student.

of two words in the same semantic space. Clicking on a node in combination
with the Alt-key replaces the visualization with the k& nearest neighbours of

the selected node.

L& Options

¢ Show/Hide Labels
Show/Hide Arrows
Show/Hide Classes
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Value: | 50

Figure 5.5: Options panel of the SemioGraph website.

In our corner example in Figure 5.3 we can see clear differences between
word2vec and GloVe. While word2vec (left SemioGraph) creates the two main
clusters with the DDC-class Building and Construction (e.g. entrance, street-
facing, facade, l-shape, etc.) and street names (e.g. Washington Streets, 5th
Street, Avenues, 87th, etc.), GloVe (right SemioGraph) contains DDC-classes
like Sport (e.g. ball, kick, shot, header, etc.) and Architecture and Area plan-
ning (e.g. downtown, nearby, area, located, etc.) — though both are based on

the same corpus.

In Figure 5.4 we demonstrate another example in which we compare the word
embedding SemioGraphs derived for the seed word student and its translation

in Arabic.

63



In this example we have selected the option DDC classes as nodes. By enabling
this option, each DDC class gets its own square node. The size of these nodes
depends on the number of times this class is assigned to the nearest neighbors.
In the example of student one can see that the English seed word and its
Arabic translation have different topical meanings in these two languages (EN
and AR). In the English Wikipedia model, Education is the most dominant
DDC topic, while in the Arabic Wikipedia model it is Religion. This is the
case because the student in Arabic (talibé) is a boy studying the Quran. This
semantic difference becomes directly visible by means of the thematic coloring

provided by SemioGraph.

By using the option panel (see Figure 5.5), the visualization can be further
optimized to meet the user requirements. Edges below a certain threshold
value can be filtered out using a slider. Using the checkboxes, it is possible
to enable and disable node labels and edge arrows. We also have the option
to display the DDC class distribution as a pie chart for each node (see Figure
5.6).
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e Washington::Streets
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Figure 5.6: Pie charts representing DDC-classes of each node.
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5.6 Conclusion

We introduced a novel visualization technique, called SemioGraph, for depict-
ing multicodal graphs. To demonstrate all features of SemioGraph, we pre-
pared a use case application in which we visualized word embedding networks.
We showed that different models can lead to completely different graphs and
thus may help in finding word embeddings for specific NLP-tasks. In future
work we want to provide even more features and interaction possibilities for
SemioGraph. SemioGraph will be made available open source, so that everyone

has the opportunity to present his own graph data using our technique.
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6 text2voronoi: An Image-driven
Approach to Differential

Diagnosis

The content of this chapter (Mehler, Uslu, and Hemati 2016) was published
in Proceedings of the 5th Workshop on Vision and Language (VL’16) hosted

by the 54th Annual Meeting of the Association for Computational Linguistics
(ACL).

6.1 Abstract

Differential diagnosis aims at distinguishing between diseases causing similar
symptoms. This is exemplified by epilepsies and dissociative disorders. Re-
cently, it has been shown that linguistic features of physician-patient talks
allow for differentiating between these two diseases. Since this method relies
on trained linguists, it is not suitable for daily use. In this paper, we introduce
a novel approach, called text2voronoi, for utilizing the paradigm of text visu-
alization to reconstruct differential diagnosis as a task of text categorization.
In line with current research on linguistic differential diagnosis, we explore
linguistic characteristics of physician-patient talks to span our feature space.
However, unlike standard approaches to categorization, we do not use linguis-
tic feature spaces directly, but explore visual features derived from the talks’
pictorial representations. That is, we provide an approach to image-driven
differential diagnosis. By example of 24 talks of epileptics and dissociatively
disordered patients, we show that our approach outperforms its counterpart

based on the bag-of-words model.
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6.2 Introduction

Physicians already use medical imaging for diagnosis: bone fractures, for ex-
ample, are visualized by radiographs, pregnancies are examined by means of
ultrasound scans, while neurological disorders are studied with the help of
MRI scans. Our goal is to assist physicians in diagnosing mental disorders by
analogy to such image-driven methods. To this end, we introduce a method
for scanning physician-patient talks to get pictorial representations as input
of classifiers which perform the differential diagnosis. This approach is in line
with recent efforts in clinical NLP to utilize computational methods for auto-
matically analyzing medical histories (Friedman, Rindflesch, and Corn 2013).
It profits from recent findings showing that linguistic features provide reliable
bases for differentiating between epilepsies and dissociative disorders (Gilich
2010; Reuber et al. 2009; Opp, Job, and Knerich 2015). Since the latter ap-
proach relies on trained linguists for performing the feature analysis it does not
allow for daily use. The present paper aims at filling this gap. It introduces
a new method for visualizing linguistic data by means of images as input to
classifiers which learn from their pictorial features to arrive at the desired di-
agnoses. The main hypothesis of our paper runs as follows: Linguistic features
of physician-patient talks can be visualized in a way that a certain range of di-
agnoses can be derived from analyzing pictorial features of these visualizations.
We introduce so called Voronoi diagrams of Texts (VoTe) to provide such ex-
pressive visualizations. VoTes are generated by our text2voronoi algorithm as
described in Section 6.4. Unlike the classical bag-of-words model, this approach
explores bags of visual features derived from the talks’ image representations
in terms of VoTes. To this end, we utilize TextImager which automatically
extracts a wide range of linguistic information from input texts to derive rep-
resentational images thereof. In Section 6.5, we describe an experiment, which
shows that our image-driven classifier can indeed differentiate between epilep-
sies and dissociative disorders: its F-score outperforms its classical counterpart
based on the bag-of-words model. Note that we do not claim that VoTes allow
for differentiating between whatever mental diseases. Rather, we start with
epilepsies and dissociative disorders as two initial examples and will extend our

approach by including related diseases in future work (cf. Section 6.6).
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6.3 Related Work

Recent studies have shown that a linguistic examination of physician-patient
talks based on Conversation Analysis (CA) (Drew, Chatwin, and Collins 2001)
allows for distinguishing between epileptic and non-epileptic seizures (Reuber
et al. 2009; Plug, Sharrack, and Reuber 2009; Plug, Sharrack, and Reuber 2010;
Gdilich 2010; Opp, Job, and Knerich 2015). Reuber et al. (2009) describe a CA-
inspired experiment where two linguists blinded to medical data attempted to
predict the diagnosis on the basis of qualitative linguistic assessments. Using
these assessments, the linguists predicted 17 of 20 (85%) diagnoses correctly.
Opp et al. (2015) found that patients with epileptic seizures try to describe
their attacks as accurate as possible, whereas patients suffering from dissocia-
tive disorders avoid detailed descriptions of their seizures. As a matter of fact,
such differences are mirrored by linguistic choices. However, these and related
methods (Giilich 2010) rely on the expertise of trained linguists and are, thus,

not practical in terms of daily use.

Other approaches use machine learning to predict diagnoses from therapy tran-
scripts by means of extracted linguistic features (Howes, Matt Purver, et al.
2012). Howes et al. (2013), for example, use topics that have been derived
by means of LDA. Support vector machines operating on linguistic features
have also been used to predict diagnoses (Howes, Matthew Purver, McCabe,
et al. 2012; DeVault, Georgila, et al. 2013; DeVault, Artstein, et al. 2014).
Unlike these approaches to text categorization, which rely on the bag-of-words
model or some of its descendants, we use pictorial representations of linguistic
features as input for our classifier. This is done by extending the UIMA-based
TextImager by means of visual scans of physician-patient talks as explained in
Section 6.4. Alternatives to TextImager are given by the UIMA-based frame-
works ¢cTAKES (Savova et al. 2010) and EpiDEA (L. Cui et al. 2012). Unlike
TextImager, both tools do not provide a visualization engine and, thus, do not

fit our task of text classification based on pictorial text representations.

Note that the pictorial representations of texts as introduced here rely on so
called Voronoi diagrams (Berg et al. 2000). Voronoi diagrams have already
been used to represent semantic structures of lexical units (Jager 2006). We
further develop this approach in the sense of deriving Voronoi diagrams as

representations of natural language texts in general.
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6.4 The text2voronoi Model of Texts

Our goal is to generate images from physician-patient talks whose visual fea-
tures can be used by classifiers to perform the desired differential diagnosis.
To this end, we provide the text2voronoi algorithm which computes this visu-

alization in four steps (see Figure 6.1):
1. extraction of linguistic features,
2. embedding the features in vector space,
3. Voronoi tesselation of this space and

4. extraction of visual features from the tesselation.

linguistic isual
features feature fv1iua )
space VoTe(x) catures
|

S— (1) (2) (3) (4)

talk x b —

— feature vector | Voronoi feature

fm— | extraction embedding Jtesselation extraction| o V4

Figure 6.1: Workflow of the text2voronoi algorithm generating a Voronoi dia-
gram of the Text (VoTe) .

In what follows, we describe each of these steps.

Label POS
C1 Noun
C2 Verb

C3 Preposition

C4  Adjective

C5  Adverb

C6  Temporal expression

Table 6.1: Parts of speech and expressions explored by text2voronoi.

6.4.1 Linguistic Feature Extraction

Each input text is pre-processed by TextImager which utilizes several NLP

tools to tag a range of linguistic features per lexical token. This includes
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Label Category Example

Gl  Case {nominative, accusative,..}
G2  Mood {indicative, imperative,..}
G3  Number {singular, plural}

G4  Person {first, second,..}

G5  Tense {past, present,..}

G6  Gender {feminine, masculine,..}
G7  Degree {positive, comparative,..}

Table 6.2: Categories explored by text2voronoi.

POS tags (e.g., pronouns, prepositions), grammatical categories (e.g., case,
gender, number, tense) and temporal expressions (e.g., dates, temporal ad-
verbs) — see Table 6.1 and 6.2 for all POS and their features considered in
Step 1 combining to 180 features. The reason for selecting these features is
that according to Giilich (2010) and Opp, Job, and Knerich (2015), patients
suffering from epilepsies tend to give detailed descriptions of their seizures,
while dissociatively disordered patients tend to avoid such descriptions. Thus,
while the former group of patients likely uses personal pronouns in connection
with prepositions (for localizing their seizures) and polarity cues (for evaluat-
ing them), the latter group will rather avoid the co-selection of such features.
For tagging POS and grammatical features, we use a retrained instance (Eger,
Riidiger Gleim, and Mehler 2016) of MarMoT (Miiller, Schmid, and Schiitze
2013), while HeidelTime (Strotgen and Gertz 2010) is used for tagging tem-

poral expressions.

6.4.2 Embedding the Features in Vector Space

Since our features are tagged per token, we can transcode each sentence of
the corresponding input text as a sequence of these features to make them as
input to word2vec (Mikolov, Sutskever, et al. 2013) by projecting on exactly
two dimensions. The reason behind this approach is to compute feature as-
sociations in a manner that is characteristic of the input text. Thus, we do
not use a (huge) reference corpus (e.g., Wikipedia) for computing “reference”
associations but explore text-specific patterns in our two-dimensional feature

space.
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6.4.3 Voronoi Tesselation of the Feature Space

The vector embeddings span a two-dimensional space for which we compute a
Voronoi decomposition (Berg et al. 2000). Each cell of the resulting Voronoi
diagram of a Text (VoTe) corresponds to a single feature. Generally speak-
ing, starting from a set P of distinct points in a plane we get a corresponding
Voronoi diagram by coloring all points ¢y, ... of equal distance to at least two
points in P (Berg et al. 2000). The points ¢1, ... manifest the borders of the
Voronoi regions that consist of all points with the same single nearest neighbor
in P. To color the VoTe of a text, we additionally explore two kinds of fre-
quency information: while the overall frequency of a feature determines how
much of its cell is filled (starting from the center), the transparency of the cell
depends on the feature’s inverse sentence frequency: the smaller this value,
the more transparent the cell. Fig. 6.2 exemplifies the VoTes of 6 texts. Note
that for each text each feature is mapped onto the same color in order to allow
for comparing different texts. However, the exact position of a feature cell in
a text’s VoTe, its size, degree of filling, transparency and neighborhood de-
pend on the specifics of that text. That is, they depend on the characteristics
of the given physician-patient talk in terms of the co-occurrence statistics of
the underlying linguistic features. Thus, our classification hypothesis is: talks
of patients suffering from the same disease induce similar VoTes. Exploring
the visual patterns of VoTes is then a way to perform the targeted classifica-

tion.

6.4.4 Extracting Visual Features from VoTes

For the sake of the latter classification, we extract a set of visual features for
each cell of the VoTes (see Table 6.3). The underlying hypothesis is that two
VoTes are the more similar, the more of their equally colored cells share similar
visual features. Each cell is characterized (1) by its gestalt (area, corner, fill-
ing, shape, transparency), (2) location (position, shape) and (3) neighborhood
(centrality). While the first group of features informs about how a single cell
looks like, the second group informs about its localization on the map, and
the third group about its relations to other cells. The more of these features

are shared by two equally colored cells, the more visually similar they are. For
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Figure 6.2: Visualizations ( VoTes) of six physician-patient talks as used in our
classification experiment.

mapping neighborhood-related features, we compute the closeness centralities
of the cells in the graph representation of the Voronoi diagrams. Next, for all
Voronoi cells that correspond to the 180 features of Step 1, we compute 11
features (see Table 6.3) so that each VoTe of a text is finally mapped onto a
vector of 1980 visual features. Note that if a linguistic feature did not occur
in a talk, it was mapped onto a null vector so that VoTes get also comparable

for commonly absent features.

Feature Description #Features
Area The surface area 1
Position x/y coordinates of center 2
Shape Min (z,y), max (z,y) 4
Filling Percentage of fill coverage 1
Transparency Degree of opacity 1
Corner Number of corners 1
Centrality Closeness centrality 1

Table 6.3: Visual features of the cells of a Voronoi tesselation (VoTe) explored
by text2voronoi.
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6.5 Experiment

This section provides experimental data on testing the text2voronoi model. To
this end, we use a German corpus of 24 physician-patient talks of 12 epileptics
and 12 dissociatively disordered patients. The talks were transcribed according
to GAT2 (Selting et al. 2009) and annotated w.r.t. turns and seizure descrip-
tions (Gulich 2010; Opp, Job, and Knerich 2015). The corpus was further
processed according to Section 6.4 so that each talk was mapped onto a vector
of 1980 visual features. Finally, the vectors were independently made input to
SVMlight and LIBSVM to compute F-scores based on a leave-one-out cross-
validation. Using all features, both kernels (linear and RBF) achieve an F-score
of 83.2% — see Table 6.4. Next, we performed an optimal feature selection for
SVMs (M. H. Nguyen and De la Torre 2010) using a genetic search on our
feature space with the aim of optimizing F-scores based on the same setting

of cross-validation.

This optimization resulted in a perfect classification (see Table 6.4) regardless
of the kernel and the implementation of SVMs in use. Finally, we computed a
bag-of-words model based on the lexical data of all talks in our corpus. Using
an RBF kernel (leave-on-out cross-validation) this model achieved an F-score
of 69% (see Table 6.5); a search for an optimal feature subset raised this score

to 91% (by means of a linear kernel).

Features Kernel nu-SVC C-SVvC SVM light
All Linear 0.832 0.832 0.832
Subset Linear 1.0 1.0 1.0

All RBF 0.832 0.832 0.832
Subset RBF 0.958 1.0 1.0

Table 6.4: F-scores of text2voronoi-based classification.

Features Linear kernel RBF kernel
All 0.60 0.69
Subset 0.91 0.82

Table 6.5: F-scores of the bag-of-words model.
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6.5.1 Discussion

Obviously, our findings are independent of the kernels (linear or RBF) and
the SVM implementations in use. They show that by example of our cor-
pus data, differential diagnoses come into reach based on visual depictions of
the underlying talks. Moreover, we show that an optimal feature selection
for SVMs can boost the classifier enormously. This may hint at problems of
overfitting (negative interpretation) or at the expressiveness of the visual fea-
tures in use (positive interpretation). Evidently, our corpus data is too small
to decide between these alternatives. Thus, further research is required that
starts from larger corpora of physician-patient talks. As a matter of fact, such
data is extremely difficult to obtain (Friedman, Rindflesch, and Corn 2013) so
that comparative studies have to be considered in related areas of more easily
accessible data. However, as indicated by our F-scores and as exemplified by
Figure 6.2, our VoTe representations of texts are seemingly informative enough
to provide visual depictions of text that may be used by physicians as scans of
neurologically disordered patients based on their medical histories. Based on
our results, we may speak of a novel approach to text representation according
to which symbolically coded information in texts is visually reconstructed in a
way that allows for performing text operations (in our case text classification)

indirectly by processing the resulting visual representations.

6.6 Conclusion

We presented a novel approach to image-driven text classification based on
Voronoi tesselations of linguistic features spaces. Our method allows for high
score differential diagnoses by exploring features of the pictorial representa-
tions of physician-patient talks. Our experiments show that this approach
outperforms classifiers based on the bag-of-words models. In order to further
test its validity, we plan to experiment with larger corpora and various tasks in
text classification (e.g., authorship attribution and genre detection). A major
reason to do this is to clarify whether the F-scores reached by our approach so
far reflect overfitting or not. To this end, we will also experiment with data of
different languages. Moreover, since a great deal of information about the cor-

rect diagnosis relates to whether a patient tends to suppress the memory of her
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or his seizures, polarity cues are promising candidates for extending our feature
space. However, since we deal with seizure descriptions, such a distinction is
rather challenging. The reason is that turns of patients about seizures have
very likely negative connotations. An alternative is to consider simpler quan-
titative features (turn length, number of turns etc.) to simplify the generation
of VoTes. This is needed to enable automatic differential diagnoses instanta-
neously during physician-patient talks, which — because of error-prone speech
recognition systems — require easy to measure features. Obviously, this re-
quirement implies a trade-off: the more easily a feature is measured, the lower
its semantic specificity with respect to the target classes to be learnt. Thus, a
great deal of progress may be expected by developing speech recognition sys-
tems that focus on expressive linguistic features especially of physician-patient
talks. Last but not least, we may consider quantitative characteristics that
are more closely related to the geometry of Voronoi diagrams (e.g., in terms
of their order and size — cf. Berg et al. (2000)). In this way, we want to
contribute to the further development of text representation models based on

text visualizations.
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7 LitViz: Visualizing Literary Data

by Means of text2voronoi

The content of this chapter (Uslu, Mehler, and Meyer 2018) was published in
Proceedings of the Digital Humanities 2018.

7.1 Abstract

We present LitViz, a webbased tool for visualizing literary data which utilizes
the text2voronoi algorithm (Mehler, Uslu, and Hemati 2016) to map natural
language texts onto Voronoi diagrams. These diagrams can be used, for exam-
ple, to visually differentiate between (groups of) authors. text2voronoi utilizes
the paradigm of text visualization to reconstruct text classification (e.g., au-
thorship attribution) as a task of image classification. This means that, in
contrast to conventional approaches to text classifiction, we do not directly
use linguistic features, but explore visual features derived from the texts’ vi-
sualizations to perform operations on texts. We illustrate LitViz by means of

18 authors, each of whom is represented by 5 literary works.

7.2 Introduction

In this paper we present a new tool, called LitViz, for the visual depiction
of literary works. To this end, we utilize the text2voronoi algorithm (Mehler,
Uslu, and Hemati 2016) which maps natural language texts to image represen-
tations. The idea is to generate images of texts which can be used instead of

these texts’ symbolic information to characterize them, for example, in terms
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of authorship, topic or genre. text2voronoi is in line with the paradigm of text
visualization to reconstruct text classification (e.g., authorship attribution) as
a task of image classification. In contrast to conventional approaches to text
classification, we therefore do not directly use linguistic features, but explore
visual features derived from the texts’ visualizations in order to identify, for
example, their authors. We exemplify LitViz by means of 18 authors, each

with 5 literary works.

LitViz allows for interacting with the visualizations of these works in two

modes: two- and three-dimensionally (see Figure 7.1 and 7.2).

_ Q’
<
e
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Figure 7.1: Visual depiction of E.T.A. Hoffmann’s Das steinerne Herz

7.3 Related Work

The idea of visualizing literature was inspired by Martin Wattenberg’s The
Shape of Song'! (Wattenberg 2001; Wattenberg 2002). Wattenberg explores
identical or otherwise repetitive passages of a composition to visually depict
them. This is done by means of semicircles, which combine repeated and
repetitive positions in such a way that the micro- and macro-structure of a
composition becomes visible. Our idea is to transpose this idea to the visual-

ization of literary data.

Kucher and Kerren (2015) give an overview of state-of-the-art techniques of

text visualization and present a website that allows for differentiating between

1http ://turbulence.org/Works/song/gallery/gallery.html
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these techniques.

Cao and W. Cui (2016) provide a systematic review of many advanced visual-
ization techniques and discuss the fundamental notion of information visual-

ization.

Mehler, Riidiger Gleim, Briick, et al. (2016) present a web tool called Wikidi-
tion which allows for automatically generating large-scale editions of text cor-
pora. This is done by using multiple text mining tools for automatically linking
lexical, sentential and textual data. The output is stored and visualized using
a MediaWiki. Thus, any Wikidition is extensible by its readers based on the

wiki principle.

Rockwell and Sinclair (2016) present a detailed web tool, called Voyant tools,
for visualizing texts. Unlike Voyant, our focus is on non-standard techniques
of visualizing textual data that go beyond histograms, scatterplots, line charts

and related tools.

Generally speaking, text visualization supports distant reading as introduced
and exemplified by Moretti (2013), Rule, Cointet, and Bearman (2015) and
Michel et al. (2011). These approaches show how visualizations that support
distant reading could look like to get an overview of the documents by just
looking at the final visualizations. LitViz is a tool following this tradition: it
utilizes text2voronoi to extend the set of techniques mapping textual data. In
this way, it combines Wattenberg’s approach with distant reading techniques

from the point of view of text visualization.

7.4 Model

Our goal is to generate images from literary works in a way that text classifiers
can be fed by the features of these iconic representations in order to perform
classification experiments, for which usually linguistic features are explored.
This is the task of the text2voronoi algorithm, which calculates image repre-
sentations of texts in four steps (Mehler, Uslu, and Hemati 2016): In the first
step, the input text is analyzed by means of TextImager (Hemati, Uslu, and
Mehler 2016) to extract linguistic features in the usual way, that is, features,

spanning a vector space of linguistic data. In the second step, the resulting

79



Figure 7.2: 3D visualization of Franz Kafka’s Der Kiibelreiter.

Friedrich Schiller
Der hypochondrische Pluto

Der hypochondrische Piuto Der hypochondrische Pluto. Romanze. Erstes Buch. Der grobe Schulz im Tartarus,  Marks Pluto zubenamset, Der mit ~
‘Abschied und Morgengrut, Erebus,  Die o Verlor zum Fluchen seine Brust, Und fast zum Peitschen
den Gelust. Sein Aut Sessel Und hin und her und dort und da ~ Stach's ihn wie Saiz und
Nessel, Das heifie Wetter obendrein Kocht sein Gebliit zu Sulzen ein. Zwar ward inm mancher Sauerbronn Vo Flegeton geschopfet, Un

durch Skarifikazion, Blutigel, Venasekzion  Viel Biut ihm abgezapfet. Auch manch Kiystier ward applizirt Auch offner Leib effektuirt. Sein Leibarzt,
in studirter Herr Mit Knotigter Perike, Argumentirte ohn Beschwer Aus Hippokrat und Zelsus her  Wo's Ihro Gnaden spike: ,Gestrenger
Schulz im Tartarus Sind Hamorhoidarius!*,.Und Er ist mir ein dummer Tropf ~_Samt seiner Pillenwaare! Ein Mann wie ich — wo steht sein Kopf?

Ein junger Mann noch, Sauertopfl I Friniing meiner Jahre! Komm er mir mit Latwergen nicht. Der Kolben fliegtim ins Gesicht.~ Wol oder

(ibel —woll ers nicht _Mit hr Gestreng verderben, (Weh dem der Frstengunst zerbricht! Husch! fleischen ihm ins Angesicht  Die Splitier und

hweigt mus, Das Zerberus. Apolin den himmischen Barbier  Soll man herunter
holent* Flugs tummelt schon sein finkes Thier Vorbei am Mond ein Luftkourier_ Voriiber an den Polen; Punk vier Unr flog mitiim der Rapp,
Schiag flnf Uhr stieg er droben ab. So eben hatt’ Apoll—wie froh ! Gar ein Sonnet gedichtet? O pfuy doch! Nein! bei Mamsell Jo
rrichtet. Ein Knablein, wie in Ward Vatern Zevs furs Hau: gelegt. Der Gott durchias den Hollenbrief ~_Und
stuzte drob nicht wenig, Der Weg ist weit, die Holle tief, Und inre Felsen steil und schief ~——~ Doch zalt mich ja ein Konig! Frisch nimmt er Pelz
Ikapp, — Und durch die Liifte strampft der Rapp. Die Loken a la mode gerollt, _ Geglattet die Manschetten, Im Gallakleid von Spiegeigoid
it kostbam Uhrenketten Die Zahen auswarts, chapeau bas — So stand er vor dem Konig da. Zuweites Buch. Der alte Murrkop, wie bekannt,
Bewilkommt ifn mit Fiichen: ,Ey pak er sich ins Pommerland! Wie stinkt er doch niach Eau d'Lavande? _Eh mocht ich Schwefel riechen. Pun!
schier” er sich doch himmelan, Ef stekt mir ja die HOlle an. Betroffen wich, wie angeblizt, Der Pilengott zurike. —— Sind Seine Hohelt stets wie
i21? Im Cerebello, merk ich, izt _Das Uebel — welche Bike! Wie rollen sie! wie flamm inr Feu'rt Der Fall it schiimmi der Rath ist theur! Ein
Reis'chen nach Elisium  Wird die Infarktus schmelzen, Und freler in dem Zirkel um Durch Bauch und Kapitoium _ Die zahen Safte walzen,
Drum dacht ich unmaBgeblich so: Sie reisten — doch! incognito! —* Ja schoner Herr!ich glaubs inm gem!  Und war nur hier zu Lande, Wie bei
‘euch balsamirten Herm, Euch niedichen Olympiern — Faullenzen keine Schande. Und brauchte nur — ich folgte gleich! Kein Oberhaupt das
Hallenreich. Hal wr die Kaz zum Loch hinaus,  Die Mause mocht ich sehen! Sie fifen mir von Hof und Haus Und jagten meinen Mufti ‘naus!
Wrd drauf und drunter gehen! Poz alle Donner! geh er mir! Gewizigt bin ich flr und fur. Was wars nicht schon fur ein Tumult_ Der Thirme
eingeschmissen! Und wars denn damals meine Schuld, DaB meine Filosofen Pult_ Und Ketien losgerissen? Wie? rissen erst Poeten los? Hilt
Himmell weich ein OhrenstoR! Bei langem Tage schwazt sich viell  Mag wohl auf euren Banken Euch trag genug beim Lombrespiel Und
Dudeldum und Federkiel _Die Zeit voriber hinken. Der Mssiggang beitt wie ein Fioh Auf Sammetpolstern — wie auf Stroh. Da weis vor ewger
Langeweil _ Mein Bruder nichts zu treben; Und ziindelt mit dem Donnerkeil, Und schie, ich hor's ja am Geheul,  Mit Wettern nach der

Figure 7.3: Front page of LitViz.

vector space is used to compute embeddings for each of the extracted linguis-
tic features. Embeddings are produced by means of word2vec (Mikolov, K.
Chen, et al. 2013). In the third step, a Voronoi tessellation of the embedded
features is computed. As a result, each lexical feature is mapped onto a sep-
arate Voronoi cell whose neighborhood reflects the feature’s syntagmatic and
paradigmatic associations with other features of the same space. The topology
of the Voronoi cells spans a Voronoi diagram that visually represents the input
text. Each of these cells is characterized by its filling level, transparency and
height (third dimension) thereby reflecting its co-occurrence statistics within
the input text, while the position and size of a cell is determined by the em-
bedding of the corresponding feature — for the mathematical details of this
algorithm see Mehler, Uslu, and Hemati (2016). Finally, the text2voronoi al-
gorithm extracts visual features from the Voronoi diagrams to feed classifiers

performing classifications of the input texts.
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LitViz utilizes the first three steps of this algorithm. Unlike the classical
text2voronoi procedure, it does not address the final step of classification.
Rather, it gives access to Voronoi diagrams of input texts via a two-dimensional
graphical interface, which can be transformed into a three-dimensional one by
means of user interaction. These two- and three-dimensional text representa-
tions can be used by the user of LitViz to interact with the underlying input
texts in order to highlight single Voronoi cells, to change her or his reading
perspective or to visually compare Voronoi diagrams of different texts. In
this way, LitViz paves the way to a kind of a comparative distant reading
by making the visual depictions of different texts accessible in an interactive

manner.

7.5 The LitViz Tool

We have selected 18 authors of German literature, each represented by 5
literary works. The works are taken from the Project Gutenberg (https:
//www.gutenberg.org/) and visualized by means of the text2voronoi algorithm.
These examples are made accessible by the front page of LitViz (see Figure
7.3). When hovering over a Voronoi cell of the Voronoi diagram of a sample
work, information about the underlying linguistic feature represented by this
cell is displayed. According to Mehler, Uslu, and Hemati (2016), we call these
images VoTes: Voronoi diagram of a Text. LitViz presents VoTes via a graph-
ical user interface for two- and three-dimensional interactive graphics. In this

way, we go beyond Wattenberg’s 2D depictions of musical pieces.

The second page (tab) of LitViz gives access to the comparison tool. Here the
user first selects the number of VoTes to be compared. Then the user selects a
subset of works of the authors to be compared. In the example in Figure 7.5, we
compare four VoTes of two authors: two VoTes of two works of Heinrich Heine
(top) and two VoTes of Heinrich Mann (bottom). It is easy to see that these
VoTes fall into two classes, depending on the underlying authorship. Heinrich
Mann’s two VoTes are organized around a center that is composed of many
small cells, while there is a small subgroup of peripheral cells that are large. In
contrast to this, the two VoTes of Heinrich Heine do not display such a center

and are more evenly distributed in terms of their size. It is a main task of
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Tolga Uslu

Der Film stellt Al Gores Sicht auf den derzeitigen Stand der Kiimaforschung
dar und kommentiert diesen: Er weist auf die sehr diinne Erdatmosphére hin,
die aus dem All kaum zu erkennen ist, und stellt einen Einfluss der Menschheit
auf die globale Erwarmung als migiich dar. Al Gore befirchtet, dass die
Menschheit trotz der Grofie der Erde mit ihren Abgasen die
Zusammensetzung der Atmosphére mit verheerenden Folgen veréindert Von
der Sonnenstrahlung, die die Erde und Atmosphére enwarmt, wird ein Teil der
Warme als Infraratstrahlung wieder nach aufien abgestranit, wéhrend der Rest
won der ufleren Atmosphérenschicht wieder zuriickgestrahit wird und so
bisher die Temperatur relativ konstart halt Die kimaschadigenden
Treibhausgase machen die &ullere Atmospharenschicht immer

é s wird mehr 2ur Erde
Daran ist das Kohlendioxid (CO2) betsiligt, dessen Gehalt seit dem Beginn der
Autzeichnungen von Roger Revelle im Jahre 1957 in Form einer Zickzack-
Kurve insgesamt immer weiter ansteigt. Die jahriche Variation ertsteht
dadurch, dass die Landmasse nérdlich des Aquators die meiste Vegetation
entnalt: sie kann im Frihjahr und Sommer mehr CO2 ,ginatmen” uny
Sauersioff ,ausaimen" als die ozeanreiche Suchafe. Trotz der Versuche, die
Emissionen von COZ, dem am weitesten verbreiteten Treibhausgas,
einzudammen, wie gurch eine CO2-Steuer und das Kyolo-Protokell, steigt der
CO2-Gehalt weiter. Dadurch schmelzen die Gletscher ab, unter anderem am
Kilimandscharo-Massiv und im Himalaya, letzteres mit dramatischen Foigen fr

die Trinkwasserversorgung von 40 Prozent der Menschheit. In 50 Jahren wird
es kaum noch Gletscher wie die im Himalaya geben, aus denen sich die

groRen Flusse speisen. In den letzien 650.000 Jahren ist das Verhaltnis

Zwischen dem CO2-Anteil und dem Rest der Atmosphare relativ konstant
geblieben, wie Untersuchungsergebnisse an Eisborkemnen zeigen, an denen

man ahniich wie an Jahresringen von Baumen Ruckschidsse auf das Kima

der Vergangenheit gewinnen kann. Doch in den letzten 50 Jahven ist der CO2-
Anieil auf beinahe das Doppelie gestiegen. Er wird bei forischreitendem CO2-
Ausstoft in 50 Jahren zehnmal s hoch sein, wodurch noch mel

Sonnenstrahiung in der Atmosphére bleibt, was das Erdkima noch meht -

Options

Wortart Singular/Plural Verb-Typ Adjektiv-Option
Nomen (N) ) singular (sg) o (ind) & ] (sup)
Verben (V) . ) Plural(pl) ® (subj) P (pos)
Praposition (P) o Fale Verb-Zeiten (comp)
Adverbien (ADY) (s ) Nominativ (nom) Vergangenheit (past) . ) Genus
Adjektive (ADJ) C. Dativ (dat) Prasenz (pres) C . Mannlich (masc)

Akkusativ (acc) Weiblich (fem)

Genitiv (gen) Neutral (*)

Figure 7.4: Custom VoTe with filter options.

LitViz to allow for such comparisons. In this way, that is, by interacting with
the texts’ image representations, the user can study single features and how

they are related to other features of the same representational space.

Last but not least, LitViz provides a so-called custom tab. Here, the user
can upload and visualize its own texts. It is then possible to set filter options
using an option tool (see Figure 7.4) in order to further restrict the visualiza-

tion.

Available literature Total areas~ | Personal areas~ | Upload | Textinput = URL

v Friedrich von Schiler B

v Gottired Keller

A Heinrich Heine

© Afiontenburg
© AnFranzv.Z

Babylonische Sorgen

Der Apoliogott

Der Jungferkranz

A Heinrich Mann

© Beriner Bider (1) PSS9
© Ditmarschenkampe im Heidenthum s q
S

\

Uber Vampyrismus

Figure 7.5: Comparison tool: Heinrich Heine (top) in comparison to Heinrich
Mann (bottom).



7.6 Conclusion

We introduced a novel web tool, called LitViz, for visually depicting natural
language texts based on the text2voronoi algorithm. LitViz enables the com-
parison of the visualizations of different texts. This allows, for example, for
comparing the styles of the underlying authors visually. In this way, we extend

the existing tool palette of distant reading.
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8 Automatic Classification in
Memory Clinic Patients and in

Depressive Patients

The content of this chapter (Uslu, Miebach, et al. 2018) was published in Pro-
ceedings of Resources and ProcessIng of linguistic, para-linguistic and extra-

linguistic Data from people with various forms of cognitive/psychiatric impair-
ments (RaPID-2).

8.1 Abstract

In the past decade the preclinical stage of Alzheimer’s Disease (AD) has be-
come a major research focus. Subjective cognitive decline (SCD) is gaining
attention as an important risk factor of AD-pathology in early stages of mild-
cognitive impairment (MCI), preclinical AD and depression. In this context,
neuropsychological assessments aim at detecting sorts of subtle cognitive de-
cline. Automatic classification may help increasing the expressiveness of such
assessments by selecting high-risk subjects in research settings. In this pa-
per, we explore the use of neuropsychological data and interview based data
designed to detect AD-related SCD in different clinical samples to classify pa-
tients through the implementation of machine learning algorithms. The aim is
to explore the classificatory expressiveness of features derived from this data.
To this end, we experiment with a sample of 23 memory-clinic patients, 21
depressive patients and 21 healthy-older controls. We use several classifiers,
including SVMs and neural networks, to classify these patients using the above
mentioned data. We reach a successful classification based on neuropsycholog-

ical data as well as on cognitive complaint categories. Our analysis indicates
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that a combination of these data should be preferred for classification, as we
achieve an F-score above 90% in this case. We show that automatic classi-
fication using machine learning is a powerful approach that can be used to

improve neuropsychological assessment.

8.2 Introduction

According to the world Alzheimer report, over 46 million people are estimated
to have dementia. This number is expected to rise (Prince et al. 2015). Early
detection and accurate diagnostic in preclinical stages is therefore of paramount
importance. As an indicator of the earliest clinical stage of Alzheimers Disease
(AD) subjective cognitive decline (SCD), defined as the individual’s concerns
related to cognitive functioning, is gaining interest in different settings (Jessen
et al. 2014). With the growing interest in early diagnosis and early detection,
SCD has been proposed as an established risk factor for AD, increased risk of
future cognitive decline (Koppara et al. 2015) and abnormal AD biomarkers
(Rebecca E. Amariglio et al. 2012; Chetelat et al. 2010; Wolfsgruber et al.
2015; Rachel F Buckley et al. 2017). However, in older community based sam-
ples the prevalence of memory concerns varies from 25-50% (Jonker, Geerlings,
and Schmand 2000) which made it difficult to distinguish AD-related cogni-
tive complaints from those related to normal aging. Furthermore, subjective
cognitive decline (SCD) is reported in the context of depression (Balash et al.
2013) and has been positively associated with SCD in different samples (R.
Buckley et al. 2013; Benito-Leén et al. 2010). Some researcher therefore ar-
gued that SCD is mainly driven by depressive symptomatology than being an
indicator of an underlying AD-pathology. Current investigations try to refine
the assessment of SCD with the aim to find AD-like complaints and those
which may be more representative of a mood disorder or of aging in general
(Molinuevo et al. 2016; Rabin et al. 2015). In line with the problematic as-
sessment of SCD, some common-used neuropsychological screening tests such
as the Mini-Mental State Examination (MMSE) are not sensitive enough for a
reliable detection of subtle impairments presented in patients with mild cogni-
tive impairment (MCI). Even when some results suggest specific types of neu-
ropsychological deficits associated with Major depressive Disorders (MDD), it

is still challenging for clinicians to differentiate subjective complaints as a re-
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sult of a depressive symptomatology from cognitive complaints in the context
of preclinical and prodromal AD (Zihl et al. 2010). In memory-clinic settings,
early detection of AD is time consuming and requires multiple cost intensive
information (e.g. neuropsychological testing including subjective concerns and
objective impairment, detailed medical history and neurological examination)
as well as clinicians with a certain level of expertise. Current assessments of
subjective cognitive decline are unable to capture all aspects of SCD specific
for preclinical AD and could potentially confound results in the SCD field.
Recently, studies started to compare specific aspects of cognitive complaints
in different samples using qualitative interview based approaches (Rachel F.
Buckley et al. 2015; Miebach, Wolfsgruber, Frommann, R. Buckley, et al. 2017;
Miebach, Wolfsgruber, Frommann, FlieSbach, et al. 2018)

In conclusion, there is large room for improvement regarding the quantitative
assessment of SCD and subtle cognitive decline which pose a major task for
further research (Jessen et al. 2014). Automatic classification and machine
learning might help detecting specific assessment strategies for preclinical AD

and the refinement of neuropsychological test batteries.

We generated various neuropsychological and clinical parameters from patient
conversations and examinations. To allow automatic classification using this
data, we used multiple types of classifiers to make a diagnosis. In some cases

we even managed to get an F-score of over 90%.

In any event, it is very time-consuming to generate the underlying medical
data. Therefore, it is of utmost importance to generate only those data that
is required to produce a good classification. To find out this data, we evalu-
ated different approaches. On the one hand, we used a genetic search over the
underlying feature space to find out which subset of features leads to better
results. On the other hand, we calculated distance correlation to detect de-
pendencies between pairs of features. We discovered that in some cases, less
than 50% of the features of the underlying medical study suffice to generate

the best performing classification.
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8.3 Related Work

Machine learning techniques are becoming more and more popular in clini-
cal research and are an established technique in MRT studies (Bede 2017).
Recent studies start from optimizing neuropsychological assessment for cogni-
tive, behavioral and functional impairment using machine learning (Battista,
Salvatore, and Castiglioni 2017). However, studies using automatic classifi-
cation to distinguish AD from non-AD patients did not focus on earlier pre-
clinical or early MCI stages (Gurevich et al. 2017). Further, modern machine
learning techniques have up to now only very rarely been used for the dif-
ferential diagnosis of cognitive complaints based on the results of interview
data. Mehler, Uslu, and Hemati (2016), for example, automatically analyzed
physician-patient talks for differentiating patients suffering from epilepsies or
dissociative disorders. This was done by means of the text2voronoi algorithm,
which is also used in this paper. Regarding the assessment of SCD, Miebach,
Wolfsgruber, Frommann, R. Buckley, et al. (2017) were able to confirm several
qualitative complaint categories proposed by Rachel F. Buckley et al. (2015)
which are specific for memory-clinic and depressive patients. This suggests
that the subjective experience of cognitive decline can be captured by means
of a set of interview questions and categories and therefore could be useful
for clinicians to detect individuals at high-risk for AD. Investigations of MCI
patients self-awareness and experience of their diagnosis have revealed that
qualitative approaches may well lead to a more in-depth view than quantita-
tive measurements (Lingler et al. 2006; Roberts and Clare 2013). However, a
qualitative approach is more time consuming than a quantitative one making
the diagnostic process more cost intensive. With the gaining interest in an im-
proved detection rate of AD-pathology with less time and cost intensive screen-
ing tools, clinicians have the unique opportunity to take advantage of auto-
mated classification techniques. This exploratory example of machine learning
combined neuropsychological data for the assessment of cognitive impairment
and qualitative extracted interview-based features for cognitive complaints in

memory-clinic-patients, depressive patients and in healthy controls.
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8.4 Models

In the present study, we experiment with several classification models to be
independent of the classifier and to assess the significance of features while
being less dependent on these classifiers. As input, the classifiers are fed with
neuropsychologically and clinically determined feature values. The neuropsy-
chological part of our study includes a test battery for assessing cognitive
performance and depressive symptoms. The clinically determined values are
ratings based on qualitative interviews designed to capture aspects of subjec-
tive cognitive complaints in the context of preclinical dementia. In contrast to
the neuropsychological data set these values are based on expert ratings instead
of self-ratings or performance measures. The different group status (memory-

clinic-patients, depressive patients, healthy controls) were set as output.

Since we only have a limited amount of data, we carried out a leave-one-out
cross-validation for each classifier being tested. This makes sense since each
patient is referred to individually for classification. With other data splitting
methods, the risk of overfitting is too high.

8.4.1 SVM

As a baseline for the experiments we trained a support vector machine (SVM)
and used it for classification. This is done by means of the SVM-light (Joachims
1998) implementation using the radial basis function (RBF) kernel. To find
optimal parameters for training, we carried out a parameter study on the
gamma and the cost parameter. For the cost parameter we examined values
between 0.01 and 0.000,001; for the gamma parameter we considered values in

the range of 1 and 1,000,000.

8.4.2 Neural Network

To carry out the same experiments using modern classification methods, neural
network-based methods were indispensable. To this end, we used the frame-

work Keras (Chollet et al. 2015). More specifically, we trained a feedforward
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network to get a classifier of medical data. Here again, we conducted a param-
eter study to find the best performing parameters in each experiment. The

following parameters were evaluated:

optimizer: [adam, adamax, rmsprop]

dropouts: [0.25, 0.5, 0.75]

layersize: [50, 100, 200, 500]

layersize2: [0, 50, 100, 200]

We achieved the best results with a dropout of 0.25, adam (Kingma and Ba
2014) as optimizer and two hidden layers.

8.4.3 Systematic Feature Evaluation for SVM

We examine the impact of feature selection on the F-Measure. While some
features may consistently contribute to good classification results, others may
reduce performance. That is, we expect that using all available features will
most likely not yield the best F-Measure. Since a systematic evaluation of
all 2138 — 1 feature combinations is impossible, we apply several approaches
to determine local optimal values and to examine the overall robustness of
the feature set. If not stated otherwise each evaluation of a given feature set
includes a parameter study regarding the optimal gamma and cost value for the
SVM. Here again, our studies are based on SVM-light (Joachims 1998).

We start with performing a genetic search for optimal feature selection. Ge-
netic algorithms have successfully been used for feature selection (L. Li et al.
2005). In our case, a population of n variants, which have been initialized ran-
domly, are evaluated, ranked and flipped (bitwise) over ¢ turns. In each turn,
the best ranking variants are kept and mutated to generate additional variants
while worst performing instances are dropped. In this way, a hill-climbing
algorithm is implemented that approaches local maxima of better performing

subsets of features.
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Top-down and bottom-up search

In order to examine the overall robustness of the feature set we gradually

remove features from the entire set (top-down).

In addition we explore the effect of gradually increasing the number of features
starting from an empty set (bottom-up). At each step, the feature that maxi-
mizes the performance of the remaining set is added or removed, resulting in
”2% computations. Whenever multiple variants achieve the same top value

we chose one of them randomly.

Applying this methodology to feature reduction is an important step, as it not
only improves the classification results but also helps reducing the computation

time in further analyses.

8.4.4 text2voronoi

Mehler, Uslu, and Hemati (2016) have developed a new classification method
which visualizes input texts and then uses the visual representation of these
texts to drive the classification. The advantage of this method is that one
gets a visual depiction of the underlying text that can be used by analogy to
MRI scans. Instead on working on the content words of a text, text2voronoi
is mainly working on distributions of grammatical features of words in this
text. In this way, it allows for completely abstracting from text content. This
is indispensable when dealing with rather short talks of doctor and patients
which, though describing the same disease, may select words of a completely
unrestricted semantic universe. Using grammatical information, embeddings
are produced by means of word2vec (Mikolov, K. Chen, et al. 2013). Then, a
Voronoi tessellation is calculated on this data to map texts onto 2- or 3D spaces.

Finally, the resulting depictions are used to drive the classification.

8.4.5 fastText
We additionally experimented with fastText (Joulin et al. 2016), an efficient

text classifier, to compare it with text2voronoi. fastText is based on a feed-

forward neural network with only one hidden layer. Joulin et al. (2016) show
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that fastText compares with state-of-the art classifiers while being faster than

its competitors.

8.5 Experiments

8.5.1 Sample description

The total sample of this study includes n=65 older subjects (mean age=70.03
years; 52.3% female). All participants were above the age of 55 and had suffi-
cient ability to speak German. All procedures contributing to this work comply
with the ethical standards of the relevant national and institutional commit-
tees on human experimentation and with the Helsinki Declaration of 1975, as
revised in 2008. The study was approved by the local ethical committees of
the University of Bonn, and informed written consent was obtained from all

subjects.

Memory-clinic patients (MC)(n=23) were referred by their general practition-
ers to the Clinical Treatment and Reseach Center for Neurodegenerative Disor-
ders (KBFZ), Department for Neurodegenerative Diseases and Geriatric Psy-
chiatry, University Hospital Bonn for a diagnostic work up of cognitive func-
tioning. Diagnosis of AD Dementia or MCI was made according to the core
clinical criteria of the NIA-AA (Albert et al. 2011; McKhann et al. 1984).
The diagnostic procedure included a cognitive assessment, detailed medical
history, and a neurological examination. Of the total sample 15 fulfilled the
core clinical criteria of mild cognitive impairment (MCI) according to the NIA-
AA criteria (performance under 1.5 SD below age, gender, education adjusted
norms) (Albert et al. 2011). The remaining 8 patients only had subjective
concerns without objective impairment, and were classified as patients with
Subjective Cognitive Decline (SCD).

Major depressive disorder (MDD) patients (n=21) were recruited from the
Clinic of Psychiatry and Psychotherapy, University Hospital Bonn. All pa-
tients fulfilled a diagnosis of a unipolar, major depressive disorder according
to ICD-10 criteria (Organization 1993).

The Healthy control group (HC) (n=21) was recruited from a scope of a nor-
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mative study of the German Center for Neurodegenerative Diseases (DZNE)
Bonn that evaluated neuropsychological performance of healthy older individ-
uals. They were excluded from the p