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Abstract

Physical soil properties feature high spatial variabilities which are known to
affect geophysical measurements. However, these variations are not considered
in most cases. The challenging questions are firstly to what extent soil het-
erogeneities influence geophysical data and secondly what the uncertainties in
the deduced results are. This topic is analysed for DC resistivity and GPR
measurements which are frequently used for near-surface explorations e.g. for
hydrological problems. To determine the pattern of electric soil properties in
situ with the required high spatial resolution, geophysical measuring techniques
are methodically enhanced.

High-resolution dipole-dipole resistivity measurements with electrode separa-
tions of 0.1 m are suitable to determine electric conductivity distribution of the
topsoil. Due to the small electrode separations, the actual electrode geometry
has to be considered. An analytic expression is derived for the geometric factor
of arrays with elongated electrodes and is experimentally verified. Assuming
point electrodes instead can result in deviations of apparent conductivity of up
to 50%.

Two methods are used to determine soil permittivity with GPR: Firstly, the
coefficient of reflection at the interface air–soil is measured with a 1 GHz air-
launched horn antenna and soil permittivity is deduced with an accuracy of
10% and a spatial resolution of 0.25 m × 0.3 m. Secondly, the velocity of the
groundwave is measured with a new setup using two receiving antennas en-
hancing the lateral resolution from typically 0.5 m and even more for standard
techniques to approximately 0.1 m with the new technique. With the latter,
permittivity is mapped with an accuracy of 3–8%.

The optimised measuring techniques are used to determine the electric prop-
erties of sandy soils in the field. The field data are statistically analysed and a
density function model as well as a variogram model are adapted to the spatial
conductivity and permittivity distribution. Conductivity possesses high spatial
variability and a correlation length of approximately 0.4 m. Both GPR tech-
niques yield high variability of permittivity with correlation lengths between
0.25 m and 1.8 m. Geostatistical simulations are used to generate random
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media featuring the same statistical properties as in the field. These media are
used to generate realistic synthetic data by means of FD calculations.

Both, 2D and 3D dipole-dipole measurements can be used to determine sta-
tistical parameters of conductivity distribution in the field. The variance is
somewhat underestimated by the DC measurement but the spatial correlation
is well reproduced in a wide range of correlation lengths as proved by simula-
tions. Soil heterogeneities which cannot be resolved with Schlumberger setups
itself can nevertheless cause variations of the sounding curves. Conductivity
variations as deduced in the field generate significant variations of simulated
sounding curves. The uncertainties in the inverted models are comparable to
6% data noise when deducing equivalent models.

Even in pedologically homogeneous sandy soil, moisture pattern and the re-
sulting permittivity variations cause strong GPR diffractions as demonstated
by FD simulations. This influences the detectability of objects, e.g. landmine
detection with GPR. If the soil is relatively dry and the permittivity contrast
between soil and mine is small, landmine detection will be difficult due to soil
diffractions masking the mine signal. Furthermore, typical soil heterogeneities
cause undulating groundwaves, thus complicating the velocity destination with
moveout measurements, which are commonly used for classical groundwave
analysis. Conductivity variations as typical for soils showed to have a minor
effect on GPR measurements than variations of permittivity.

In summary, geostatistical analysis and simulation provide a powerful tool to
simulate geophysical measurements under field conditions including soil het-
erogeneity which can be used to quantify the uncertainty of field measurements
by geologic noise. Such realistic simulations are helpful to e.g. optimise the
survey design prior to a field campaign or to appraise field data and their
interpretation.



Zusammenfassung

Der Boden bildet die oberste Schicht der Erde und stellt die Verbindung
zwischen Lithosphäre und Atmosphäre dar. Ein wesentliches Merkmal von
Böden ist die hohe räumliche und zeitliche Variabilität ihrer physikalischen
Eigenschaften. Geophysikalische Messungen werden bekanntlich stark von der
räumlichen Heterogenität der physikalischen Bodenparameter beeinflusst, da
sich die Sensoren in der Regel direkt im oder auf dem Boden befinden. Gleich-
wohl werden diese Effekte bei Messungen vielfach nicht berücksichtigt. Es
drängt sich die Frage auf, in welchem Ausmaß geophysikalische Messungen
von Heterogenitäten des Bodens bestimmt werden und ob die resultieren-
den Messungenauigkeiten sowie Unsicherheiten der abgeleiteten Ergebnisse
quantifizierbar sind. Dieser Frage wird speziell für den Fall von Geoelektrik-
und Georadar-Messungen nachgegangen, die häufig für oberflächennahe Unter-
suchungen verwendet werden, z.B. um hydrologische Fragestellungen zu bear-
beiten.

Die elektrische Leitfähigkeit des Bodens beeinflusst geoelektrische Messungen
stark, da sich die Elektroden direkt im Boden befinden und in ihrer unmit-
telbaren Umgebung die Sensitivität der gemessenen scheinbaren Leitfähigkeit
bezüglich der Bodenleitfähigkeit am größten ist. Das Georadar hinge-
gen wird sowohl durch die elektrische Leitfähigkeit als auch den Dielek-
trizitätskoeffizienten (DK) beeinflusst. Die Variabilität dieser Bodeneigen-
schaften beeinträchtigen das Georadar stark, da die Antenne direkt auf dem
Untergrund liegt und die elektromagnetischen Wellen an Bodenheterogenitäten
gestreut werden. Dies gilt insbesondere dann, wenn die Heterogenitäten
in der Größenordnung der Wellenlänge liegen. Um die für beide Messver-
fahren relevanten elektrischen Bodenparameter mit der benötigten hohen
räumlichen Auflösung im Gelände bestimmen zu können, werden vorhandene
geophysikalische Verfahren methodisch verbessert.

Die räumliche Anordnung der Messpunkte auf einer Fläche beeinflusst die
abgeleiteten statistischen Parameter. Es werden verschiedene Messaufstellung-
en mit jeweils gleicher Anzahl von Messpunkten auf synthetischen Flächen mit
zufallsgenerierten Parameterverteilungen unterschiedlicher Korrelationslängen
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angewendet. Ein Vergleich zeigt, dass Messaufstellungen mit längeren sich
kreuzenden Profilen oder eine reine Zufallsverteilung der Messpunkte besser
geeignet sind als Aufstellungen, bei denen die Messpunkte auf wenige, dafür
jedoch dichter beprobte Bereiche, konzentriert sind. Eng abgetastete, sich
kreuzende Profile zeigen die besten Ergebnisse bei der Bestimmung der
Häufigkeitsverteilung und des Variogramms. Diese Aufstellung ist auch
gegenüber der Lokation auf der zu untersuchenden Fläche unempfindlich, d.h.
das Ergebnis hängt nur geringfügig von der Position der Messkonfiguration auf
der zu untersuchenden Fläche ab.

Die elektrische Leitfähigkeit des Bodens hängt von einer Vielzahl von Parame-
tern ab, wie Textur, Salinität und Wassergehalt. Hochauflösende Dipol-Dipol
Geoelektrik-Messungen mit Elektrodenabständen von 0,1 m eignen sich gut,
um die Verteilung der elektrischen Leitfähigkeit im Oberboden zu bestimmen.
Wegen des geringen Elektrodenabstandes muss jedoch die tatsächliche Elektro-
dengeometrie berücksichtigt werden. Die übliche Annahme von punktförmigen
Elektroden kann bei hochauflösenden Messungen zu Fehlern in den schein-
baren Leitfähigkeiten von bis zu 50% führen. Es wird eine analytische Formel
für Geometriefaktoren von Elektrik-Aufstellungen mit länglichen Elektroden
abgeleitet. Diese Faktoren werden experimentell durch Messungen in einem
homogenen Halbraum, einem großen Wassertank, verifiziert. Durch Ver-
wendung der korrekten Geometriefaktoren ergeben sich scheinbare elektrische
Leitfähigkeiten, die sehr gut mit der tatsächlichen Leitfähigkeit des Wassers
übereinstimmen.

Der DK des Bodens hängt stark vom Wassergehalt ab. Die sich ergeben-
den Zusammenhänge werden erläutert und einige wichtige Modelle vorgestellt,
welche die Abhängigkeit des DK vom Wassergehalt beschreiben. Es werden
die Grundprinzipien der elektromagnetischen Wellenausbreitung, ausgehend
von den vier Maxwellgleichungen beschrieben und wichtige Gesetzmäßigkeiten
abgeleitet. Im Gegensatz zu den ansonsten üblichen Näherungen werden alle
drei elektromagnetischen Parameter berücksichtigt. Das erlaubt eine Ab-
schätzung der zu erwartenden Fehler, wenn bei Feldmessungen vereinfachte
Formeln verwendet werden, z.B. wenn, wie üblich, die magnetische Perme-
abilität des Bodens µBoden

r = 1 gesetzt wird.

Mit dem Georadar werden zwei unterschiedliche Verfahren verwendet, um den
DK des Oberbodens zu bestimmen: Bei dem ersten Verfahren wird der Re-
flexionskoeffizient an der Grenzfläche Luft–Boden mit einer 1 GHz Hornan-
tenne gemessen und daraus der DK des Bodens mit einer Genauigkeit von
10% und einer räumlichen Auflösung von 0, 25 m × 0, 3 m abgeleitet. Die Er-
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fassungstiefe dieser Anordnung beträgt dabei nur wenige Zentimeter. Bei dem
zweiten Verfahren wird die Ausbreitungsgeschwindigkeit der Bodenwelle be-
stimmt. Daraus wird der DK in dem annähernd obersten Dezimeter des Bodens
bestimmt. Im Gegensatz zur klassischen Methode, die eine Sende- und eine
Empfangsantenne verwendet und eine laterale Auflösung von üblicherweise 0,5
m und größer hat, wurde eine neue Methode entwickelt, die zwei Empfangsan-
tennen verwendet. Es müssen nun nur Laufzeitdifferenzen zwischen den beiden
Empfängern bestimmt werden, was zum einen die Messung und Auswertung
vereinfacht und zum anderen eine erheblich bessere Auflösung von etwa 0,1 m
ermöglicht. Die Messgenauigkeit liegt dabei je nach DK des Untergrunds bei
etwa 3–8%.

Die optimierten Messverfahren werden verwendet, um die elektrischen Eigen-
schaften von Sandböden, die als Grünland genutzt werden, im Feld zu
bestimmen. Die Felddaten werden statistisch analysiert und es wird
eine Modellfunktion an die Verteilungsdichte und das Variogramm der
räumlichen Verteilung der Leitfähigkeit und des DK angepasst. Die elek-
trische Leitfähigkeit zeigt dabei eine hohe räumliche Variabilität mit Kor-
relationslängen von nur ca. 0,4 m. Die beiden Georadar-Verfahren liefern
ähnliche Ergebnisse und eine hohe Variabilität des Dielektrizitätskoeffizienten
mit Korrelationslängen zwischen 0,25 und 1,8 m. An einer Lokation zeigt
die Verteilung eine Anisotropie, die vermutlich durch die ehemalige land-
wirtschaftliche Nutzung hervorgerufen wird. Bis vor zwei Jahren wurde die
Fläche als Acker genutzt und dann in eine Grünfläche umgewandelt. Der DK
zeigt senkrecht zur ehemaligen Pflugrichtung eine Korrelationslänge von 0,25
m und parallel zur Pflugrichtung eine etwa 5 mal größere Korrelationslänge.

Die an die Felddaten angepassten statistischen Modelle dienen dazu, mit
Hilfe geostatistischer Simulationsverfahren zufallsverteilte Medien zu gener-
ieren, welche die gleiche Leitfähigkeits- und DK-Verteilung wie im Feld
aufweisen. Diese Medien werden im Weiteren verwendet, um mit Hilfe von
FD-Simulationen realistische synthetische Daten zu erzeugen.

Mittels Simulationen wird gezeigt, dass sowohl 2D- als auch 3D-Dipol-
Dipol Messungen verwendet werden können, um statistische Parameter der
Leitfähigkeitsverteilung im Gelände zu bestimmen. Bei der Inversion der
3D-Messungen können bessere Datenanpassungen erzielt werden als bei den
2D-Messungen. Die Varianz der Leitfähigkeitsverteilung im Untergrund wird
durch geoelektrische Messungen etwas unterschätzt. Je kleiner die Korrela-
tionslänge der Leitfähigkeitsverteilung, desto stärker die Abweichungen in der
Verteilungsdichte. Dieser Effekt ist für 2D-Inversionen etwas stärker als bei
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3D-Inversionen. Der Mittelwert und die Form der statistischen Verteilung
wird hingegen korrekt wiedergegeben. Ebenso wird die räumliche Korrela-
tion für Korrelationslängen größer 0,2 m durch 2D- und 3D-Messungen kor-
rekt erfasst. 3D-Messungen sind jedoch um ein vielfaches zeitaufwändiger als
2D-Messungen, und für eine statistische Parameterbestimmung ist auch eine
große Datenbasis von hoher Wichtigkeit.

Bei Schlumberger-Messungen können Bodenheterogenitäten, die mit der Auf-
stellung nicht auflösbar sind, Variationen der Sondierungskurven verursachen.
Leitfähigkeitsvariationen, wie sie in situ bestimmt wurden, rufen beträchtliche
Variationen in modellierten Sondierungskurven hervor. Bei einem heteroge-
nen Oberboden (0–0,3 m) ist die Unsicherheit in den invertierten Model-
len vergleichbar mit einem Datenfehler von 6% bei der Bestimmung von
Äquivalenzmodellen. Bei einem homogenen Oberboden und heterogenem Un-
terboden (0,3–1 m) entsprechen die Unsicherheiten einem Datenfehler von nur
2%, was ein Effekt der abnehmenden Sensitivität der geoelektrischen Aufstel-
lung mit zunehmender Tiefe ist. Es ist also häufig die Bodenheterogenität und
nicht die Messungenauigkeit der Apparatur von üblicherweise etwa 1%, welche
die Genauigkeit von geoelektrischen Tiefensondierungen beschränkt.

FD-Simulationen zeigen, dass die neue Bodenwellen-Messtechnik mit zwei
Empfängern die statistischen Eigenschaften einer heterogenen DK-Verteilung
mit einer Korrelationslänge von 0,3 m korrekt abbildet.

Die Bodenfeuchteverteilung und die daraus resultierende DK-Verteilung kann
selbst in einem nach bodenkundlichen Maßstäben homogenen Sandboden
starke Diffraktionen im Radargramm hervorrufen, wie anhand von Simula-
tionsrechnungen belegt wird. Unter vielen Anwendungsbeispielen beeinflusst
dies beispielsweise auch die Landminensuche mit dem Georadar. Es werden
hochfrequente Constant-Offset-Messungen simuliert, wie sie üblicherweise bei
der Minensuche Anwendung finden. Bei relativ trockenem Boden und folglich
geringem DK-Kontrast zwischen Mine und Boden ist die Detektion von Minen
schwierig, da ihr Signal von Bodendiffraktionen überlagert wird. Bei feuchten
Böden können Minen besser detektiert werden, selbst wenn die Feuchtever-
teilung heterogen ausgeprägt ist. Hingegen haben Leitfähigkeitsvariationen,
wie sie typisch für sandige Böden sind, keinen Einfluss auf die Minensuche
mit dem Georadar. Erst Leitfähigkeiten größer als 0,05 S/m führen zu nen-
nenswerten Beeinträchtigungen.

Des Weiteren verursachen typische Bodenheterogenitäten eine Krümmung der
Bodenwelle, die eine Geschwindigkeitsbestimmung aus Moveout-Messungen,
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wie sie für gewöhnlich bei der klassischen Bodenwellenauswertung verwendet
werden, erschweren. Es zeigt sich, dass Leitfähigkeitskontraste, wie sie typisch
für Oberböden sind, einen geringeren Einfluss auf Georadar-Messungen haben
als Variationen des DK.

Wie schon erwähnt, zeigen die elektrischen Bodeneigenschaften einen engen
Zusammenhang mit dem Wassergehalt. Deshalb sind Geoelektrik- und ins-
besondere Georadar-Messungen geeignet, die Wasserverteilung auf verschiede-
nen Skalen zu bestimmen. Der Wassergehalt ist für viele Umweltwissenschaften
ein wichtiger Parameter, z.B., um in der Landwirtschaft Bewässerungen zu
steuern, im Bauwesen zur Optimierung der Verdichtung oder zur Abschätzung
von Hangstabilitäten und in der Hydrologie zur Bestimmung der Evapotranspi-
ration. Die Heterogenität der Feuchteverteilung beeinflusst z.B. die Infiltration
und damit den Schadstoffeintrag.

Die Feldmessungen zeigen, dass die elektrische Leitfähigkeit und der DK
und folglich auch der Wassergehalt des Oberbodens eine hohe Variabilität
aufweisen. Solche Heterogenitäten spielen bei der Beschreibung und Berech-
nung von nicht-linearen Prozessen eine große Rolle. So hängen z.B. die Evapo-
transpiration, die Wärme- und hydraulische Leitfähigkeit nicht-linear vom
Wassergehalt ab. Dies alles sind Größen, die z.B. in Wasserhaushalts- sowie
Wetter- und Klimamodellierungen eingehen und über deren kleinräumige Vari-
abilität und deren Änderung mit der Zeit wenig bekannt ist.

Bis heute gehören geostatistische Verfahren nicht zur Standardtechnik, wenn
Modelle für Computersimulationen erstellt werden. Sie erweisen sich als leis-
tungsfähiges Hilfsmittel, um die in der Natur vorkommenden Zufallsprozesse
und -zustände zu implementieren. Geostatistische Simulationstechniken sind
sehr gut geeignet, um geophysikalische Messungen unter realen Feldbeding-
ungen, d.h. unter Berücksichtigung der Bodenheterogenitäten, zu simulieren.
Es können damit realistische Fehler abgeschätzt werden, mit denen Feldmes-
sungen durch den ,,geologischen Noise” behaftet sind. Die Kenntnis solcher
Fehler ist z.B. wichtig für die Inversion von Daten. Realistische Simulation-
en dienen aber auch der Optimierung von Messaufstellungen bei der Planung
einer Messkampagne oder der Bewertung von Interpretationsergebnissen. Die
beschriebene Vorgehensweise kann die Geophysik einen entscheidenden Schritt
weiterbringen, zum Verständnis der Wechselwirkung zwischen Lithosphäre und
Atmosphäre beizutragen.
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1 Introduction

1.1 Aims and Objectives

Soil as the top layer of the earth is situated at the interface between the litho-
sphere and the atmosphere and therefore plays an important role for hydro-
logical and biological processes. Soil properties show high variability in space
and time. When carrying out geophysical measurements, the physical sensors
are in most cases placed on or inside the soil and thus soil heterogeneity has
a great influence on geophysical measurements. The aim of the thesis is to
determine the effect of small-scale variabilities of electrical soil properties on
geophysical measurements.

Soil conductivity influences geoelectric measurements as the electrodes are
placed in the soil and the measured apparent conductivity is highly sensitive to
the conductivity in vicinity of the electrodes. Especially the small-scale vari-
ability in the range of decimetres and a few metres have a negative influence
on the measurements (Wtorek et al., 2003). They have the typical dimension
of electrode separation and cannot be resolved by classical geoelectric mea-
surement layouts. For instance, when carrying out Schlumberger resistivity
soundings, small-scale soil heterogeneities cannot be resolved but cause sig-
nificant variations of the sounding curves. This is a source of error which is
generally known but not adequately studied up to now wherefore there is a
lack of literature on this topic.

Ground-penetrating radar (GPR) is influenced by electric conductivity and
permittivity. Electric soil properties highly affect GPR waves as soil is the
medium in the direct vicinity of the antennas (Holliger et al., 2004; Lampe
and Holliger, 2003). Electromagnetic waves are reflected and scattered at soil
heterogeneities. This is particularly the case if heterogeneities occur in the scale
of the wavelength of the radar signals which are typically between 1 decimetre
and a few metres depending on the used antenna frequencies. If small objects
have to be detected with GPR, e.g. non-metallic landmines (Bruschini et al.,
1998; Dam et al., 2003; Hendrickx et al., 2001; Miller et al., 2002) which are
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usually buried in the first 20 centimetres, topsoil heterogeneity causes geologic
noise in the data which can mask the mine signal. Soil variability also has
a negative influence on the detection of deeper objects which is a common
application for GPR (Becht et al., 2006; Fisher et al., 1992; Davis and Annan,
1989). For instance, an irregular permittivity distribution as typical for the
vadose zone causes a plane groundwater table to occur as an uneven reflector.

So far, concerning standard applications for geophysical measurements, soil
comprising its heterogeneity has been looked at as a disturbing layer between
the sensor and the target producing a lot of geologic noise to the data which
is difficult to quantify and to take into consideration. However, in the last
years the vadose zone in general and particularly soil have become an object
of research studied with geophysical methods due to its importance for envi-
ronmental issues. Investigating small-scale structures in the soil is a challenge
for geophysical techniques as they are usually applied on larger scales. There-
fore, methodological enhancements have to be made to adapt the methods to
the specific purposes, e.g. a high spatial resolution in the range of decimetres
(Müller et al., 2003).

The aim of the thesis is first to develop and adapt geoelectric and GPR mea-
suring techniques which are suited to determine the small-scale variability of
electric conductivity and permittivity. These techniques will be applied in the
field to determine the spatial pattern of the electric soil properties. In a sec-
ond step the influence of the determined variability on geoelectric and GPR
measurements is analysed by means of finite difference (FD) calculations. Dif-
ferent scenarios are simulated under realistic conditions. The final result is
an assessment of uncertainty which may be expected when carrying out
geoelectric and GPR measurements on actual locations.

The electric soil properties are linked to soil water content. Therefore,
geoelectrical measurements and particularly GPR are useful tools to determine
soil water distribution on different scales (Turesson, 2006; Daily et al., 1992;
Greaves et al., 1996; Huisman et al., 2003a; Hubbard et al., 2002; Hanafy and
el Hagrey, 2006; Schmalholz et al., 2004; Garambois et al., 2002). Soil water
content is an important parameter in several domains, e.g. in agriculture to
control irrigation, in geotechnics to optimise soil consolidation and to assess
the potential of landslides or in hydrology to determine evapotranspiration.
Local variabilities dominate water flow even in homogeneous sand (Schmalz
et al., 2002). Soil moisture heterogeneity influences infiltration velocity and
characterises preferential flow paths (Täumer et al., 2006) and therefore is an
important parameter to asses vulnerability of groundwater to pollution. It is
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Figure 1.1: Picture of sandy soil demonstrating soil heterogeneity on an area of
1 m × 1 m. The turf has been removed and the pattern corresponds to the soil moisture
(dark parts = moist soil, light parts = dry soil), pers. comm. Schmalholz, TU Berlin
(http://www.interurban.de).

also an important parameter for meteorological processes. It determines the
evapotranspiration, effective heat capacity and thermal conductivity.

The water content of topsoil features high spatial variability. Fig. 1.1 shows
a picture of a sandy soil featuring a heterogeneous moisture distribution. Spa-
tial variability in soil water content is caused by heterogeneity of physical soil
properties as texture, water repellency, micro-topography, soil cultivation and
vegetation (Ritsema and Dekker, 1994; Wendroth et al., 1999; Dekker et al.,
1999). Consequently, as they are linked to the water content, electric soil
properties feature comparable variability. Determining these properties by
geophysical measurements provides information about the spatial pattern of
soil water content.

There a is strong demand on determining small-scale variability of soil moisture
(Lehmann, 1995). Soil moisture has a great influence on hydrological model
calculations and its variability is the greatest uncertainty (Montenegro Fer-
rigno, 1995; Herbst et al., 2006). The effects of small-scale heterogeneity in
land surface characteristics on the large-scale fluxes of water and energy has
become a central focus of many climatology research projects (Wood, 1997;
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Vanderborght et al., 2006). When calculating evapotranspiration there is a
significant difference wether the soil moisture is assumed to be heterogeneous
or spatially averaged, e.g. those determined by remote sensing techniques
(Ulaby et al., 1996). This is an effect of non-linear relation between mois-
ture and evapotranspiration (Feddes et al., 1999). The same holds true for e.g.
thermal or hydrological conductivity of the soil and leads to the problem of
scaling.

Usually, it is not possible to measure the parameters directly at the scale
we need for describing processes, e.g. the permeability for describing fluid
flow or the electromagnetic parameters for describing electromagnetic wave
propagation (Moysey and Knight, 2004). When the parameters are determined
in the laboratory scale or in situ in the scale of a few metres, one will have
to shift them to a larger scale. This up-scaling is not trivial and linear
averaging usually will fail as non-linear effects are often involved. For example,
concerning fluid transport, the hydraulic permeability is not additive (Chilès
and Delfinier, 1999). The process of up-scaling is to find a fictive homogeneous
medium which behaves like the analysed heterogeneous medium. Thus, the
heterogeneity has to be known when carrying out up-scaling.

1.2 Guideline of the Thesis

In the following, a brief preview of the general approach is given. A flowchart
representing the guideline of the thesis is depicted in Fig. 1.2.

In chapter 2, the fundaments of geostatistical data analysis and simulation
are described. The basic parameters to characterise a regionalised variable
are the density function which specifies the frequency a data value can take
and the variogram which describes the spatial correlation of data. Both are
needed as input parameters for geostatistical simulation techniques which are
used to generate random distributed media. When determining the statisti-
cal properties in situ, one of the main issues is to use an optimal sampling or
measuring layout. The aim is to approximate the density function and the var-
iogram by the experimental data as close as possible with as few measurements
as possible. It has to be analysed to which extend the determined statistical
parameters depend on the allocation of the measuring points. An optimal sam-
pling configuration has to be found featuring only minor deviations on different
sites which possess a wide range of correlation lengths. A further important
aspect is the sensitivity of the deduced statistics in respect to a displacement
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Figure 1.2: Flowchart representing the guideline of the thesis: elliptical nodes are the
processes and box-shaped nodes are the results.
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of the layout inside the area which is explored.

In chapter 3, the electric conductivity of soils is analysed with DC geoelectri-
cal measurements. A brief overview is given of the principle physical processes
which effect the conductivity of soils. The setup used for the field measure-
ments has to be adopted to the required high spatial resolution. It has to
be analysed whether setups, electrodes and interpretation techniques used for
standard DC applications are suited for small-scale measurements. The me-
thodically enhanced measurement techniques are applied in field and typical
statistical parameters of topsoil conductivity distribution will be derived.

In chapter 4, the permittivity distribution in the topsoil is determined with
ground-penetrating radar (GPR). The principal physical processes determin-
ing the permittivity of soils are specified and the theoretical fundamentals of
electromagnetic wave propagation are deduced. Different methods are adopted
and enhanced to determine soil permittivity with GPR. These methods have
to be critically evaluated concerning their absolute accuracy and the spatial
resolution they provide. Field measurements are carried out using the devel-
oped GPR measuring techniques and typical statistical parameters of topsoil
permittivity distribution are derived.

In chapter 5, the influence of heterogeneities of the upper soil on resistiv-
ity and GPR measurements is determined by FD calculations. Heterogeneous
FD models are generated representing fluctuations which are typical for nat-
ural soils and which were determined in chapters 3 and 4. First, it is tested
whether the developed high-resolution geophysical methods do accurately de-
termine the statistical parameters of heterogeneous conductivity and permit-
tivity distribution. Furthermore, it is analysed how small-scale soil variabilities
affect common resistivity and GPR measurements. The objective is a realis-
tic estimation of uncertainty in the results of the geophysical measurements
caused by geologic noise.



2 Geostatistical Methods

2.1 Introduction

Geostatistical analysis represents the same for regionalised variables as time
series analysis does for temporally sampled data. Where time-series analysis
describes the change of a physical quantity with time, geostatistical analysis
quantitatively describes how regionalised variables change with space. Geosta-
tistical methods have first been applied in the field of resource management,
e.g. to assess the reservoir of ore in mines (Krige, 1951). The mathematical
fundamentals have been formulated mainly by Matheron (1965, 1971). In the
last years, geostatistics has been applied to further domains in geosciences es-
pecially to agricultural and hydrology problems (Schafmeister-Spierling, 1990;
Lehmann, 1995; Western et al., 1998; Western and Blöschl, 1999; Miao et al.,
2000; Täumer et al., 2006) or to some domains of geophysics, most notably to
hydro-geophysics (Rea and Knight, 1998; Huisman et al., 2002, 2003a; Lampe
and Holliger, 2003; Knight et al., 2004; Tronicke and Holliger, 2005). But
in contrast to time series analysis, geostatistical analysis has not become a
standard tool for geophysical data interpretation up to now.

The most commonly used application of geostatistics is kriging, albeit, it is
often applied to data in an automatic manner without regarding the mathe-
matical background. Kriging provides the best among all linear interpolation
methods, i.e. the most likely value of a variable at a location inside a sampled
area. As a fundamental advantage compared to other interpolation meth-
ods, kriging can provide an estimation error. Kriging will always generate a
smooth distribution of the variable and will suppress small-scale variations.
Therefore, it is not the adequate method if small-scale heterogeneities are of
interest and will influence the processes which are regarded. Neglecting the
small-scale variability and using smoothed interpolations instead can cause
significant biases when nonlinear effects are involved (Chilès and Delfinier,
1999), e.g. using a mean soil moisture instead of a small-scale variable when
computing water movement in the unsaturated zone with the Richards equa-
tion (Montenegro Ferrigno, 1995). For these purposes, geostatistical simulation
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techniques should be used as small-scale variations will be reproduced. As sev-
eral realisations can be calculated, geostatistical simulations can also provide a
measure of uncertainty of the results, e.g. when carrying out flow simulations
(Schafmeister-Spierling, 1990; Deutsch and Journel, 1998).

The geostatistical analysis used in the later chapters will be carried out in 3
steps:

• statistical and spatial analysis of the data

• fitting of a statistical model

• statistical simulation.

2.2 Basic Assumptions

In the following, some assumptions have to be made concerning the distribution
of the regarded variable in space. Deducing statistical parameters of a variable
as the mean, the variance or the density function requires repetitive sampling.
As opposed to a physical experiment which can be repeated several times,
in geosciences, usually only one sample or one datum is available at a specific
location. The way out is to regard the value at another location as a replication
of the random variable at the position under consideration. This presumes
that the random variable Z(~x) at every location ~x originates from the same
random process and corresponds to the hypothesis of strong stationarity. For
most practical situations, second-order stationarity or presuming the intrinsic
hypothesis will suffice.

• Stationarity: The random function is invariant under an arbitrary
translation, i.e. the distribution is homogeneous in space.

• Second-order stationarity: Only the first two moments are invari-
ant under translations. The mean is constant and the covariance only
depends on the separation ~h but not on the location ~x. Thus, both
moments are homogeneous in space:

E[Z(~x)] = m (2.1)

E[Z(~x + ~h) · Z(~x)]−m2 = Cov(~h). (2.2)

Since a Gaussian distribution is completely defined by its first two mo-
ments, the mean and the covariance function suffice to determine the
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spatial distribution of a Gaussian random function. Hence second-order
stationarity is equivalent to full stationarity (Chilès and Delfinier, 1999).

• Intrinsic hypothesis: The expectation E of the random function Z is
constant and corresponds to the mean and the increment [Z(~x+~h)−Z(~x)]

has a finite variance which depends on ~h but not on ~x:

E[Z(~x)] = m(~x) = m (2.3)

Var[Z(~x + ~h)− Z(~x)] =

E[
(
Z(~x + ~h)− Z(~x)

)2

] = 2γ(~h), (2.4)

with γ being the semivariance.

Second-order stationarity implies the intrinsic hypothesis but the reverse is not
true (Journel and Huijbregts, 1978).

2.3 Frequency Distribution of Data – Normal
Score Transform

Beside the spatial correlation of data, geostatistics also describes the basic
statistic properties as the mean, the variance or the complete frequency dis-
tribution. The distribution can either be described by the probability density
function (PDF) or the cumulative density function (CDF). In many cases,
earth-science data do not represent a normal distribution, log-normal or other
distributions are prevalent, too.

When comparing several distributions, i.e. a measured distribution to a model
function, one can either compare the whole distribution or restrict to some
typical values which describe the characteristics of the curves. The first three
moments of a statistical distribution are the mean m, the variance σ2 and the
skewness γ3.

• The arithmetic mean is defined as:

m =
1

N

∑
i

ξi , (2.5)

where ξi are the data and N is the number of values.
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• The variance is a measure of statistical dispersion describing how the
values spread around the mean:

σ2 =
1

N

∑
i

(ξi −m(ξ))2 . (2.6)

• The skewness γ3 is a measure of asymmetry of the data around the
sample mean. The skewness of a symmetric distribution is zero as e.g. is
the case for a normal distribution. If it is negative, the data are spread
out more to the left of the mean. When it is positive, the data are spread
out more to the right. The skewness is defined as:

γ3 =

∑
i (ξi −m(ξ))3

N σ3
. (2.7)

As a normal distribution forms the basis of most statistical analysis techniques,
the data often have to be trimmed to a normal distribution before being anal-
ysed. In case of a log-normal original data distribution, this is trivial as just
the logarithmised variable has to be considered. In case of a more complicated
distribution, which can not be described by an analytic expression, the data
have to be transformed by a non-linear transformation G = Φ(F ) referred to
as normal score transform or Gaussian anamorphosis (Olea, 1999). First, the
original data are ranked and then the corresponding quantile is assigned to the
corresponding quantile of a standard normal distribution (Fig. 2.1). Thus, a
list is provided which transfers every datum of the original data to a datum
corresponding to a standard normal distribution.

The transformation F = Φ−1(G) is used to transform the data back, which have
been processed as normally distributed data. The back transformation can
also be used to generate a non-normal distributed variable, i.e. for trimming
a normal distributed variable generated by geostatistical simulations to any
other distribution.

2.4 Spatial Correlation of Data

The analysis of spatial variability provides the information what an observation
at one point tells us about the value at a neighboring point. One of the basic
geostatistical tools is variogram analysis. The variogram describes how the
values at two points become different as the separation between these points



2.4 Spatial Correlation of Data 11

50 100 150 200
0

0.5

1

 F

cu
m

ul
at

iv
e 

pr
ob

ab
ili

ty

−3 −2 −1 0 1 2 3

 G = Φ(F)

Figure 2.1: Schema of the normal score forward transformation G = Φ(F ). The blue
line corresponds to the original data F , the red line to a standard normal distribution G,
and the dashed line displays the transformation path.

increase. Let Z be an intrinsic random function in a field then the semivariance
γ is (Olea, 1999):

γ(~h) =
1

2
Var[Z(~x)− Z(~x + ~h)], (2.8)

with ~x being the location and ~h the separation vector between variable pairs.
The semivariance describes the difference of data with increasing distance as
opposed to the covariance which describes the semblance of data depending on
the distance. They behave contrarily and are related one to another:

γ(~h) = Cov(0)− Cov(h̃). (2.9)

In geostatistics, the use of the semivariance is preferred to the covariance be-
cause it requires a less stringent assumption for its existence and it is less
sensitive to a drift or a constant added to the random function. The semi-
variance γ plotted against the lag distance h is the semivariogram (Fig. 2.2)
which describes the spatial correlation of the variable. At small lag distances
the values are correlated and the difference and thus the semivariance is small.
With increasing distance, the semivariance rises as the values correlate less
and reaches a plateau indicating that there is no correlation any more and the
values are independent. The distance at which the plateau is reached is called
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Figure 2.2: Exemplary experimental semivariogram and fitted model: the characteristic
parameters sill, range and nugget are depicted.

the range a and the height of the plateau is the sill and corresponds to the
ordinary or a priori variance σ2 of the dataset with σ being the standard devia-
tion. The range corresponds to the correlation length of a variable distribution
and denotes the average distance at which the data barely correlate.

One would expect the semivariogram starting at the origin as two values at
the same location (h = 0) are identical. If the semivariance does not vanish
for h → 0, one will be concerned with a nugget effect. A nugget effect can be
caused by either a statistical error in measurement of the analysed variable or
micro-variability which is not resolved by the measurement, e.g. if the sampling
distance is larger than the typical scale of the micro-variability. If there is a
nugget, the hight of the semivariogram plateau corresponds to the sill plus the
nugget. In practice, we do not know the semivariance but can estimate it from
the spatial variable distribution F (~x):

γ(~h) =
1

2N(~h)

N(~h)∑
i=1

(F (~xi)− F (~xi + ~h))2, (2.10)

where i is the sample index and N the number of pairs which are separated
by the distance vector ~h. If the semivariance only depends on the absolute
lag distance h but not on the direction, the semivariogram is considered to
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Figure 2.3: Some basic variogram models (sill C = 1, range a = 1 m): pure nugget
effect, spherical, exponential and Gaussian model.

be isotropic and an omnidirectional semivariogram can be used. In case of
anisotropy one has to calculate the semivariogram for different directions.

Definition 2.10 requires the random variable to be intrinsically stationary which
implies that the mean is constant. In case of an external drift, i.e. a system-
atic variation of the mean, the semivariogram will not become stationary and
no plateau will be reached. A proper semivariogram estimation requires the
removal of this drift from the data (Olea, 1999).

For practical applications, when the data are not located regularly along the
direction for which the variogram should be calculated or when the data are
located totally irregularly, the lag-distance vectors are grouped into classes in
analogy to the classes of a histogram. Thus, one has to define a distance and
an angular tolerance inside which the data are grouped together.

The next step after calculating the experimental variogram is to fit a model
which will be used e.g. for kriging the data or to simulate a statistical data
distribution. The most common models are defined in the following and are
plotted in Fig. 2.3 (Goovaerts, 1997). Complicated variogram structures can
be fitted by superposing several basic models.

The pure nugget effect is

γ(h) = C0 (2.11)
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and means that there is no spatial correlation of the data in the observed range.
The distribution of the variable in space is purely random.

The semivariance of the spherical model rises linearly from the origin and
reaches the sill C at the range a.

γ(h) =

{
C

(
3
2

h
a
− 1

2

(
h
a

)3
)

if 0 ≤ h < a

C if h ≥ a
(2.12)

The semivariance of the exponential model rises linearly from the origin and
approaches the sill C asymptotically. The practical range a is defined as the
distance at which the semivariance holds 95% of the sill 1.

γ(h) = C

(
1− exp

(−3h

a

))
(2.13)

Within the Gaussian model 2 the semivariance also approaches the sill
asymptotically and the practical range a is defined as above. As opposed to
the exponential model, the graph has a parabolic form at the origin, i.e. it rises
slowly at short lag distances. This behaviour is typical for continuous variables
like groundwater tables or the temperature distribution in the subsurface.

γ(h) = C

(
1− exp

(−3h2

a2

))
(2.14)

2.5 Geostatistical Simulation

As opposed to kriging, geostatistical simulations do not have a smoothing effect
but the characteristic small-scale variability will be reproduced. Every simu-
lation provides an alternative but equiprobable realisation. The simulation
reproduces the probability density and the spatial correlation of the variable.
When carrying out a conditional simulation, the simulated values will match

1In some software packages, a theoretical range ath is used which is the distance at which a
tangent line to the curve at the origin intersects the sill. The theoretical range is one third
of the practical range ath = a/3 and the semivariogram value is at approximately 63%
of the sill. One has to take care which definition of the range is used. In the following,
the range of an exponential or Gaussian model is the practical range.

2The Gaussian variogram model is not to be confounded with the Gaussian distribution
function. The former describes the spatial correlation of a random variable whereas the
latter describes the frequency a value of a random distribution is taken.
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the measured values at the sampling locations, too. Thus, the input param-
eters for a geostatistical simulation are the distribution function, the spatial
correlation of the variable in terms of the variogram, and the values at the
sampling locations in case of a conditional simulation.

There are a variety of simulation algorithms, whereof the sequential Gaussian
simulation sgsim (Deutsch and Journel, 1998) is used in the following due to
its rapidness and its potential to simulate large fields. Simulated annealing
techniques are more flexible and are able to reproduce the input parameters
more accurately but are much slower than sequential simulation algorithms.
As only a normal distribution can be simulated and most earth-science data
do not present Gaussian histograms, the data often have to be transformed
after simulation. An inverse normal score transform can be used to adopt the
simulated data to the desired density functions.

In comparison to the model assumptions, every realisation will feature some
difference in the statistical distribution and the spatial correlation of the data,
referred to as ergodic fluctuations (Goovaerts, 1997). The larger the size of
the simulated field is compared to the correlation length, the more exactly the
model parameters are reproduced by the simulated model. Thus, when us-
ing relatively small fields expanding only some few correlation lengths, which
may often be the case, several simulations should be run and compared. The
realisation featuring the best fit to the input model should be used for fur-
ther calculations. Figure 2.4 shows the experimental density function and
the experimental semivariograms of 6 individual realisations of a geostatistical
simulation of a regionalised variable F (x, y) using a sequential Gaussian simu-
lation. The size of the field is 10 m × 10 m and a standard normal distribution
was simulated assuming an exponential variogram with a correlation length of
a = 0.5 m and 2 m, respectively. One can recognise the individual realisations
fluctuating around the model assumptions. The discrepancy between the real-
isations and the input model are higher in case of the larger correlation length
a = 2 m which corresponds to one fifth of the simulated field size.

2.6 Determining an Optimal Sampling
Configuration

In this section, an appropriate spatial sampling configuration will be deter-
mined. If maps of a regionalised variable are to be plotted, a regular grid is
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Figure 2.4: Experimental density function and variogram of six realisations of a statistical
simulation on a 10 m × 10 m area illustrating ergodic fluctuations. The model function
used for the simulation was: standard normal distribution and exponential variogram
model (upper graphs: range a = 0.5 m, lower graphs: a = 2.0 m). The dashed red line
is the model function and the blue lines are the experimental values of the six realisations.
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the first choice since the overall interpolation error becomes minimal. However,
the aim of this work is not to produce accurate maps of a variable distribu-
tion, e.g. the electric conductivity distribution on an acre to distinguish sandy
and clayey areas. The aim is to acquire the statistical properties of the spatial
distribution of this variable in terms of the density function and the variogram.

A pragmatic way to determine an optimal sampling configuration is to test
different setups on simulated data with statistical properties corresponding to
the expected field data. Several configurations emulating geophysical measure-
ments are applied to the synthetic parameter distribution. Then, the geosta-
tistical properties i.e. the mean, the frequency distribution, and the semivar-
iogram of the emulated measurements will be compared to the properties of
the exhaustive geostatistical simulation. The aim is to get a good approach of
the estimated statistical properties using as few measured data as possible.

In this chapter, the geophysical measurement itself will not be simulated i.e.
the spatial resolution or optimal setup of the particular geophysical methods
will not be considered. This will be done in the next chapters where geo-
physical measuring techniques are discussed. At first, the spatial distribution
of sampling points and its influence on the deduced statistical parameters is
analysed in a general form.

2.6.1 Generation of a Synthetic Spatial Variable Distribution

As variabilities in the range of decimetres up to a few metres are of in-
terest in this work, different sampling setups are emulated inside an area
of 10 m × 10 m. The regionalised variable was simulated with a grid-node
distance of 0.1 m assuming a standard normal distribution with no spatial
anisotropy. Three different correlation lengths (0.2, 0.5, and 2 m) were used
which cover typical dimensions for small-scale variabilities of electrical proper-
ties in soils as will be shown later. Figure 2.5 shows the results of the simu-
lations using an exponential and a spherical variogram model for comparison.
The spherical model leads to a less diffuse spatial distribution than the ex-
ponential. The latter is used for further analysis due to its simplicity and its
good accordance with the pattern of electrical soil properties as will be shown
by the field measurements.

About 20 individual realisations with the exponential variogram model were
calculated and the one featuring the best fit with the model functions is used
for the following analysis. Figure 2.6 shows the experimental density function
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Figure 2.5: Simulated data distribution F (x, y) in an area of 10 m × 10 m (sequential
Gaussian simulation, standard normal distribution). From top to bottom: correlation
length a = 0.2, 0.5, and 2.0 m; left side: exponential variogram model; right side:
spherical variogram model.
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and variogram of this best-fit simulation as well as the input parameters, i.e.
a standard normal probability density function and an exponential variogram
with correlation length of a = 0.2, 0.5 and 2 m. One can note that both
input functions are well reproduced by the functions which were experimentally
determined from the simulated data.

2.6.2 Sampling Configurations

Some different sampling setups are depicted in Fig. 2.7. They are composed of
individual profiles with minimal sampling intervals of 0.1 m as most geophysical
methods are linked to measuring profiles. The sample points are placed on
a 0.1 m grid so that their locations coincide exactly with the location of the
simulated data points and therefore no interpolation has to be carried out. The
number of sampling points is approximately 800 for all setups so that they are
comparable. In addition to the regularly arranged sample points, a random
distribution is used for comparison even though such field measurements will
not be easy to carry out with most geophysical measuring methods.

2.6.3 Reproducibility of the Distribution Function

When sampling an area, first of all the mean and the standard deviation or, in
the ideal case, the complete experimental distribution function of the variable
have to be reproduced. The results of the extractions are exemplary shown for
the simulated data using an exponential variogram with a correlation length
of 2 m (Fig. 2.8). The experimental distribution functions resulting from the
extracted data points are plotted as well as the distribution of the exhaustive
simulated data with a grid-node spacing of 0.1 m. The distribution functions
for the shorter correlation length (0.2 m and 0.5 m) are depicted in Fig. A.1
and A.2. Setup a and b which represent a sampling confined to a relatively
small area (Fig. 2.7) yield a poorer approximation of the distribution function
than the setups where the sampling points are distributed over the whole area.
In order to quantify the deviations between the distribution functions of the
extracted data and the exhaustive field, some values which characterise a dis-
tribution are compared. The mean, median, standard deviation and skewness
are calculated for the extracted data as well as the exhaustive simulated data
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Figure 2.6: Experimental density function and variogram of the best-fit simulations
with exponential variogram structure and correlation lengths of a = 0.2, 0.5, and 2 m
which are depicted to the left in Fig. 2.5 (blue line) and input parameters used for the
simulation (red dashed line).
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Figure 2.7: Different setups for data sampling, all consisting of approximately 800
samples: 3 m × 3 m square (a), 9 squares of 1 m × 1 m (b), 8 parallel lines (c), 8
crossing lines (d), grid of 4 × 4 lines (e), and random (f). The spacing along the lines
or inside the squares is 0.1 m.
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Figure 2.8: Experimental distribution functions of the extracted data (blue solid line)
and distribution function of the exhaustive dataset (red dashed line). The random
variable was simulated using a standard normal distribution and an exponential semivar-
iogram with a = 2 m.
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and the absolute deviance3 is depicted in Fig. 2.9.

At large correlation lengths setup a, b and d show the poorest fit to the desired
function. Setup a and d have large skewness deviations i.e. the density function
is asymmetric pretending a log-normal distribution. Setup b leads to a high
deviance of the mean, median and standard deviation which manifests in a
shifted and scarped distribution function.

At shorter correlation length (0.2 m and 0.5 m) the differences are not that
distinct and all setups yield suitable results with setup a and f showing the
lowest deviations.

2.6.4 Reproducibility of the Spatial Correlation

Besides the distribution function, the spatial correlation in terms of the vari-
ogram has to be approached as closely as possible by the sampling configura-
tion. Figure 2.10 shows the experimental variograms of the extracted data for
correlation lengths of 2 m.

The variograms of the shorter correlation length (0.2 and 0.5 m) are depicted
in Fig. A.3 and A.4. A quantitative description of the deviance between the
variograms of the extracted data and the exhaustive data is not as simple as
is the case for the characteristic values describing the distribution function.
A simple RMS deviation between the experimental data and the reference
variogram will not adequately describe the fit as the rise of a variogram is
much more important than the tail because it defines the deduced correlation
length. Therefore, we rely on a qualitative visual valuation of the deviation of
the experimental variograms.

When analysing the data with 2 m correlation length, the sampling configu-
rations consisting of several profiles c, d and e provide much better results as
larger lag distances are maintained and a larger area is sampled. At low cor-
relation lengths, configuration a yields the best fit because a regular squared
grid provides the most data pairs with short lag distances in various direc-
tions. But at larger correlation lengths, this layout as well as layout b fails
and the variogram will not represent the true correlation length. The random
distribution f yields suitable results at all three correlation lengths.

3The relative deviations cannot be calculated as the mean, the median and the skewness
of a standard normal distribution are equal to zero.
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Figure 2.9: Summarisation of typical statistical parameters describing the distribution
function: mean, median, root mean square deviation (std) and skewness. The absolute
difference between the parameters of the extracted data (setup a–f, Fig. 2.7) and the
parameters of the exhaustive data is depicted for an exponential model and three different
correlation lengths (Fig. 2.5, left side).
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Figure 2.10: Experimental variograms of the data extracted with the setups of Fig. 2.7
(blue circles) and variograms of the exhaustive dataset sampled with a 0.1 m grid (red
dashed line). The random variable was simulated using a standard normal distribution
and an exponential semivariogram with a = 2 m.
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Figure 2.11: Simulated variable distribution (correlation length a = 0.5 m) and 5 dif-
ferent locations used to extract a part of the data using the layouts depicted in Fig. 2.7.

2.6.5 Repeatability

A single geostatistical simulation describes only one possible realisation of the
random variable among numberless. Thus, the results of 2.6.3 and 2.6.4 are
affected by some hazard. In other words, the results depend on the location of
the sampling configuration inside the analysed area. A good sampling configu-
ration will cause only little variations in the determined statistical parameters
when its location in field is modified. In order to analyse these effects, the vari-
able distribution on an area of 25 m × 25 m was simulated with a correlation
length of 0.5 m. The data were extracted while the sampling configuration
was placed at 5 different locations inside the simulated field, that is to say in
the centre and the edges of the field (see Fig. 2.11). Figures 2.12 and 2.13
show the results of the geostatistical analysis for the configurations of Fig. 2.7
in terms of the experimental PDFs and variograms at the five positions. The
setups with less variations in the deduced density function are c, e and f. The
best fit to the variogram of the exhaustive simulated data and the most stable
results are obtained with setup e.
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Figure 2.12: Repeatability of sampling: The experimental PDF is depicted for 5 different
locations of the sampling configuration inside the simulated field (blue line). The dashed
red line is the PDF of the exhaustive simulated field of 25 m × 25 m (exponential model
with a = 0.5 m).
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Figure 2.13: Repeatability of sampling: The experimental variogram is depicted for 5
different locations of the sampling configuration inside the simulated field (blue line).
The dashed red line is the variogram of the exhaustive simulated field of 25 m × 25 m
(exponential model with a = 0.5 m).
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2.6.6 Summary: The Optimal Sampling Layout

The sampling layout affects the statistical properties of the extracted dataset.
It acts like a filter. When only a small area is sampled very tightly, one
will deduce a shorter apparent correlation length than the real one. Vice
versa, when the whole field is sampled, but with large sample distances, one
will not detect small-scale variabilities. This is denoted as effect of extend
and spacing by Western and Blöschl (1999): ”Spacing” refers to the distance
between sampling points and ”extend” refers to the overall coverage. The
apparent correlation lengths always increase with rising spacing and extend.
Thus, one has to call into question whether the deduced correlation length
is an effect of the sampling layout or represents the true distribution of the
sampled variable.

The optimum sampling configuration to determine geostatistical properties of
regionalised variables depends on the spatial correlation of the variable itself.
But unfortunately, this parameter is not known in advance in most of the cases,
but has to be determined by the measurements.

If correlation length is small, a regularly spaced grid provides the best results.
But when the correlation length gets longer, this layout is not suitable any more
and configurations with the same number of data points which are composed
of several longer profiles are appropriate (Fig. A.3 and 2.10).

Configuration e with 4 × 4 crossing profiles showed to be the most suitable
for the range of all correlation lengths between 0.2 m and 2 m and yields the
most stable results in terms of different positions of the measuring setup on
the analysed area (Fig. 2.12 and 2.13). A random distribution provides good
results, too, because it features short lag distances as well as large ones and
is uniformly distributed inside the sampling area. But a random sampling
configuration is not practicable in most cases when geophysical measurements
are carried out.

The results are interpreted and explained as followed. On the one hand, we
will need a lot of sampling points close one to another to get numerous data
pairs with small lag distances as the shape of the rise of the variogram will
mainly define the appropriate variogram model. On the other hand, we need
large distances in order to acquire regional trends and large correlation length.
A rule of thumb is that correlation lengths up to half of the largest distance
inside a sampled field can be resolved. The number of data pairs that can
be compared drastically decreases for larger lag distances. For lag distances
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larger than half the extent of the field, points in the middle of the sampled
area do not have an associate to form a pair and therefore are not taken into
consideration. (This is in analogy to the maximal period that can be resolved
in time series analysis which corresponds to the length of the time series.)

Moreover, the more equally the points are distributed, the less clustering effects
will occur. Clustering is when a region with high or low values is sampled more
densely than the rest of the area. Then, the deduced distribution function is
not representative for the exhaustive area as is the case in Fig. 2.12 a and d.
An appreciation of values has to be found between the amount of needed data
and the quality of estimation of the statistical parameters, i.e., the distribution
function and the variogram of the regionalised variable.

In the last section an isotropic parameter distribution has been assumed. At
scales of a few metres anisotropy in horizontal direction is unlikely to occur in
the upper soil if there is no artificial anisotropy, e.g. generated by ploughing or
other agricultural conditioning. When anisotropy is likely, the semivariogram
has to be calculated for different directions. Then, crossing sections as in
Fig. 2.7 d will probably be an appropriate sampling layout as they provide
numerous different lag distances in the direction of the individual sections.

Another parameter which has not been considered yet is the support of data
which refers to the sampling volume or the area integrated by each measuring
method in case of geophysical measurements. A change of support will change
the histogram and variogram. When the support is getting larger, the apparent
correlation length and the nugget effect will increase. In contrast, the apparent
variance will decrease with increasing support (Western and Blöschl, 1999;
Chilès and Delfinier, 1999). The effect of support will be analysed in chapter
5 where the different measurement techniques will be evaluated with regard to
their ability to determine the statistical properties accurately.
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3.1 Electric Conductivity of Soils

Soil can be described as a 3-phase composite: the solid matrix, the pore fluid
and the gaseous pore filling. The solid phase and the aqueous phase both
contribute to the bulk conductivity whereas the gaseous phase can be regarded
as an isolator. There are three mechanisms of conduction which determine the
electric conductivity of geologic materials.

• The electronic or metallic conductivity of the matrix is caused by
the free electrons in the crystal lattice of the minerals. Most of the rock
forming minerals have low conductivities between 10−14 and 10−10 S/m
(Knödel et al., 1997). Only ores and some form of carbon like graphite
feature high conductivities. However, these materials are rare in soils so
that the conductivity of the soil matrix can be neglected in most cases.

• The electrolytic conductivity is caused by the aqueous liquid in the
pore space which features dissolved ions. In a large variety of soils it
is the basic mechanism which enables conduction. The conductivity of
sediments and soils can often be described by an Archie equation (Archie,
1942; Schön, 1996) which relates the bulk conductivity σ to the water
saturation S:

σ =
Φm

a
σw Sn , (3.1)

where σw is the conductivity of the pore fluid, Φ the effective porosity
and a the formation factor. The cementation factor m represents the
connectivity of the pore space in the fully water-saturated case where
the saturation exponent n accounts for the connectedness of the water in
the partially saturated case (Knight and Endres, 2006). The parameters
a and m have to be determined empirically and can vary between 1.3 <
m < 2.4 and 0.5 < a < 1. The cementation factor m rises with increasing
compaction of the sediment. The factor of saturation n varies between
1.3 < n ≤ 2 and is often set to the value of 2 (Schön, 1996).
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• The surface conductivity is not determined by the porosity but by the
inner surface of the soil. It is associated with the cation exchange capacity
of the material which is typically high for clay. The mineral surface is
charged negatively and the cations in the pore fluid are attracted by
the electrostatic forces. Therefore, the region of the interface mineral–
fluid features a concentration of charges and forms an electrical double
layer which can highly enhance the electrical conductivity of a material.
The double layer contributes significantly to the conductivity of soil if
clay content is high. The effective conductivity is often described as a
parallel connection of the electrolytic and interface conductivity. Then,
the Archie equation can be expanded by the interface conductivity σq

(Knödel et al., 1997):

σ =
Φm

a
σw Sn + σq . (3.2)

Besides the inner surface of soil, there are several factors which influence
interface conductivity as texture, pore-size distribution or pore-space
structure.

Electronic and electrolytic conductivity is independent of frequency in a wide
range, but interface conductivity often shows a frequency dependence. When
current flows through the soil, dissolved ions will accumulate at the place where
the pores are narrow and will impede the current. The concentration of charges
is time delayed to the applied field due to the inertia of the ions movement.
This fact leads to a complex frequency dependent conductivity which is stud-
ied with spectral induced polarisation (SIP) measurements e.g. in order to
determine the pore-size distribution or contaminations of soil. As the location
where the measurements were carried out in this work have vanishing clay con-
tent, electrolytic conductivity is the predominant process and conductivity is
considered as frequency independent in the following.

Electric conductivity also depends on temperature. With rising temperature
more and more ions can be dissolved. The viscosity of water decreases what
enhances the mobility of ions. Both effects result in a positive temperature
coefficient of soil conductivity, i.e. conductivity rises with temperature.

3.2 Theory of Electric Current Flow

When analysing DC-geoelectric measurements, one can assume stationary
fields and therefore the partial derivatives of time in Maxwell’s equations van-
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ish. This also holds for low frequent alternating currents which are commonly
used for geoelectric measurements in order to avoid polarisation of the elec-
trodes. Thus, the curl of the electric field ~E is zero (Eq. (4.17)) and ~E can be
described by the gradient of a potential field Φ:

~E = −∇Φ . (3.3)

The basic equations describing current flow are Ohm’s law:

~ = σ ~E (3.4)

and the equation of continuity

∇ · ~ = − ∂

∂t
%el . (3.5)

Here, ~ is the current density and %el the electric charge density. All the current
which flows into a volume must leave the other side unless there is a source or
sink of current and the right side of Eq. (3.5) equals zero:

∇ · ~ = 0 . (3.6)

This equation holds true for the whole area but not for current sources and
sinks. From the above equations follows Laplace’s equation for a homogeneous
medium:

4Φ = 0 . (3.7)

One can describe Laplace’s equation in polar coordinates (r, ϕ, ϑ). If only
a single source of current is considered at the surface of a homogeneous half-
space, complete symmetry of current flow with respect to the ϑ and ϕ directions
may be assumed. Therefore, the derivatives taken in these directions vanish
and Laplace’s equation results in (Keller and Frischknecht, 1970):

∂

∂r

(
r2∂Φ

∂r

)
= 0 . (3.8)

This equation may be directly integrated:

Φ = −c

r
+ d , (3.9)

with the two constants of integration c and d. Defining the potential Φ → 0
for r →∞ results in d = 0. The second constant c is evaluated by determining
the total current I of the source as the integral of the current density over a
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closed surface S. If the source is placed at the boundary of a homogeneous
half-space and the current flows through a half-sphere with the surface 2πr2,
one can deduce:

I =

∮

S

~ · ~ds =

∮

S

σ ~E ~ds =

∮

S

σ
c

r2

~r

r
~ds = −2πσc . (3.10)

Therefore, the potential function of a point source is:

Φ =
I

2πσr
. (3.11)

As potential functions are additive, the resulting potential of several sources
is the sum of the individual potential functions. Usually, a four-point setup
is used to determine the conductivity of soils in field (Fig. 3.1). A current I
is fed into the ground via two current electrodes, A and B, and the potential
difference U is determined between two measuring electrodes, M and N. As
the source and the sink are defined by opposed currents I = IA = −IB, the
measured voltage is:

U = ΦM − ΦN = (ΦAM + ΦBM)− (ΦAN + ΦBN)

=
I

2πσrAM

− I

2πσrBM

− I

2πσrAN

+
I

2πσrBN

. (3.12)

(3.13)

The conductivity can thus be determined by the injected current I and the
measured voltage U :

σ =
I

2πU

(
1

rAM

− 1

rBM

− 1

rAN

+
1

rBN

)

=
1

Kpoint

I

U
(3.14)

with Kpoint =
2π

1
rAM

− 1
rBM

− 1
rAN

+ 1
rBN

, (3.15)

where K is the geometric factor which stands for the geometry of the setup.
Equation (3.15) is the Neumann formula which serves to calculate the geomet-
ric factor of any 4-electrode setup when using point electrodes.

In geoelectrics, it is more common to regard the inverse of conductivity, i.e.
the resistivity of the ground:

ρ =
1

σ
= K

U

I
. (3.16)
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Figure 3.1: Schematic illustration (bird’s eye view) of a dc measurement layout using
four electrodes. A current is fed into the soil via the electrodes A, B and the voltage is
measured via electrode M, N.

If soil is not homogeneous but is layered or features lateral heterogeneities,
one will not determine the true conductivity σ or resistivity ρ but an apparent
conductivity σa or resistivity ρa, respectively. The true parameter distribution
can be determined by an inversion of the apparent parameter (Loke and Barker,
1996; Friedel, 2000; Günther, 2004).

3.2.1 Influence of Electrode Geometry

When carrying out conventional geoelectrical measurements, the electrodes
are usually considered to be point electrodes. When using large electrode
separations compared to the electrode length, this approximation is agreeable.
But as the electrode separation is getting shorter, the real electrode design will
deform the potential lines more and more and the electrodes can no longer
be regarded as point electrodes. Thus, corrected geometric factors have to be
deduced to convert the measured currents and voltages to apparent resistivities.

In praxis, electrodes can often be approached by elongated half-ellipsoides. The
electrical field of an elliptical electrode is the same as the field of a line electrode
of the length 2e which connects both foci (Sommerfeld, 1967). In analogy to
the electrostatic problem of the electric field in the vicinity of a loaded elliptical
object, the line source yields the following potential field (Militzer and Weber,



36 3 Electric Conductivity σ

1985):

Φ =
I

4πσe
ln

∣∣∣∣∣
z + e +

√
x2 + y2 + (z + e)2

z − e +
√

x2 + y2 + (z − e)2

∣∣∣∣∣ , (3.17)

where x and y are the horizontal coordinates, z the depth and e =
√

l2 − d2

4
is

defined by the length l and the diameter d of the electrode. The voltage which
is recorded when using a 4-electrode setup can be determined by integrating
the potential along the length l of the potential electrodes. For example, the
contribution of current electrode A to the potential of electrode M is:

ΦAM =
I

4πσe

∫ l

0

ln

∣∣∣∣∣
z + e +

√
r2
AM + (z + e)2

z − e +
√

r2
AM + (z − e)2

∣∣∣∣∣ dz . (3.18)

Thus, the geometric factor for elliptical electrodes is:

Kell =

∫ l

0

4πe

ln |f(rAM)| − ln |f(rAN)| − ln |f(rBM)|+ ln |f(rBN)| dz (3.19)

with f(r) =
z + e +

√
r2 + (z + e)2

z − e +
√

r2 + (z − e)2

and e =

√
l2 − d2

4
.

The integral cannot be solved analytically and is calculated numerically. The
geometric factors for elliptical electrodes and a radial dipole-dipole configura-
tion are depicted in Fig. 3.2. Two different electrode sizes are used for the
calculation. The small electrode is the same as used during the field mea-
surements (l = 0.03 m, d = 0.005 m) and the large electrodes have the size
typically used for standard geoelectric measurements (l = 0.1 m, d = 0.015 m).
The geometric factors for point electrodes are displayed as well for comparison.
The smaller the electrode separation, the more Kpoint differs from Kell. For the
smallest separation which is used in field (a = 0.1 m), the difference between
the correct geometric factor and the factor for point electrodes is 7% for the
small electrodes and 38% for the standard electrodes. This means that appar-
ent conductivity will be overestimated by 7% or 38% in case point electrodes
are assumed instead of considering the true geometry.

The influence of electrode length on the determined conductivities was also
analysed in an experiment. A water tank of 2 m × 1.3 m × 1.2 m was filled
with tap water. An electrode comb of 10 electrodes with a spacing of 0.08 m
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Figure 3.2: Geometric factors for a radial dipole-dipole layout when assuming point
electrodes (Kpoint) and elliptical electrodes (Kell). The dipole length is a and the first
separation is depicted (n = 1). The electrodes dimensions are: l = 0.03 m, d = 0.005 m
(small); l = 0.1 m, d = 0.015 m (large).

was placed on the water surface (Fig. 3.3). Boundary effects can be neglected
as changing the position of the comb towards one of the side walls did not
change the measured values. The electrodes had a diameter of 1 mm and the
effective electrode length, i.e. the length of the electrodes in water, was step-
wise varied from 0 m to 0.1 m. A DC-geoelectric measurement was carried out
along the electrode comb using a Wenner and dipole-dipole configuration with
an electrode spacing of 0.08 m. The individual readings were averaged in order
to minimise the errors caused by small random variations in geometry. Such
variations might be different immersion depth or inclinations of the electrodes.
In Fig. 3.4 the derived apparent resistivities are depicted using the appropriate
geometric factors when assuming point and elliptical electrodes. When using
the usual point-electrode factors, one can recognise that one will get wrong
conductivities especially when the effective electrode length is large. If the
length is 0.1 m, the deviation is up to 50% when using a dipole-dipole configu-
ration. In contrast, when using the geometric factors for elongated electrodes,
the deduced conductivities correspond to the conductivity of the medium.
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Figure 3.3: Picture of water-tank experiment to determine the influence of electrode
length. The electrodes are separated by 0.08 m and can be lowered into the water
yielding an effective electrode length of 0–0.1 m.
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Figure 3.4: Deduced conductivities σ of the water depending on the effective length of
the electrodes using geometric factors for point and elliptical electrodes. The electrode
spacing was 0.08 m and a Wenner and a dipole-dipole configuration were measured. The
real conductivity of the water according to a conductometer is plotted for comparison.
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3.3 Determining the Electric Conductivity of Soils

3.3.1 Experimental Setup

There are several setups the electrodes can be placed when carrying out DC-
geoelectric measurement all of them featuring different sensitivity to noise and
different horizontal and vertical resolution. For practical reasons arrays should
be used which can be applied to equidistantly placed electrodes as this en-
ables a quick measuring progress when using modern multi-electrode acquisi-
tion systems. As the uppermost region of soil is of interest in this work, the
used configurations have to feature high lateral resolution in the near-surface.
The dipole-dipole configuration is used as it satisfies best the required features
(Stummer et al., 2004) and provides a good measuring progress.

In order to minimise geometrical errors caused by deviating electrode positions,
an electrode comb was used. The electrodes have a spacing of 0.1 m and the
lengths and diameters are 0.03 m and 0.0045 m. The dipole length was a =
0.1 m and dipole separations up to n = 10 were used which caused no problems
concerning too low voltages.

A resolution analysis (Günther, 2004) yields resolution radii of about 0.05 m
at the top surface and rises up to 0.25 m at a depth of 0.5 m.

A 3D measurement on a grid would be the best choice, but only small areas
can be measured due to limited number of electrodes and measuring time.
Typical areas which can be covered with an appropriate electrode spacing are
1.5 m × 1.5 m. One has to take into consideration that the coverage and
resolution is getting worse with increasing depth resulting in a smaller area
which can be analysed than the electrode array on the surface. Therefore, 3D
measurements will not be large enough for a geostatistical analysis and thus
only 2D measurements were carried out along profiles aware of the fact that 3D
effects could influence the inversion results. These influences will by analysed
in section 5.1.1.

3.3.2 Spatial Field Measurements and Geostatistical analysis

The field measurements were performed on location 1 (see Appendix B) in
autumn and the topsoil had a medium water content of ΘV = 16vol%. A radial
dipole-dipole measurement was carried out along two crossing sections of 15 m
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Figure 3.5: Sketch of the two dipole-dipole profiles used to determine soil conductivity.

length using the setup described in section 3.3.1 (see Fig. 3.5). After removing
the data with large errors, the correct geometric factors were calculated for
the used electrode shape (Kell) and the measured voltages and currents were
converted in apparent resistivities ρa.

The 2D inversion of the data was performed using a Gauss-Newton algorithm
and a fixed regularisation (Günther, 2004). The model was discretised equidis-
tantly with a cell dimension of 0.05 m which corresponds to the maximal
resolution (see. section 3.3.1). An accurate error estimate is important for the
inversion as the errors define the weighting of the data. Two different sources
of error were regarded:

• Statistical measuring errors were determined by analysis of 8 measuring
cycles of the square signals and were typically between 0.25% and 4%
depending on the configuration factors.

• An error of 1.5 mm was assumed for the positioning of the electrodes as
a comb was used. This geometrical error results in a data error of 4% for
the smallest dipole separation (n = 1) and 2% for the largest separation
(n = 10).

Table 3.1 describes the adaption of the model to the data. The relative root-
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Table 3.1: Adaption of the inverted model to the data when assuming point electrodes
and elliptical electrodes.

section RRMS point elec. RRMS ell. elec.

x-profile 8.72% 8.26%

y-profile 4.90% 4.83%

mean square deviation is defined:

RRMS =

√√√√ 1

N

N∑
i=1

(
di − fi(M)

di

)2

, (3.20)

where di are the data, M is the model, fi(M) the synthetic data and N the
number of data. Another parameter describing the fit of the model and weight-
ing the residual by the error εi of the measurement is χ2 which will be used in
chapter 5:

χ2 =
1

N

N∑
i=1

(
di − fi(M)

εi

)2

. (3.21)

If χ2 = 1, the data are fitted within their errors.

Note, if assuming point electrodes, the deviation between model and data is
higher than if using correct configuration factors.

After the inversion, the resistivities were transformed into conductivities.
Fig. 3.6 shows a cutout of the inverted x- and y-profile. A distinct layer-
ing with an interface in approximately 0.3 m depth can be noticed relying
to the former plough horizon. The topsoil is enriched with humus and pene-
trated by roots from the grass whereas the lower soil is almost pure sand with
marginal organic content. The x-profile shows slightly higher subsoil conduc-
tivities than the y-profile but nearly similar values at the crossing point (x, y)
= (7.5 m/7.5 m).

The x-profile shows higher variability in the topsoil than the y-profile. This
anisotropy in the conductivity distribution may be caused by the former cul-
tivation of the area as it was used as an acre some years ago. The x-profile
is probably perpendicular to the direction of the cultivation whereas the y-
profile is parallel to it. The small-scale undulations of the plough horizon in
the x-profile can either be caused by a true topography of the layer caused by
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Figure 3.6: Result of the 2D inversion of the dipole-dipole measurements when assuming
cylindrical electrodes: x-direction (top), y-direction (bottom). The first part of the 15 m
long sections are plotted for better illustration.

the ploughshares or may be an artefact of the inversion, i.e. variabilities in
the conductivity of the topsoil may be projected in deeper regions. However,
the exact direction of anisotropy cannot be derived from the DC measure-
ments as this would require the presence of measurements in more than two
divers directions or at best the presence of 3D measurements on a large area.
Such measurements are extremely time consuming so that solely two crossing
transects were measured what is feasible in one day.

The geostatistical analysis was applied to the topsoil, i.e. the first 0.25 m
of the ground. The first layer beneath the surface (0–0.05 m) is not taken
into consideration because it is influenced by the electrodes. Note that the
electrode geometry is indeed considered for the correct configuration factors
and thus when determining the apparent resistivities and during the forward
calculation of the inversion. However, for the FD calculation, currents and
voltages are fed and tapped from points on the surface of the model instead
from realistically shaped electrodes. Thus, the structure of the ground in the
vicinity of the electrodes, i.e. the first layer of the model, cannot be resolved.
The area of 0.05–0.25 m is analysed and the distribution function and the
variogram in the particular profile direction are determined.

Regarding conductivity the probability density function of both profiles has a
positive skewness whereas it is nearly symmetrical when the logarithm is de-



3.3 Determining the Electric Conductivity of Soils 43

picted (Fig. 3.7). Hence, the conductivity of the topsoil follows approximately
a log-normal distribution. The mean conductivity is comparable in both tran-
sects whereas the standard deviation is higher in the x-profile data than in the
y-profile data.

Figure 3.8 shows the variograms in x- and y-direction. As the variability is
higher for the x-profile, the according variogram shows a higher sill. An expo-
nential model is fitted to both experimental variograms yielding a correlation
length of ax = 0.35 m and ay = 0.5 m. The left variogram shows some hints
of a hole effect1 caused by the periodic structure in the conductivity distribu-
tion along the x-transect which may be caused by former cultivation. However,
using models which include a hole effect did not result in a better fit and an ex-
ponential model is used as it showed to be the simplest model which describes
the data.

1A hole effect is caused by a periodic data distribution and yields a semivariance which
oscillates periodically around the sill whereas the amplitudes of the oscillation decrease
with increasing lag distance.
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Figure 3.7: Statistical analysis of conductivity at location 1. Experimental probability
density function (blue solid) and normal distribution (red dashed) with the same mean
and standard deviation as in situ for comparison. The conductivity and the logarithm of
conductivity is depicted. The mean and standard deviation are:
Left side, x-profile: σ = 6.6 · 10−4 ± 2.5 · 10−4 S/m, lg(σ/(S/m)) = −3.2± 0.16.
Right side, y-profile: σ = 5.7 · 10−4 ± 1.6 · 10−4 S/m, lg(σ/(S/m)) = −3.3± 0.13.
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Figure 3.8: Experimental variograms of conductivity distribution at location 1. The
semivariance is calculated along the x- and y-profile. The range of the fitted exponential
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4 Dielectric Permittivity ε

4.1 Dielectric Properties of Soils

Soil can be regarded as a 3-phase-medium comprising the soil matrix and the
pore space which is filled with air and water. The pore water can furthermore
be splitted into free and bound water since they electrically behave differently
what results in a 4-phase-medium as schematically depicted in Fig. 4.1.

As can be seen from the permittivity values of Fig. 4.1, the dielectric properties
of soil are mainly determined by its water content as water has an extraordinary
high permittivity compared to the other components.

4.1.1 Mechanisms of Polarisation

If a non-conducting material is exposed to an electric field, the material is
polarised. An inner electrical field is induced which is opposed to the outer
field yielding a weakened resulting field inside the material. There are four
basic polarisation mechanisms which describe the dielectric characteristics of

bound water: εbw
r ¿ 80

free water: εw
r ≈ 80

soil matrix: εm
r = 2.7− 10

air: εa
r = 1

Figure 4.1: Schematic illustration of the soil as a 4-phase-medium. The components
soil matrix, air and water (free and bound) are depicted as well as their relative dielectric
permittivities εr (real parts).



48 4 Dielectric Permittivity ε

a medium depending on the frequency of the outer field.

• Electronic polarisation: The electron sheath is displaced relative to
the atomic nucleus. This polarisation is always present in any material
and mostly superposed by the other polarisation mechanisms. It is the
only mechanism occuring at very high frequencies and it determines the
optical index of refraction.

• Ionic polarisation: The ions of reverse polarity inside a crystal lattice
are slightly displaced. This polarisation mechanism describes the dielec-
tric properties of the mineral compounds of soil matrix in the frequency
range of GPR.

• Orientation polarisation: Usually, the natural dipoles of polar liquids
are randomly oriented due to thermal molecular motion. These dipoles
are aligned in an outer field. This effect describes the dielectric properties
of water in the frequency range of GPR.

• Interface polarisation: Interfaces within a composite of different ma-
terials may be charged. The displacement of these charges in an outer
field results in a polarisation of the medium. This effect determines the
behaviour at low frequencies and can be determined e.g. with spectral
induced polarisation measurements (SIP).

4.1.2 Dielectric Properties of Water

Liquid water has an extremely high dielectric permittivity εr ≈ 80 compared to
most other materials. This is due to the dipole character of the water molecule
and its affinity to build clusters (Gerhartz, 1996). The behaviour of liquid
water is significantly determined by the orientation polarisation. The dipole
molecule is oriented in an electric field by a torsional moment. The thermal
movement counteracts the orienting movement of the molecules. Thus, the
ratio between orienting electrostatic and disorienting thermal energy describes
the alignment of the dipole molecules. For relatively weak electrical fields
~E, as is the case in common GPR applications, the polarisation density ~P is
determined by (Demtröder, 1995)

~P =
%N p2

3 kB T
~E , (4.1)

where %N is the number of molecules per volume, p its dipole moment, kB

Boltzmann’s constant and T the temperature. The relative dielectric permit-
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tivity εr and the polarisation density are linked by the following relation

~P = ε0 (εr − 1) ~E . (4.2)

In an ideal dielectric medium the displacement current has a phase lead of 90°
with respect to the electric field. With increasing frequency, the dipole cannot
follow the alternating electric field and there is a phase shift yielding dielec-
tric losses. Debye (1929) described this phenomenon by a complex frequency
dependent permittivity where the imaginary part describes the losses:

εr(ω) = ε′r(ω)− i ε′′r(ω) . (4.3)

The relative permittivity of pure water εw
r can be described by a Debye relax-

ation (Kaatze, 1989):

εw
r (ω, T ) = εw

r (∞, T ) +
εw

r (0, T )− εw
r (∞, T )

1 + iωτw(T )
, (4.4)

where εw
r (∞, T ) is the high frequency permittivity, εw

r (0, T ) the static permit-
tivity, τw(T ) the relaxation time of the water molecule and T the temperature.
The temperature dependence of the three parameters can be described by the
following empirical functions (Kaatze, 1989).

εw
r (0, T ) = 101,94404−1,991·10−3K−1 (T−273.15K) (4.5)

εw
r (∞, T ) = 5, 77− 2, 74 · 10−2 K−1 (T − 273.15 K) (4.6)

τw(T ) = 3, 745 · 10−15s
(
1 + 7 · 10−5 K−2 (T − 300.65 K)2

)
e

2295,7 K
T (4.7)

In case of saline water, conduction current contributes to damping. When
regarding high frequencies as is the case for GPR, these losses can be added
to the dielectric losses and an effective permittivity εeff = ε′eff − iε′′eff is defined
(see section 4.2.2). Equation (4.4) is expanded by a term which only influences
the imaginary part and describes the losses due to conduction.

εw
eff (ω, T ) = εw

r (∞, T ) +
εw

r (0, T )− εw
r (∞, T )

1 + iωτw(T )
− i

σw(ω)

ε0 ω
(4.8)

The real and imaginary part of the relative permittivity of pure water de-
pending on frequency is plotted in Fig. 4.2. The imaginary part and thus
the dielectric losses are maximal at the relaxation frequency ν0 = 1/(2πτw)
which is approximately 17 GHz at 293.15 K (20 ℃). The curve for water with
a conductivity of σw = 0.05 S/m which is a typical value for ground water and
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Figure 4.2: Frequency dependent effective complex permittivity εeff of water at 20 ℃.
The solid line is for pure water, the dashed line for typical ground water with σ =
0.05 S/m, whereas the real parts of both coincide. The dotted black lines display the
approximate frequency range used later on for the GPR investigations (centre frequencies
of the antennas).

corresponds to the tab water used for the experiment in section 3.2.1 is de-
picted, too. One can note that the lower the frequency the more conductivity
will determine the imaginary part of the effective permittivity. In the range
of common GPR applications (20 MHz – 1.5 GHz), the imaginary part of the
effective permittivity of moist soils has a minimum and wave propagation is
possible.

For water with higher salinity, Eq. (4.5) and (4.7) do not hold true any more.
The static permittivity is decreasing with increasing salinity due to the hydrate
sheath of the ions. The relaxation time also is influenced by the solved ions
when the high frequency permittivity seems to be constant (Ulaby et al., 1986).
Empirically derived expressions describing the parameters of Eq. (4.8) for
water with salinity between 4‰ and 35‰ can be found in Ulaby et al. (1986).

A part of the water in a porous medium is electrically bound1 water which is

1This electrically bound water has not to be confounded with bound water in terms of soil
sciences or hydrogeology where bound water is the adsorbed water and defined as water
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hindered in its orienting movement in an alternating electric field due to inter-
actions of the dipole molecules with the surface of the matrix. The larger the
specific surface of the porous material the more the dielectric properties of pore
water will be influenced by these interactions. The real part of permittivity
is reduced and additional loss effects occur and contribute to the imaginary
part (Hübner, 1999). According to Dirksen and Dasberg (1993), the real part
of the permittivity of bound water εbw

r corresponds to the permittivity of ice
(εice

r = 3.15) whereas Dobson et al. (1985) determine εbw
r ≈ 35−15i. The exact

definition of bound water and its dielectric properties varies depending on the
reference and is an actual research topic. The closer the water molecule is to
the soil particle the more the permittivity will correspond to the permittivity
of ice. With increasing distance to the soil particle, the dielectric behaviour
of the water molecule will match more and more the properties of free water.
As only the first few molecule layers close to the mineral grains correspond to
electrically bound water (Or and Wraith, 1999), it is only of importance for
soils with high specific surface as is the case for clay. The soils where the GPR
measurements will be performed have marginal clay content and the effect of
bound water is negligible.

4.1.3 Dielectric Properties of Soil Matrix

The dielectric properties of the soil matrix are determined by the ionic and
electronic polarisation. In the frequency range of GPR, the permittivity can
be regarded as frequency independent. An exception are minerals with high
conductivity as is the case for ores or graphite featuring a frequency dependent
imaginary part due to the term σ/ωε0 which will not be considered in the
following. Depending on their mineralogical composition, the permittivity εm

r

of the soil matrix ranges between 2.7 and 10 (Ulaby et al., 1986). Therefore, dry
soils which are composed of mineral grains and air typically feature resulting
permittivities between 2 and 4.

4.1.4 Mixing Models

Up to now, the dielectric properties of the individual components of soils have
been discussed. We now have to address the issue of how a compound of the soil

which is retained in the soil against gravitational forces. Electrically bound water is only
a small part of the adsorbed water.
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components matrix, air and water will react on an outer electric field. There
exist numerous mixing models describing the permittivity of soils depending
on the volumetric fraction Vi of the single components with permittivity εi.

Structure-independent models
A general model is the exponential approach (Hübner, 1999):

εα
res =

∑
i

Vi ε
α
i . (4.9)

The exponent α accounts for the geometrical arrangement of the components
of the mixture and is confined by the Wiener bounds −1 < α < 1 (Moysey
and Knight, 2004). If the components are arranged as a serial connection, the
resulting permittivity is the harmonic mean of the individual permittivities
and α = −1. In case the components are arranged as a parallel connection,
the resulting permittivity is the arithmetic mean and α = 1.

If an electromagnetic wave is considered propagating through a serial connec-
tion of layers of the different components, this results in α = 1/2:

√
εres =

∑
i

Vi

√
εi , (4.10)

which is known as the complex refractive index model (CRIM) (Shen et al.,
1985) or occasionally as Birchak formula (Birchak et al., 1974; Hübner, 1999;
Roth et al., 1990). The arrangement of the single composites of the soil in
parallel homogeneous layers is only a theoretical representation. The three
phases matrix, air and water are rather irregularly distributed in natural soils.
Hübner (1999) analysed the permittivity of randomly distributed synthetic
media by calculating the electric field distribution. He determined the exponent
α to be in good agreement with the CRIM formula. An exponent close to
α = 0.5 is also determined by Roth et al. (1990) for experimental data.

Dobson et al. (1985) analysed five different soils and determined an exponent
α = 0.65. The discrepancy might be caused by the higher frequencies (ν >
1.4 GHz) they used for their analysis compared to other authors.

Structure-dependent models
These model functions determine the permittivity of a mixture taking into
account the geometric shape of the components and therefore giving consid-
eration to the physical effects. Some models are given in Sihvola and Kong
(1988), DeLoor (1964) or Shen et al. (1985). But the basic problem is that the
geometric shape of the constituents is usually not known and assumptions have
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to be made. This is the reason why these model functions are used for petro-
physical interpretations of laboratory measurements. However they are rarely
used for field applications and structure-independent or empirical functions are
preferred.

Site specific calibration functions
It is best to analyse a soil sample at different water contents. Unfortunately,
the determination of the permittivity of a soil sample in the laboratory with
methods described in the following section needs much time and is not trivial.
An empirical function is adopted to the measurements which relates soil per-
mittivity to its water content or vice versa. It has to be considered that a soil
sample will not always be representative for a whole area especially when soil
variability is high. But this holds true for all mixing models which in a strict
sense can only be applied at a specific point of a location.

Empirical functions
A pragmatic alternative which is often applied are empirical functions deter-
mined on a variety of representative soils. The most frequently used functions
relating soil permittivity to water content and vice versa were deduced by Topp
et al. (1980) by fitting a polynomial function to the permittivity of four mineral
soils derived at different volumetric water contents ΘV :

εr = 3.03 + 9.3 ΘV + 146.0 Θ2
V − 76.7 Θ3

V (4.11)

ΘV = −5.3 · 10−2 + 2.92 · 10−2εr − 5.5 · 10−4ε2
r + 4.3 · 10−6ε3

r. (4.12)

4.1.5 Determining the Dielectric Permittivity of Porous
Media

The dielectric permittivity can either be determined with the GPR which uses
free electromagnetic waves or by other electromagnetic methods by utilising
guided waves. The methods applying GPR will be developed in the next
sections. Regarding the second method, one can in principle distinguish two
techniques: one operates in frequency domain and the other in time domain.
In both cases, the material under test is the media which is penetrated by the
electric field of the applied signal. This might be in between Lecher wires,
the inner and outer conductor of a coaxial transmission line or inside a hollow
waveguide.

In frequency domain, the amplitude and phase of the signal can be determined
either in transmission and/or in reflection mode. The complex permittivity
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Figure 4.3: Schematic diagram of TDR principle: an electromagnetic pulse is fed on
the probe of length l inserted in the soil and is reflected at its end. The traveltime t is
recorded with a scope.

can be derived from the amplitude and phase of the transmitted or reflected
signal depending on the frequency of the applied electric field (Hübner, 1999).

In time domain, the propagation time of an electromagnetic pulse is deter-
mined. The signal propagates along a waveguide of diverse form whereby the
soil is the dielectric medium, e.g. the material between the inner and outer
conductor of a coaxial transmission line. This material determines the propa-
gation velocity of the pulse. In time-domain reflectometry (TDR), the pulse is
reflected at the open end of the waveguide and the travel time of this reflection
is determined (Fig. 4.3) (Hübner, 1999; Stacheder, 1996; Topp et al., 1982).
As the travel path is known as twice the length l of the transmission line, the
transformation of the travel time t in propagation velocity v and finally in real
parts of the relative permittivity ε′r is trivial:

v =
2l

t
(4.13)

ε′r =
c2
0

v2
. (4.14)

Most TDR probes used in field consist of two or three parallel rods which are
pushed in the soil representing unsymmetrical and symmetrical waveguides,
respectively. The electromagnetic energy is mainly restricted to the space
between the rods which corresponds to the approximate sampling volume.
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4.2 Theory of Electromagnetic Wave Propagation

In this section, the main principles of electromagnetic wave propagation are de-
scribed starting with Maxwell’s equations and, unlike commonly used simplifi-
cations, including all three electromagnetic parameters: magnetic permeability,
electric conductivity and permittivity. This allows for assessing the inaccuracy
of practical applications if these simplifications are used. E.g. magnetic per-
meability is usually set to µr = 1 or electric conductivity is often neglected.
However, this may not be practicable for all soils.

4.2.1 Fundamental Equations of Electrodynamics

The following equations form the fundaments of the theory of electromagnetic
wave propagation. The four Maxwell’s equations in differential form are:

~∇ · ~D(~r, t) = %el(~r) (4.15)

~∇ · ~B(~r, t) = 0 (4.16)

~∇× ~E(~r, t) = −∂ ~B(~r, t)

∂t
(4.17)

~∇× ~H(~r, t) = ~ (~r, t) +
∂ ~D(~r, t)

∂t
, (4.18)

where ~E and ~H are the electric and magnetic field strength, ~D and ~B the
electric and magnetic flux density, ~ the free current density and %el the free
electric charge density. The assumption of relatively weak field strength, as is
the case for GPR applications, results in a linear dependency between cause
and effect. In this case, the field vectors and currents are linked by the following
constitutive equations in frequency domain 2:

~D(~r, ω) = ε0εr(~r, ω) ~E(~r, ω) (4.19)

~B(~r, ω) = µ0µr(~r, ω) ~H(~r, ω) (4.20)

~(~r, ω) = σ(~r, ω) ~E(~r, ω). (4.21)

2The position of ~B and ~H is not the logical, as ~E and ~B are the basic fields which cause a
force on a charged particle and a magnetic particle or moving charged particle, respec-
tively. Thus, ~B should be named magnetic field strength instead of ~H. However, the
definition and the asymmetry in Maxwell’s equations has historical reasons (Sommerfeld,
1967; Fließbach, 2005).
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Here, ε0 and µ0 are the electric and magnetic field constant, εr the relative
dielectric permittivity, µr the relative magnetic permeability and σ the electric
conductivity. The media are considered to be isotropic. In case of anisotropy,
the material parameters are no scalar values any more, but tensors. Note that
Maxwell’s equations are defined in time domain but the constitutive equations
are written in frequency domain. Only if the media are non dispersive, i.e. if
the parameters ε, µ and σ do not depend on frequency, they hold true in time
domain in the same form. Otherwise, the multiplication in frequency domain
has to be substituted by a convolution in time domain:

~D(~r, t) = ε0εr(~r, t) ∗ ~E(~r, t) (4.22)

~B(~r, t) = µ0µr(~r, t) ∗ ~H(~r, t) (4.23)

~(~r, t) = σ(~r, t) ∗ ~E(~r, t) . (4.24)

We are concerned with a linear, time invariant and causal system with ~E and
~H being the cause and ~D, ~B and ~ being the effect. The functions εr(ω), µr(ω)
and σ(ω) are the system functions, i.e. the Fourier transforms of the impulse
responses εr(t), µr(t) and σ(t) of the system. Thus, Eq. 4.22 can be written
as (Papoulis, 1962)

~D(~r, t) = ε0

∫ t

−∞
εr(~r, t− τ) ~E(~r, τ) dτ

= ε0

∫ ∞

0

εr(~r, τ) ~E(~r, t− τ) dτ . (4.25)

From this equation one can see that electric flux density ~D(t1) does not only

depend on the electric field strength ~E(t1) but also on the field ~E(t < t1).
Equations (4.23)–(4.24) can be formulated in the same way.

Alternatively, Maxwell’s equations can be transformed to frequency domain
which will permit to apply the constitutive equations in the form of Eq. (4.19)–
(4.21). The pair of integrals of the Fourier transformation is defined as follows

where ~A(t) and ~A(ω) is the vector field to be transformed from time to fre-
quency domain:

~A(t) =
1

2π

∞∫

−∞

~A(ω) eiωt dω (4.26)

~A(ω) =

∞∫

−∞

~A(t) e−iωt dt. (4.27)
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One has to assume transient vector fields ~D(t) and ~B(t), i.e. they are vanishing
for t −→ ±∞. Then, Maxwell’s equations in frequency domain are:

~∇ · ~D(~r, ω) = δ(ω) %el(~r) (4.28)

~∇ · ~B(~r, ω) = 0 (4.29)

~∇× ~E(~r, ω) = −iω ~B(~r, ω) (4.30)

~∇× ~H(~r, ω) = ~ (~r, ω) + iω ~D(~r, ω), (4.31)

with δ(ω) being Dirac’s delta function.

4.2.2 Dispersion Relation

In the following, some additional assumptions have to be made:

• The regarded region is solenoidal, i.e. free of electric charge.

• The region is homogeneous, i.e. ε, µ and σ do not depend on the specific
location ~r. 3

Then, Eq. (4.28) and (4.19) leads to

~∇ ·
(
ε0εr(ω) ~E(~r, ω)

)
= 0. (4.32)

Using the relation ~∇· (a ~A) = a (~∇· ~A)+(~∇a) · ~A and assuming a homogeneous
medium, Eq. (4.32) results in:

~∇ · ~E(~r, ω) = 0. (4.33)

By applying the curl to Eq. (4.30) and using the identity ~∇× ~∇× ~A =
~∇(~∇ · ~A)− ~∇ · (~∇ ~A) (Bronstein and Semendjajew, 1991) and constituting Eq.
(4.33), this leads to:

~∇ · ~∇ ~E(~r, ω) = iω ~∇× ~B(~r, ω). (4.34)

~B(~r, ω) can be expressed by the constitutive equation (4.20). When using the

relation ~∇× (a ~A) = a(~∇× ~A) + (~∇a)× ~A and assuming the constance of µr

inside the regarded area, Eq. (4.34) results in:

∆ ~E(~r, ω) = iωµ0µr(ω) ~∇× ~H(~r, ω), (4.35)

3This assumption will be abandoned later on when reflection and diffraction of waves at
an interface will be discussed
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where ∆ is the Laplace operator. ~H(~r, ω) can be expressed by Maxwell’s
equation (4.31). Using Ohm’s law (Eq. (4.21)), the above equation finally
yields:

∆ ~E(~r, ω) = −ω2µ0µr(ω)ε0

(
εr(ω)− i

σ(ω)

ε0ω

)
~E(~r, ω). (4.36)

Generally, the material parameters are complex values, where the imaginary
parts of the dielectric permittivity and magnetic permeability describe loss
effects. In the following, the complex conductivity and relative permittivity
and permeability are defined as:

σ(ω) = σ′(ω)− iσ′′(ω) (4.37)

εr(ω) = ε′r(ω)− iε′′r(ω) (4.38)

µr(ω) = µ′r(ω)− iµ′′r(ω) , (4.39)

where the negative definition of the imaginary parts in Eq. (4.37)–(4.39) is of
no physical significance but historical and has only practical reasons for plot-
ting. The dielectric loss effects are caused when the alignment of the electric
dipoles in an alternating electrical field is retarded by the thermal Brownian
movement of the dipole molecules. The process can be characterised by a De-
bye relaxation (Debye, 1929), Eq. 4.4. In case of magnetic losses, the process
is principally the same but the dipole molecules have to be replaced by mag-
netic moments aligned in an alternating magnetic field. In the frequency range
of GPR, displacement currents are usually higher than conduction currents.
When conduction increases, more and more diffusion will occur and the waves
will be damped as is the case for clayey or salty humid soils. In media where
GPR works satisfactorily and displacement exceeds conduction, one can define
an effective relative permittivity

εeff (ω) = ε′eff (ω)− i ε′′eff (ω) = ε′r(ω)− i

(
ε′′r(ω) +

σ(ω)

ε0ω

)
. (4.40)

The real part of the conductivity acts as an additional loss process to the losses
due to dielectric relaxation. According to Du (1996), the imaginary part of the
complex conductivity can be neglected for conductivities < 1 S/m. In soils
where conductivity is mainly determined by ionic transport in the pore fluid,
the frequency dependence of conductivity is negligible. In materials with high
specific surface compared to their porosity, for example salt rock or soils with
high clay content, surface conductivity may exceed ionic conductivity and the
frequency dependence is not negligible any more. But these soils are usually
characterised by high absolute conductivity values and no wave propagation
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will occur. Thus, in Eq. (4.40), σ(ω) can be replaced by the real electric DC
conductivity σ, when restricting to media where GPR works properly.

The differential equation (4.36) can be solved using a plane-wave ansatz

~E(~r, ω) = ~E0 ei(~k·~r−ωt), (4.41)

and the solution is the dispersion relation

k2(ω) = ω2µ0ε0µr(ω)εeff (ω). (4.42)

In lossy media the wavenumber k is a complex value, k = β(ω) + iα(ω), where
α is the attenuation constant and β the phase constant. From Eq. (4.42)
follows:

β =
ω

c0

√
µr(ω)ε′eff (ω)

2

(√
1 + tan2 δ + 1

)
(4.43)

α =
ω

c0

√
µr(ω)ε′eff (ω)

2

(√
1 + tan2 δ − 1

)
(4.44)

with tan δ =
ε′′eff
ε′eff

and c0 =
1√
ε0µ0

.

The loss tangent tan δ is the ratio of conduction current and displacement
current. In low-loss media where ε′′eff ¿ ε′eff and where wave propagation
will occur, tan δ approaches zero. Then, the phase velocity of electromagnetic
waves can be expressed by:

vph =
ω

β
(4.45)

=
c0√

1
2
µr(ω)ε′eff (ω)

(√
1 + tan2 δ + 1

) (4.46)

≈ c0√
µr(ω)ε′r(ω)

. (4.47)

Olhoeft (1998) mentions significant magnetic relaxation losses in iron bearing
sands, but states that most naturally occurring magnetic minerals have never
been measured at radar frequencies. As even soils with very high content of
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Figure 4.4: Reflection and transmission of an electromagnetic plane wave at a planar
interface.

ferrimagnetic minerals like e.g. ferralsols (FAO, 2006) formed from basalt have
typically values of µ′r ≤ 1.1 (own measurements), the dielectric properties will
predominantly characterise the soils at high frequencies. Thus, the relative
magnetic permeability can be set to the value of 1 as is usually done when
regarding radar frequencies. The phase velocity of electromagnetic waves sim-
plifies to the well-known relation for non-magnetic media with negligible losses:

vph ≈ c0√
ε′(ω)

. (4.48)

4.2.3 Reflection of Electromagnetic Waves

Up to now, the media were considered to be homogeneous, i.e. the three
material parameters were considered to be constant in space. Let us now deal
with what will happen if a plane wave (Eq. (4.41)) reaches an interface. A
part of the incident energy will be reflected, the other part will be transmitted
and refracted to the lower medium. A coordinate system is chosen as depicted
in Fig. 4.4. The interface between the two media is the x-y-plane and the x-
z-plane defines the incident wave k-vector, ~ki. From Maxwell’s equations one



4.2 Theory of Electromagnetic Wave Propagation 61

can deduce the following boundary conditions: The tangential component of ~E
and ~H and the normal component of ~D and ~B are continuous at the interface
(see e.g. Jackson (1999)). As the fields have to be temporally and spatially
continuous, the phase factors of the incident, reflected, and transmitted wave
have to be equal:

(
~ki · ~r − ωit

) ∣∣∣
z=0

=
(
~kr · ~r − ωrt

) ∣∣∣
z=0

=
(
~kt · ~r − ωtt

) ∣∣∣
z=0

∀ t, ~r. (4.49)

As Eq. (4.49) has to hold true for all times t, the frequencies of the three waves
are identical:

ωi = ωr = ωt . (4.50)

Besides the temporal changes, the spatial changes of the phase factor have to
be equal along the interface. As rz = 0 on the interface and with the incident
wave lying in the x-z-plane (ki

y = 0), the following can be deduced:

0 = kr
y = kt

y (4.51)

ki
x = kr

x = kt
x . (4.52)

Eq. (4.51) means that the incident, reflected, and transmitted waves lie in the
same plane. From Eq. (4.52) and Fig. 4.4 follows:

sin ϕi ki = sin ϕr kr = sin ϕt kt , (4.53)

which is Snell’s law, when expressing k by Eq. (4.42):

sin ϕi

sin ϕt
=

kt

ki
=

√
µb

rε
b
eff

µa
rε

a
eff

(4.54)

ϕr = ϕi . (4.55)

The material parameters usually depend on frequency and are complex values.
Thus, k and ϕ generally are complex.

After having deduced the kinematic law of refraction, we deduce the dynamics,
i.e. the amplitudes of the reflected and transmitted wave. Substituting the ~E
and ~B fields in Maxwell’s equation (4.30) by a plane wave ansatz

~E = ~E0 ei(~k~r−ωt) (4.56)

~B = ~B0 ei(~̃k~r−ω̃t) , (4.57)
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and taking into consideration that the equation has to hold true ∀ (~r, t), the
following can be deduced:

ω = ω̃ (4.58)

~k = ~̃k (4.59)

~k × ~E0 = −ω ~B0 . (4.60)

The electric and magnetic fields oscillate with the same frequency and prop-
agate in the same direction. ~E and ~B are both perpendicular one to another
and perpendicular to ~k. Thus, we are concerned with a transverse electromag-
netic wave (TEM). We define a vector ~n normal to the interface (see Fig. 4.4).
Then, using Eq. (4.60), the continuity of the fields at the interface can be
expressed as:

(
εa

r
~Ei

0 + εa
r
~Er

0 − εb
r
~Et

0

)
· ~n = 0 ( ~Dn cont.)(4.61)

(
~ki × ~Ei

0 + ~kr × ~Er
0 − ~kt × ~Et

0

)
· ~n = 0 ( ~Bn cont.) (4.62)

(
~Ei

0 + ~Er
0 − ~Et

0

)
× ~n = 0 ( ~Et cont.) (4.63)

(
1

µa
~ki × ~Ei

0 +
1

µa
~kr × ~Er

0 −
1

µb
~kt × ~Et

0

)
× ~n = 0 ( ~Ht cont.).(4.64)

When applying the continuity of the fields at the interface, one can consider an
incident wave with ~Ei

0 either parallel or perpendicular to the plane of incidence:
~Ei

0 ‖ and ~Ei
0⊥. Any other polarisation can be expressed by linear combination

of both elementary polarisations. Due to the symmetry of the interface to the
incident plane, the polarisation cannot be changed when the wave is reflected or
transmitted (Fließbach, 2005). Thus, we can treat both elementary directions

separately. First, we regard the case of ~Ei
0⊥, i.e. ~Ei

0⊥~n. From Eq. (4.63)
follows:

Ei
0 + Er

0 − Et
0 = 0 . (4.65)

When applying some vector algebra to Eq. (4.64) and inserting kz = k cos ϕ
one can deduce:

1

µa

(
ki cos ϕi Ei

0 − kr cos ϕr Er
0

)− 1

µb
kt cos ϕt Et

0 = 0 . (4.66)

Substituting Eq. (4.65) and (4.66) and considering that ki = kr = ka and
kt = kb and expressing ϕt by Snell’s law, one can deduce the coefficient of
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reflection ρ and transmission τ 4, the so-called Fresnel formulas for ~Ei
0⊥:

ρ⊥ =
Er

0

Ei
0

=
µb

rk
a cos ϕi − µa

r

√
(kb)2 − (ka)2 sin2 ϕi

µb
rk

a cos ϕi + µa
r

√
(kb)2 − (ka)2 sin2 ϕi

(4.67)

τ⊥ =
Et

0

Ei
0

=
2µb

rk
a cos ϕi

µb
rk

a cos ϕi + µa
r

√
(kb)2 − (ka)2 sin2 ϕi

. (4.68)

In analogy, the equations of continuity can be used to deduce the Fresnel
formulas for ~Ei

0 ‖ (Ward and Hohmann, 1988):

ρ‖ =
Er

0

Ei
0

=
µb

rk
a
√

(kb)2 − (ka)2 sin2 ϕi − µa
r(k

b)2 cos ϕi

µb
rk

a
√

(kb)2 − (ka)2 sin2 ϕi + µa
r(k

b)2 cos ϕi
(4.69)

τ‖ =
Et

0

Ei
0

=
2µb

rk
akb cos ϕi

µa
r(k

b)2 cos ϕi + µb
rk

a
√

(kb)2 − (ka)2 sin2 ϕi
. (4.70)

The k values are defined by the dispersion relation, Eq. (4.42), when the
appropriate parameters of medium a or b are used:

ka,b = ω
√

µ0µ
a,b
r ε0ε

a,b
eff . (4.71)

Thus, the coefficient of reflection and transmission depend on the physical
parameters of the media on both sides of the interface, the frequency, the
angle of incidence, and the polarisation of the incident wave. When assuming
normal incidence (ϕi = 0), which is often the case for GPR applications, the
polarisation is of no significance any more and Eq. (4.67)–(4.70) simplify to:

ρ =
µb

r

√
µa

rε
a
eff − µa

r

√
µb

rε
b
eff

µb
r

√
µa

rε
a
eff + µa

r

√
µb

rε
b
eff

(4.72)

τ =
2µb

r

√
µa

rε
a
eff

µb
r

√
µa

rε
a
eff + µa

r

√
µb

rε
b
eff

. (4.73)

When regarding common soils, µr can usually be set to the value of 1. Then,
only the contrast in εeff determines ρ. When a wave propagating in a medium
with ka is reflected at an interface to a medium with kb > ka (e.g. εb

r
′ > εa

r
′),

the coefficient of reflection gets negative. Thus, the phase shift is π when

4Note, the coefficient of reflection and transmission is defined as ratio of field strength and
not energy as is sometimes the case.
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the wave is reflected at an optically denser material. Generally, the material
parameters are complex values and depend on frequency. This also holds for
the coefficient of reflection and transmission. In case of complex coefficients,
the incident wave will not only be reflected and transmitted but also a phase
shift will occur.

Let us now regard two media with negligible losses and ka > kb. Then, Snell’s
law yields:

sin ϕi =
kb

ka
sin ϕt . (4.74)

As the angle of refraction is limited to ϕt ≤ 90◦, the refracted wave can maxi-
mally propagate parallel to the interface. Therefore, the critical angle of inci-
dence is:

ϕi
c = arcsin

kb

ka
. (4.75)

When the angle of incidence is getting larger than ϕi
c then sin ϕt > 1 which

signifies ϕt is complex (Jackson, 1999). The radicand in Eq. (4.67) and (4.69)
is negative and thus the square root is purely imaginary, which yields:

ρ⊥ = +1, ρ‖ = −1 ∀ ϕi > ϕi
c . (4.76)

Thus, the whole incident wave is reflected at the interface and the component
with an E-field parallel to the plane of incidence suffers a phase change.

4.2.4 Horizontal Resolution – 1st Fresnel Zone

The Huygens’ principle is one of the basic principles of wave propagation.
Every point of a wave front can be regarded as the origin of a new spherical
wave. Thus, when a wave is reflected by a plane interface, every point will
emit such an elementary wave. As a simplification, we consider a zero offset
measurement, i.e. the wave is emitted and recorded at the same point. We
can divide the reflecting interface into different zones in such a way that the
reflected energy from every single zone interferes constructively at the antenna.
This means that every wave reflected inside each individual Fresnel zone has
a maximal travel-path difference (two way) of λ/2. The first Fresnel zone is
a circle followed by concentric circular discs as Fresnel zones of higher order.
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.
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s2 = h + λ/2
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P

Figure 4.5: First four Fresnel zones of a reflecting interface; the transmitting and re-
ceiving antennas are placed at point P.

From Fig. 4.5 follows the radius rn of the n-th Fresnel zone:

h2 + r2
n = s2

n =

(
h + n

λ

4

)2

(4.77)

rn =
1

2

√
2nhλ +

n2λ2

4
, (4.78)

where h is the height of the antenna to the interface and λ is the dominant
wavelength. If h À λ, adjacent Fresnel zones have approximately the same
surface. Thus, they will all provide the same contribution, if spherical diver-
gence due to different wave paths is neglected. As adjacent zones interfere
destructively, the total amplitude at the point of observation P is:

E(P ) =
N∑

n=1

En

= |E1| − |E2|+ |E3| − |E4|+ . . .± |EN | (4.79)

with En =
E0

2sn

, (4.80)

where E0 is the emitted field strength, En the contribution of the n-th Fresnel
zone to the field strength at point P and sn the single travel path of the wave.
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A mathematical series like (4.79) can be written as (Demtröder, 1995):

E(P ) =
1

2
|E1|+

(
1

2
|E1| − |E2|+ 1

2
|E3|

)

+

(
1

2
|E3| − |E4|+ 1

2
|E5|

)
+ . . . +

1

2
|EN | . (4.81)

If h À λ, sn will not change much from the n-th to the (n + 1)-th zone. Then
En can be approximated to:

|En| ≈ 1

2
(|En−1|+ |En+1| ) . (4.82)

When substituting Eq. (4.82) into (4.81), all terms of the series cancel except
for the first and the last term:

E(P ) =
1

2
|E1|+ 1

2
|EN | . (4.83)

As the last term is negligible, only the first fresnel zone contributes to the
amplitude at the point of observation. The maximal horizontal resolution of
GPR is determined by the diameter d = 2 r1 of the first Fresnel zone:

r1 =
1

2

√
2hλ +

λ2

4
. (4.84)

Objects which are separated by less than d cannot be distinguished. When a
wave is reflected at a widespread plane interface, the recorded signal does not
originate from a point but from the area of the first Fresnel zone. Thus, the
physical properties of this zone will determine the reflected amplitude.

In a strict sense, the deductions above only hold true if the distance of the
antenna to the reflecting interface is large compared to the wavelength. This
assumption is violated by most GPR applications, but the deduced relations
are frequently used as approximations. The often used pulse radar systems do
not emit a single frequency but a frequency spectrum of some octaves. As the
radius of the Fresnel zone depends on frequency, one will usually define the
Fresnel zones for the centre frequency of the emitted radar pulse.

4.2.5 Homogeneous and Inhomogeneous Waves – the
Groundwave of GPR

So far, we have considered homogeneous plane waves, i.e. k was real in me-
dia with negligible losses. Inhomogeneous waves have a complex wavenumber
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vector ~k = ~k′ + i~k′′. A plane inhomogeneous wave thus has the form:

~E = ~E0 ei(~k′·~r−ωt)︸ ︷︷ ︸
eiφ

e−
~k′′·~r︸ ︷︷ ︸
A

. (4.85)

The planes with constant phase Φ = c1 and constant amplitude A = c2 are
described by:

k′xx + k′yy + k′zz = c1 (4.86)

k′′xx + k′′yy + k′′zz = c2 . (4.87)

In non-dissipative media, we require the following equation to be satisfied for
all values of k (Brekhovskikh, 1980):

k2
x + k2

y + k2
z = k2 . (4.88)

If k is real, the imaginary part of equation (4.88) has to vanish:

2k′xk
′′
x + 2k′yk

′′
y + 2k′zk

′′
z = 0 , (4.89)

which is identical to:
~k′ · ~k′′ = 0 . (4.90)

A non-trivial solution of Eq. (4.90) is when ~k′⊥~k′′. The planes with constant
phase are perpendicular to the planes with constant amplitude. Inhomogeneous
waves are not damped in the direction of propagation ~k′, but perpendicular to
this direction. When the medium is lossy, a homogeneous wave has already a
complex wave vector k = β+ iα. In case of an inhomogeneous wave, the planes
of equal phase and equal amplitude are not perpendicular one to another any
more (Brekhovskikh, 1980).

We can define a coordinate system in that way that ~k′y and ~k′′y vanish, i.e.
we restrict on a wave propagating in the x-z-plane. Then, the remaining
components can be expressed as:

kx = k sin α (4.91)

kz = k cos α . (4.92)

For complex kx and kz, the angle α will also be complex. Thus, inhomogeneous
waves can be described by complex angles. When discussing Snell’s law, we
defined a critical angle of incidence when a homogeneous plane wave is refracted
from an optically denser to a less dense medium. When this angle is exceeded,
the angle of refraction is getting complex. Thus the homogeneous plane wave
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Figure 4.6: Wave fronts of different wave types at the interface air–soil: air wave (aw),
groundwave (gw), inhomogeneous wave excited by the groundwave (gw’), head wave
(hw), refracted wave (rw). On the left side a homogeneous plane waves reaches the
interface from the air: no wave is refracted at ϕt > ϕc. On the right side, a spherical
wave is emitted by the source placed at the point O just above the ground surface: the
wave is also refracted at ϕt > ϕc forming the groundwave.

is refracted as an inhomogeneous plane wave when the angle of incidence is
larger than the critical angle. Vice versa, an inhomogeneous plane wave can
convert into a homogeneous plane wave during transition from an optically less
dense to a denser medium.

If a homogeneous plane wave is refracted from air (εair
r = 1) into soil, the

angle of refraction ϕt will be smaller than the angle of incidence ϕi which is
limited to 90◦. Thus, these waves can only be refracted to a maximum angle
ϕt

max = ϕc = arcsin(ksoil/kair). A typical value for moist soils is εsoil
r = 9,

yielding a critical angle of ϕc ≈ 20◦. Beyond this angle, no homogeneous plane
waves will be refracted into the soil (Fig. 4.6, left side).

As a first approximation, a GPR antenna emits spherical waves which can
mathematically be described as superposition of homogeneous and inhomoge-
neous plane waves (Brekhovskikh, 1980). As the latter have a complex angle
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of incidence, they can be refracted as homogeneous waves with an angle of
refraction larger than the critical angle, as shown above. Thus, energy is also
refracted in the angular range ϕc < ϕt < 90◦ (Fig. 4.6, right side). The wave
with ϕt = 90◦ will propagate parallel to the interface soil–air and is called the
groundwave of GPR. This homogeneous wave declines with the square of the
distance to the source. The groundwave excites an inhomogeneous wave in air,
declining exponentially with rising distance to the interface (King et al., 1992).
It is this wave (gw’), and not the groundwave (gw) itself, which is recorded
by the receiving antenna placed at the interface air–soil. The groundwave (gw
and gw’) is of opposite phase to the air wave (Du, 1996). It is also of opposite
phase to reflected waves if the k-values increase with depth which holds true
for most GPR applications, as soil moisture usually will rise with depth.

The considerations above describe the principles of development of the ground-
wave and illustrate why energy can be refracted into the angular range beyond
the critical angle. The dynamics, i.e. the amplitudes of the groundwave is of
rather complicated nature as it is a function of the dielectric properties of the
soil, the layout of the antenna and the measuring setup. As only traveltimes of
the groundwave will be analysed, the exact mathematical solution describing
the field strength will not be deduced. An analytical solution for a horizontal
electric dipole at a plane boundary can be found in King et al. (1992).

4.3 Determining Permittivity by the Coefficient of
Reflection

4.3.1 Coefficient of Reflection at the Interface Air – Soil

We have already deduced the coefficient of reflection when a plane wave is
reflected at an interface. Regarding the interface air–soil and with the well-
known parameters of air, εair

r = 1, µair
r = 1 and σair = 0 S/m, Eq. (4.72)

simplifies to:

ρ =
µsoil

r −
√

µsoil
r εsoil

eff

µsoil
r +

√
µsoil

r εsoil
eff

. (4.93)

For most applications (Chanzy et al., 1996; Grote et al., 2005; Huisman et al.,
2003a; Serbin and Or, 2003), only the relative permittivity of soil is considered
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and the permeability as well as the conductivity of soil is neglected:

ρ =
1−

√
εsoil

r

1 +
√

εsoil
r

. (4.94)

In Fig. 4.7 the coefficient of reflection is plotted versus the magnetic perme-
ability, the dielectric permittivity and the electric conductivity of soil using Eq.
(4.93) at a frequency of 800 MHz which corresponds to the centre frequency
of the used antenna. The depicted range of the parameters corresponds to the
maximal range of natural soils. The relative permeability is between 1 and 1.1
which corresponds to completely non-magnetic and highly magnetic soils (own
measurements on tropical soils5) where the relative permittivity rises from 2.5
to 30 according to dry and water saturated soils. The maximum conductivity
is 0.2 S/m which represents a quite conductive soil where GPR will begin to
work not properly any more. When conductivity is unequal zero, the coeffi-
cient of reflection is getting complex. Not only a part of the energy will be
reflected, but also a phase shift will occur and the wavelet will be deformed.

Figure 4.7 demonstrates that only the permittivity of soil will significantly
determine the coefficient of reflection. The effect of permeability and conduc-
tivity can be neglected when common soils are considered. When regarding
an ordinary moist soil (εsoil

r = 9) for example, a large increase in conductiv-
ity from σ = 0.001 S/m to σ = 0.1 S/m will only lead to a relatively small
overestimation of the deduced permittivity compared to the true permittivity
(εdeduced

r = 9.45).

The effect of the Debye relaxation of water (Eq. (4.4)) on the imaginary part of
the effective permittivity is not taken into consideration in the determination
of the coefficient of reflection as it is negligible. When regarding the interface
air–water at a temperature of 20 ℃, the effect of Debye relaxation on ρ at
800 MHz is only 0.02% for the absolute value and 0.04% for the phase. These
are the maximal effects which may be encountered. As we see, approximation
(4.94) is justified and results in:

εsoil
r =

(
1− ρ

1 + ρ

)2

. (4.95)

5The magnetic permeability of iron and aluminium rich tropical soils (ferralsols (FAO,
2006)) was measured at frequencies from 50 Hz to 1 kHz. Due to the lack of measurements
of the magnetic susceptibility of natural soils at radar frequencies (Olhoeft, 1998), the
measurements at relatively low frequencies are taken as maximum values as susceptibility
generally decreases with increasing frequency.
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Figure 4.7: Coefficient of reflection ρ at the interface air–soil at 800 MHz depending
on the soil properties: relative permeability, relative permittivity, and conductivity. The
absolute value (left side) and the phase (right side) is plotted. Note, that ρ is real when
σ = 0 S/m and is getting complex when the conductivity is not negligible.
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Since we do not know the amplitude of the emitted wave, we can not calculate
the coefficient of reflection directly by using the absolute amplitude of the
reflection. We will have to calibrate the system by recording the reflected
amplitude of a metal plate which has to be at least as large as the first Fresnel
zone and is placed at the same distance as the interface air–soil. As we know
the coefficient of reflection of a metal plate to be equal to ρmetal = −1, the
coefficient of reflection at the interface air–soil is:

ρsoil = − Esoil
0

Emetal
0

, (4.96)

where Esoil
0 is the amplitude of the reflection from the soil surface and Emetal

0

the amplitude of the reflection from the metal surface.

The coefficient of reflection is determined by the contrast in permittivity at
the interface air–soil. When using high frequencies, the measuring depth is
restricted to the first few centimetres of the soil (Serbin and Or, 2003; Ulaby
et al., 1996).

The Fresnel formulas and therefore Eq. (4.95) only hold true for smooth in-
terfaces. An increase in surface roughness will decrease the magnitude of the
reflected signal as energy will be scattered away from the antenna. In radar
remote sensing, when assuming normal incident waves, surfaces with roughness
of the order of λair/10 are considered smooth (Makinde et al., 2005). Other
authors (Chanzy et al., 1996) use the Rayleigh criterion and define a surface
as smooth when the average variation of the height h < λair/8. When us-
ing a 1 GHz horn antenna (0.8 GHz centre frequency) and assuming normal
incidence, the interface air–soil can be regarded as smooth when the RMS
deviation σh of micro topography is smaller than:

σh =

√√√√ 1

N

N∑
i=1

(
hi − h̄

)2 !
<

λair

10
=

c0

10 ν
≈ 0.04 m , (4.97)

where hi is the height of the surface above a reference and h̄ its mean. For the
locations where the measurements were carried out, this constraint is main-
tained, i.e. σh inside an area corresponding to the first fresnel zone is smaller
than 0.04 m.

Another factor potentially affecting the amplitude of the reflected wave is veg-
etation (Serbin and Or, 2003). The height of the vegetation and its density
will influence the amplitude. Also the direction of the culms in regard to the
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Figure 4.8: Picture of experimental setup to determine the coefficient of reflection: A
1 GHz GSSI horn antenna is mounted on a sledge 0.53 m above the ground.

~E-field and the moistening, e.g. by dew or rain, influences the effects. The
higher the frequency, the higher the horizontal resolution, but the more surface
roughness or vegetation affects the results.

4.3.2 Experimental Setup

As we already have shown, we can deduce the permittivity of the soil surface
by determining the coefficient of reflection at the interface air–soil. An air
launched 1 GHz GSSI horn antenna is used which is mounted on a sledge to be
operated at a constant distance to the soil (Fig. 4.8). The minimal distance
antenna–soil is determined to the distance at which the reflected wave and the
direct wave do not interfere any more.

Figure 4.9 shows three exemplarily radar traces using the described setup on
a metal plate, on soil without vegetation and on soil with vegetation (approxi-
mately 0.2 m long grass). The amplitudes are normalised so that the maximal
amplitude of the metal reflection is 1. The primary wavelet starting at 1 ns is
a superposition of different waves emitted by the transmitter and reaching the
receiver inside the antenna housing and therefore is not representative for the
emitted wavelet. The reflected wave appears at 6 ns. The first strong deflec-
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Figure 4.9: Radar trace of a 1 GHz horn antenna showing a wave reflected at a metal
plate, a soil surface without vegetation and a soil surface with vegetation. The amplitude
is normalised to the maximum amplitude of the metal reflection.

tion to the right at approximately 6.5 ns is used for calculating the coefficient
of reflection. This phase is preferred to later phases or to the envelope because
it can easily be identified and picked. Furthermore, the first maximum is the
phase which is less disturbed by reflections of the sledge or interfaces within
the soil.

The horizontal resolution is commonly estimated by the first Fresnel zone be-
cause only this area contributes to the energy recorded at the antenna. With
the dominant frequency of the horn antenna of 0.8 GHz and the height of
the antenna above ground of 0.53 m, the diameter of the first Fresnel zone is
approximately 0.65 m (Eq. (4.84)). In the strict sense, the Fresnel zone is
only defined for mono-frequency signals, but not for broad band impulse-radar
signals. Furthermore, the Fresnel zone is a rather rough estimation of the hor-
izontal resolution as a horn antenna has a focusing characteristic yielding a
higher resolution.
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Figure 4.10: Experimental determination of the footprint of the horn antenna. The size
of a metal foil which is serving as a reflector is varied in the direction perpendicular to the
E-field and parallel to the E-field of the emitted waves. The amplitudes are normalised to
the reflection of a large metal plate. The -3 dB (70%) criterion is plotted to determine
the footprint.

Therefore, the footprint6 of the used horn antenna was determined by an ex-
periment. The antenna was mounted at the same hight above a plastic plate
as it will be operated above soil during the field measurements. The plastic
plate itself caused no significant reflection. On this plate, an aluminium foil
was placed causing a part of the energy to be reflected. The size of the foil
was varied stepwise and a radar trace was recorded in each case. In Fig. 4.10
the amplitude of the reflected wave was plotted versus the size of the metal
reflector. The size was varied in the direction perpendicular to the E-field of
the emitted waves (i.e. the common profile direction of the antenna, see Fig.
4.8) while it was hold constant and was larger than the first Fresnel zone in
the other direction (i.e. perpendicular to the normal profile direction). Then,
the same experiment was carried out in the other direction, i.e. the size of the
metal reflector was varied parallel to the E-field. The amplitudes normalised
to the reflection of a large metal plate are plotted in Fig. 4.10. The ampli-
tude of the reflected wave rises from nearly 0 when there is no metal foil to
approximately 1 when the foil is getting larger. According to the -3 dB cri-
terion which is commonly used in antenna theory to determine the main coils

6The footprint is the area which is illuminated by an antenna and defines the lateral
resolution (Wessel, 2006).
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of radiation and the footprint of an antenna (Rothammel and Krischke, 2001;
Wessel, 2006), the footprint is determined to the size of the metal reflector
yielding to -3 dB of the maximal amplitude. In other words the footprint is
the area which causes 70% of the recorded amplitude. From Fig. 4.10 one can
read that the footprint in profile direction is approximately 0.3 m and 0.25 m
in the perpendicular direction. This area is more than five times smaller than
the area of the first Fresnel zone. Thus, for the used horn antenna and setup,
spatial resolution is actually much higher than specified by the Fresnel zone.

Figure 4.11 shows the results of a profile measurement on a green land (location
2, Appendix B). The top of the soil was quite dry during the experiments. The
measurement with the horn antenna using a space increment of 0.05 m along
a 10 m profile was carried out before and after the grass had been cut to the
ground. The measurement with vegetation yields smaller amplitudes of the
reflected waves (see Fig. 4.9) and therefore lower coefficients of reflection and
consequently lower deduced permittivities. This is caused by the fact that
grass reflects and scatters a part of the energy and the impedance contrast
between air and soil is not that sharp with grass than without. Despite the
shift between both curves, they show similar features.

To check the results, the permittivity was determined every 0.1 m using a TDR
probe. The individual readings are displayed as well as a running average over
0.3 m in order to emulate the integrating character of the GPR method. TDR
yields higher permittivities than deduced by the coefficient of reflection. This
is probably caused by different measuring depth of both techniques. When
the coefficient of reflection is determined by only the first few centimetres of
the ground (Serbin and Or, 2003), the TDR probe provides an integral value
over the length of the rods (see Fig. 4.3) which is 0.11 m for the used probe.
As usually porosity is higher and water content is lower at the surface than
in deeper regions this will result in a rise of permittivity from the surface to
deeper regions. Furthermore, both methods provide different horizontal reso-
lution. The permittivity derived by GPR represents an area of approximately
0.3 m × 0.25 m, whereas TDR yields a more punctual measurement. The vol-
ume of influence of the used TDR probe (IMKO TRIME P2) is restricted to
slightly more than the volume in between the two rods, i.e. the volume cor-
responds to a cylinder with 0.03 m diameter and 0.11 m length (Stacheder,
1996). Measuring accuracy of water content of the TDR system is specified
to 1–2vol% what corresponds to an accuracy of approximately 0.5–1 in rela-
tive permittivity εr. The TDR data can only be averaged along the profile
direction and not perpendicular to this as due to the measuring expenditure
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Figure 4.11: Permittivity distribution along a 10 m profile on a green land determined
by the coefficient of reflection. The measurement has been carried out before and
after cutting the gras. The permittivity determined with a TDR probe is displayed for
comparison.

of TDR only a measurement along the profile, but no areal measurement was
carried out. Recapitulating, as TDR and GPR provide different horizontal and
vertical measuring areas, they will not coincide exactly but they show the same
characteristics as can be seen in Fig. 4.11.

Estimation of accuracy
The accuracy of the deduced permittivities is determined by the inaccuracy of
the radar equipment, e.g. a temporal drift of the amplitudes, and by devia-
tions of the assumed model to reality, e.g. by effects of vegetation or surface
topography.

Generally, a GPR device shows a drift when it is operated for a longer length
of time. In order to determine the drift of the used device (GSSI SIR 20), the
setup which is described above (Fig. 4.8) is used to determine the coefficient
of reflection of a metal plate during 3 hours. The central unit was turned on
for 10 minutes before starting the measurement as this corresponds approx-
imately to the time one will need to adjust the settings before carrying out
a field measurement. The normalised amplitude of the first strong onset of
the reflected wavelet is depicted in Fig. 4.12 as well as the traveltime of the
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Figure 4.12: Amplitude and time drift of the GPR system (GSSI SIR 20 and 1 GHz horn
antenna). The first onset of the reflected wave is picked to determine the amplitude and
the first zero-crossing is picked for the traveltime.

first zero-crossing. The temporal drift of traveltime and amplitude seem to
correlate. It is higher during the first hour and is marginal for longer times.
The drift of the normalised amplitude during 3 h is approximately 0.015. The
resulting error in permittivity is deduced from Eq. (4.95) to:

∆εr =

∣∣∣∣
∂εr

∂ρ

∣∣∣∣ ∆ρ =

∣∣∣∣4
1− ρ

(1 + ρ)3

∣∣∣∣ ∆ρ . (4.98)

When assuming a moist soil with a permittivity of εsoil
r = 9, the coefficient of

reflection is ρ = −0.5. Then, the amplitude drift of the GPR device results in
an error of ∆εr = 0.72.

A source of error hard to quantify is surface roughness and vegetation. The
influence of vegetation is illustrated in Fig. 4.11 and will be discussed in the
next section. Vegetation reduces the apparent relative permittivity of the soil
as well as its variability. It should be removed or at least trimmed if accu-
rate permittivity values have to be determined. Otherwise, only variations
and trends of the spacial distribution can be deduced. Surface roughness re-
duces the coefficient of reflection because a part of the energy is scattered and
does not reach the receiving antenna. Thus, the relative permittivity appears
to be lower than it actually is. This has to be taken into consideration in
case surface roughness cannot be neglected. But at the investigated locations,
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Figure 4.13: Measuring grid (left) and deduced permittivities from the coefficient of
reflection of the profiles in y-direction without vegetation (right).

micro-topography was below the critical value of Eq. (4.97).

4.3.3 Spatial Field Measurements and Statistical Analysis

Location 2
The field measurements were carried out on location 2 (see Appendix B). The
coefficient of reflection was determined on a 10 m × 10 m area along a reg-
ular grid (Fig. 4.13) before and after removing the vegetation. In Fig. 4.14,
the experimental probability density function of the in situ permittivity distri-
bution is depicted as well as a graph of a normal distribution with the same
mean and standard deviation as the experimental data for comparison. Both
distributions match the normal distributions quite well, so the permittivity
can be regarded as normal distributed. The mean and the standard devi-
ation is smaller with vegetation than without (εr = 3.6 ± 0.8 compared to
εr = 4.6± 0.9) which is an effect of the reduced absolute values and variation
of the permittivity by the vegetation as demonstrated in Fig. 4.11.

On the right of Fig. 4.13 the permittivity along the profiles in y-direction is
displayed. One can recognise a parallel structure in the permittivity distribu-
tion inclined by approximately 15° to the x-axis. Due to this structure, the
variogram was calculated in different directions. The variograms in the two
directions in which the radar measurements were carried out are displayed in
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Figure 4.14: Experimental probability density function of permittivity distribution in
situ (blue solid) and normal distribution with same mean and standard deviation as in
situ for comparison (red dashed). Soil with vegetation (left) and soil without vegetation
(right). The mean and the RMS deviation are: with vegetation εr = 3.6± 0.8; without
vegetation εr = 4.6± 0.9.

Fig. 4.15. The variograms show lower sill values for the measurements with
vegetation than without due to the reduced variance by the vegetation (see
Fig. 4.11). The correlation length are comparable with and without vegeta-
tion.

The variograms in x-direction differ significantly from the variograms in y-
direction. An exponential model is fitted to the experimental data yielding
different ranges in x- and y-direction. The adapted exponential models have
similar sills in the two directions, but different ranges: ax = 1.7 m and ay =
0.5 m with vegetation and ax = 1.8 m and ay = 0.45 m without vegetation.
Thus, we are concerned with a geometrical anisotropy of the permittivity dis-
tribution. As the used measuring grid does not provide a very good azimuthal
resolution, the major direction of anisotropy is set to the direction of the par-
allel structure to α ≈ 15◦. The anisotropy factor is determined by analysis of
the variograms to λ = amax/amin ≈ 5. This factor only represents the mean
characteristics of the permittivity pattern at the location but not the maxi-
mum length of individual structures. Some of them expand on larger areas in
direction of α ≈ 15◦ than indicated by variogram analysis.

The deduced parameters are used for kriging the data and the results are
displayed in Fig. 4.16. One can clearly recognise the parallel structure in the
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Figure 4.15: Variograms of permittivity distribution determined by the coefficient of
reflection at location 2 before removing the vegetation (top) and after removing the
vegetation (bottom). The directional variogram is calculated in x and y direction and
an exponential model is fitted to the curves. The range of the fitted model is: with
vegetation ax = 1.7 m, ay = 0.5 m; without vegetation ax = 1.8 m, ay = 0.45 m.
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Figure 4.16: 2D distribution of the permittivity deduced from the coefficient of reflection
at location 2 after removing the vegetation. The data are gridded with 10 cm increment
by kriging using an anisotropic variogram model (Fig. 4.15).

permittivity distribution which can already be seen in Fig. 4.13.

The direction of the structure corresponds to the former direction of cultivation
and ploughing as the area was used as an acre up to two years ago. Then,
herbage has been sown in the same direction and the area has been used as an
extensively landscaped greenland for 2 years. The periodical structure might
be a relict of ploughing i.e. due to compaction of the soil or might be related to
the grass routs and the augmented evapotranspiration. In any case, it is evoked
by the cultivation of the area. At y = 4 m and 6 m one can notice two parallel
traces of high permittivity which deviate from the 15° direction of the other
structures. The parallel lines are probably the trace of an agricultural vehicle
which compacted the topsoil layer and consequently raised the permittivity.

Location 3
The permittivity distribution has also been determined on location 3 (see Ap-
pendix B) after removing the vegetation. Figure 4.17 shows the experimental
probability density function of the deduced permittivities. A graph of a normal
distribution is plotted for comparison. One can recognise that the permittivity
has a positive skewness but fits the normal distribution quite well when the log-
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Figure 4.17: Statistical analysis of the permittivity distribution determined by the coef-
ficient of reflection at location 3. Experimental probability density function (blue solid)
and normal distribution (red dashed) with the same mean and standard deviation as in
situ for comparison. Left side, relative permittivity: εr = 5.0±1.0. Right side, logarithm
of permittivity: lg(εr) = 0.69± 0.08.

arithm of permittivity is analysed. Thus, we are concerned with a log-normal
distribution of the permittivity at location 3 with lg(εr) = 0.69± 0.08.

The directional variograms in x- and y-direction do not differ so that the
omnidirectional variogram is depicted in Fig. 4.18. As due to the horizontal
resolution of the method the first point of the semivariance γ is at h = 0.3 m,
the rise of the variogram is only determined by one data point. Aware of the
fact that other models could also explain the data, an exponential variogram
model (a = 0.45 m) is fitted because it shows to be the simplest model which
easily describes the data. The exponential model could be superposed by a
linear function to describe the rise of the semivariance beyond the range. As
the slope is small and will not influence the small-scale parameter distribution
which is of interest in this work, the linear rise is neglected. However, it should
be taken into consideration if the permittivity distribution is regarded on larger
scales.

The data are gridded by a kriging algorithm using the exponential variogram
model function and are depicted in Fig. 4.19. The spatial pattern of the
permittivity shows no directionality and no correlation over larger distances.
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Figure 4.18: Statistical analysis of the permittivity distribution determined by the coeffi-
cient of reflection at location 3. Omnidirectional experimental variogram and exponential
model with range a = 0.5 m.

On this site, the horizontal resolution of the reflection coefficient technique is
at its limit.

4.4 Determining Permittivity by Using the
Groundwave

4.4.1 Velocity of Radar Waves in Soil

In the last section, the permittivity was determined with the coefficient of re-
flection. In the following, a technique will be developed using the correlation
between the permittivity of a medium and the propagation velocity of elec-
tromagnetic waves. Just as the coefficient of reflection, wave velocity depends
on the three electromagnetic parameters. In Fig 4.20 the velocity is plotted
versus the magnetic permeability, the dielectric permittivity and the electric
conductivity using Eq. (4.46) and according to the ranges of common soils.
The same ranges are used as for the coefficient of reflection. As for frequen-
cies ν < 1.5 GHz the relative permittivity εr shows only a weak dependence
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Figure 4.19: 2D distribution of the permittivity derived by the coefficient of reflection
at location 3. The data are gridded with 0.1 m increment by kriging using the isotropic
variogram model of Fig. 4.18.

on frequency (Dam et al. (2005) and Fig. 4.2), it is regarded as constant.
Therefore, the frequency dependence of εeff is only determined by the electric
conductivity (Eq. (4.40)).

Figure 4.20 demonstrates that the permittivity is the parameter which deter-
mines the velocity of electromagnetic waves and that the effect of permeability
and conductivity can be neglected when regarding common soils (see section
4.3) in which radar waves propagate.

In analogy to section 4.3, the effect of Debye relaxation on the imaginary part
of εeff is not considered in Fig. 4.20. When regarding 100% water at 20 ℃
which represents a worst case scenario, the effect of the imaginary part of εeff

on the velocity v due to relaxation processes of the water molecule is only
0.02% and therefore negligible.
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Figure 4.20: Phase velocity v at 400 MHz depending on the soil properties: relative
permeability, relative permittivity and conductivity.

4.4.2 Groundwave Measurements – State of the Art

The groundwave of GPR is a plane wave traveling in the soil parallel to the
interface soil–air. It’s appearance by over-critical refraction of spherical waves
has been discussed in section 4.2.5. Due to constraints of continuity, an inho-
mogeneous wave is excited in the air by the groundwave (see Fig. 4.6). As
radar antennas usually are operated above the soil surface, it is not the ground-
wave gw itself which is registered with the receiver antenna, but the guided
inhomogeneous wave in air gw’. Both waves, gw and gw’, propagate with the
same lateral velocity and have opposite phase compared to the air wave and
waves reflected at optically denser media.

The groundwave of GPR has been used to determine the permittivity for de-
ducing soil moisture for about 10 years. It is the only wave traveling through
the ground with a propagation path that is a priori known. It has proven to
be a fast technique which can be used to map large areas and to yield rea-
sonable results when compared to other methods like TDR or gravimetric soil
moisture determination (Du, 1996; Galagedara et al., 2005; Grote et al., 2003;
Hubbard et al., 2002; Huisman et al., 2001, 2002, 2003a,b; Overmeeren et al.,
1997; Sperl, 1999; Wollny, 1999).

There are two principle modes a groundwave measurement can be carried out.
The first one is to perform a moveout (MO)7 or a common mid point (CMP)

7A moveout (MO) measurement is also known as wide angle reflection and refraction
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measurement by separating both antennas (Overmeeren et al., 1997; Huisman
et al., 2001). When plotting the travel time versus the distance of the transmit-
ter and receiver antenna, the air wave and the groundwave appear as a straight
line and their slopes correspond to the reciprocal value of the wave velocity
in air 1/c0 and soil 1/vsoil, respectively (Fig. 4.21 left part, x < xopt). This
holds true for soils which can be regarded as homogeneous. In this case, the
permittivity of the soil can be determined at the location where the CMP or
MO measurement was carried out by fitting a straight line to the groundwave.

The prolongation of the air and groundwave (dashed lines in Fig. 4.21) intersect
at the origin and this point is used to define time-zero in practice.

The second method is to carry out a constant offset (CO) measurement by
moving the fixed transmitter–receiver layout along a profile and measure lateral
changes in the velocity of the groundwave (Grote et al., 2003) (Fig. 4.21 right
part, x > xopt). In this mode, the permittivity distribution along a profile can
be deduced rapidly. However, it can be a challenge to identify the groundwave
in solely a CO measurement especially in laterally and vertically heterogeneous
soils where numerous phases will interfere.

A combination of both methods was proposed by Du (1996) and showed to be
the most appropriate to this date. First, a moveout measurement is carried out
by separating the transmitter and receiver antenna. The optimal transmitter-
receiver offset xopt is determined to the distance where the air and groundwave
are separated and do not influence one another or interfere with reflected or
critically refracted waves8. Then, the setup is fixed and the profile is mapped
with a CO setup as illustrated in Fig. 4.21. This procedure ensures the correct
identification of the different phases in the radargram.

The approach introduced above has some basic disadvantages:

• Measurements in two modes (MO and CO) have to be carried out which
require a modification of the layout and thus are time consuming.

• Processing and interpretation of the mixed MO and CO data is time
consuming, too. This is especially the case when 2D permittivity distri-
butions are to be determined which requires a large amount of parallel
profiles.

• If soil is heterogeneous, the groundwave will not appear as a linear phase

(WARR) measurement.
8Critically refracted waves are reflected waves which reach the soil–air interface under the

critical angle and therefore are refracted in the air parallel to the interface.
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Figure 4.21: Schematic traveltime diagram of a groundwave measurement consisting of
a moveout measurement from x1 to xopt followed by a constant offset measurement at
x > xopt (aw: air wave, gw: groundwave).

in the MO measurement. It will be curved or undulating (see chapter 5)
and identifying the groundwave and determining its velocity by adapting
a straight line may not be possible.

• In the CO mode one will have to operate the antennas at a minimal
offset at which the air and groundwave are separated. This distance
determines the lateral resolution of the measurement which is in between
about half and a few metres depending on the used antennas and the
permittivity of the soil. Thus, the optimal separation can vary across
a field making it difficult to choose an appropriate antenna separation
(Huisman et al., 2003a). The smaller the antenna offset the higher the
spatial resolution but the more difficulties will arise to pick the right
phase due to interfering air and groundwaves (Galagedara et al., 2005;
Grote et al., 2003; Hubbard et al., 2002; Sperl, 1999).

To overcome the relatively poor lateral resolution which is determined by the
transmitter–receiver offset, Müller et al. (2003) and Schmalholz (2007) pro-
posed to use a smaller space increment than antenna offset and to carry out
overlapping measurements along a profile. The velocity distribution along the
profile is determined by an inversion of the picked traveltimes resulting in a
better lateral resolution than with a conventional interpretation. With this
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technique, a resolution of less than 0.2 m can be achieved when using 1 GHz
antennas (Schmalholz, 2007). But the other points still limit the measuring
progress and the accuracy especially in heterogeneous soils. At last, carrying
out an inversion is time consuming and the result will at some point depend
on the chosen inversion parameters.

Some authors point out the integrating character being an advantage of ground-
wave measurements with conventional technique over the more point-like TDR
measurements. However, it is always better to achieve a high resolution and
eventually interpolate the data afterwards instead of determining an averaged
distribution. One will get additional information on the variance of the param-
eter in situ. Therefore, the groundwave technique should be optimised towards
high lateral resolution.

4.4.3 Experimental Setup Using 2 Receivers

In the following, a new measurement and interpretation technique will be in-
troduced compensating the disadvantages of the standard technique that are
listed above. The essential difference compared to the standard technique is to
use two receiver antennas and to determine only traveltime differences between
them. Consequently, the lateral resolution is not determined by the distance of
the transmitter to the receiver any more but by the distance of both receiver
antennas. They can be placed closely one to another yielding a short mea-
suring distance and therefore a high lateral resolution whereas the transmitter
can be placed at an optimal distance avoiding superposition of different wave
types.

As only traveltime differences are sampled one will not need to determine the
air wave for time-zero calibration of the system. Thus, shielded antennas can
be used and the first wave detected at the receivers is the groundwave as the
air wave and critically refracted waves will not be recorded. The only calibra-
tion which is needed is the synchronisation of the two receiving channels at the
beginning of the measurement. This calibration is needed e.g. to counterbal-
ance for different cable length to the antennas. The absolute time difference
between the channels can for instance be determined by a simple transmission
measurement through air. The transmitting antenna is placed vis-à-vis to the
two receivers so that the direct wave reaches the two receivers at the same time.
Alternatively, a single moveout measurement can be performed separating the
transmitter from both receivers and time-zero can be determined in analogy
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Figure 4.22: Setup used for the measurement of the groundwave. A shielded bistatic
500 MHz GSSI antenna is used as transmitter and 2 shielded bistatic 400 MHz GSSI
antennas are the receivers. The position of the antennas in the housing is indicated
whereas the actually used antennas are in boldface: T = transmitter, R1 = 1st receiver,
R2 = 2nd receiver.

to the standard groundwave technique.

Figure 4.22 shows a picture of the used setup. A 500 MHz GSSI antenna is
used as transmitter and two 400 MHz antennas function as the receivers. The
slightly different nominal frequency will, if at all, affect both channels in the
same way because the two receiving antennas are identical. As impulse radar
systems use broadband antennas, the small mismatch in the nominal frequen-
cies is not relevant and enough energy is recorded. The separation between
both receiving antennas is 0.14 m and the distance between the transmitter
and the first receiver is 0.35 m.

The horizontal resolution is determined by the distance between the two re-
ceivers. In order to test this hypothesis, a finite difference calculation was
carried out. Anomalies of different sizes and permittivities were placed in a
homogeneous medium and a measurement was simulated using a setup resem-
bling the one described above. The centre frequency of the point source was
400 MHz and the dipoles were placed 0.01 m above the ground surface. As
no shielded antennas can be simulated with the used software (Sandmeier,
2006), the air wave will interfere with the groundwave when using the same
transmitter–receiver distance as in field (0.35 m) where shielded antennas are
used. Therefore, the distance from the transmitter to the first receiver is en-
larged to 0.7 m, whereas the two receivers have the same separation as in field
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(0.14 m). The permittivity of the soil is εsoil
r = 3 corresponding to dry soil and

the permittivity of the anomaly is set to εanom
r = 9 which corresponds to moist

soil with a volumetric water content of ΘV ≈ 17vol% when using equation Eq.
(4.12), (Topp et al., 1980).

Figure 4.23 shows the results of the FD calculation for a 0.1 m large anomaly.
The upper radargram is from the 1st receiver (0.7 m offset) where the lower
represents the 2nd receiver (0.84 m offset). The x-axis represents the location
of the receiving antenna. The first wave arriving at approximately 3 ns is the
air wave which will not be registered in field when using shielded antennas
and the second wave is the groundwave. This wave shows undulations when
the anomalous zone with higher permittivities is between the transmitter and
the particular receiver. The first zero crossing of the groundwave is picked to
determine the traveltime differences between both radargrams and is by way
of example marked in red in the upper radargram. The inclined phases at both
sides of the anomaly are reflected waves at the sharp lateral interface of the
anomaly.

In accordance with Eq. (4.48), the traveltime differences are transformed in
permittivity values resulting in

εr =

(
c0 (t2 − t1)

R1R2

)2

(4.99)

when using the setup with two receiving antennas and

εr =

(
co t1

TR1

)2

(4.100)

when using the classical setup. TR1 is the distance between the transmitter
and the first receiver, R1R2 the distance between the two receiving antennas
and t1, t2 the traveltime to the first and second receiver, respectively.

The derived permittivities using the conventional setup and the improved setup
are plotted in Fig. 4.24 as well as the model of the anomaly. The x-axis repre-
sents the midpoint between the transmitter and receiver for the conventional
setup and the midpoint of the two receivers for the improved layout.

Due to the large offset TR1 of 0.7 m which would be a minimal offset for
field applications, the anomaly is blurred when using the classical technique.
In contrast, there is a good accordance with the model when using the new
technique. Especially the size of the anomaly can be well resolved whereas



92 4 Dielectric Permittivity ε

x [m]

-1.5 -1.0 -0.5 0.0 0.5 1.0

t 
[n

s]

0

2

4

6

8

10

12

x [m]

-1.5 -1.0 -0.5 0.0 0.5 1.0

t 
[n

s]

0

2

4

6

8

10

12

-1

-0.75

-0.5

-0.25

0

0.25

0.5

0.75

1

norm. amplitude

R1R2

R1R2

T

T

---

---

Figure 4.23: FD simulation of CO groundwave measurement on a homogeneous ground
with a 0.1 m large anomaly at x = 0 m (white box). The active antennas are depicted
in boldface (compare 4.22). The distance TR1 is 0.7 m (upper radargram) and TR2 is
0.84 m (lower radargram). The x-coordinate corresponds to the position of the trans-
mitter. The first zero crossing of the groundwave is picked (red line) to determine the
velocity.
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Figure 4.24: Results of FD groundwave analysis. The model is plotted in red and the
permittivity distribution deduced from the simulated GPR measurement with 2 receiving
antennas is in blue. The results of a classical groundwave interpretation (T–R = 0.7 m)
is plotted in black for comparison.

the permittivity value is not completely reached. The undulation and under-
estimation on the right side of the anomalous zone is caused by the reflections at
the sharp lateral interfaces of the anomaly which interfere with the groundwave
(Fig. 4.23).

To quantify the deviation of the deduced permittivity values compared to the
input model, the root mean square deviation of the data di and the model Mi

is normalised to the mean of the model. This coefficient of deviation CD is in
analogy to the coefficient of variation which relates the standard deviation to
the mean:

CD =

√
1
N

∑
i (di −Mi)

2

1
N

∑
i Mi

. (4.101)

When comparing the anomalous zone, the RMS deviation is reduced from
CD = 0.50 to CD = 0.21 when using the two receiver technique instead of the
classical. The coefficient of deviation depends on the width of the zone for
which the deduced permittivity values are compared to the model and this
width is set to -0.5 m ≤ x ≤ 0.5 m for this and the following comparisons.
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Figure 4.25: Results of FD groundwave analysis. The model is plotted in red and the
permittivity distribution deduced from the simulated GPR measurement with 2 receiving
antennas is in blue. The results of a classical groundwave interpretation (T–R = 0.7 m)
is plotted in black for comparison.

The horizontal resolution corresponds to the distance between two anomalies
at which they just can be distinguished. A model with 2 anomalies of 0.1 m
separated by 0.1 m was used for a FD calculation. Fig. 4.25 shows the deduced
permittivities using the two groundwave analysis methods. One can clearly
distinguish the two anomalies when using two receiving antennas whereas there
appears only one anomaly when the classical technique is used. Therefore, a
horizontal resolution of at least 0.1 m can be deduced when the new technique
is used. When comparing the new technique and the standard technique in the
vicinity of the anomaly (−0.5 m < x < 0.5 m), the standardised rout mean
square deviation is reduced from CD = 0.52 to CD = 0.25.

The new layout has been experimentally tested in a sandbox. The sand was
totally dry εsand

r = 3 and an anomaly consisting of wetted sand (ΘV ≈ 10vol%
and εanom

r = 5.8) which was packed in a plastic foil was buried flush with the
top sandbox surface. The same measuring layout was used as in Fig. 4.22,
i.e. T–R1 = 0.35 m and R1–R2 = 0.14 m and the results of the analysis is
depicted in Fig. 4.26. The determined permittivities and the underground
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Figure 4.26: Groundwave analysis of sandbox experiment using the 2-receiver setup. A
0.15 m large anomaly of wet sand (εr = 5.8) is buried in dry sand (εr = 3). The result
of the groundwave analysis is depicted as well as the underground model (εr-values of
dry and wet sand according to TDR measurements).

model, i.e. the permittivities determined with the TDR, fit quite well. Besides
the anomaly there is a small under-estimation of the permittivity of the dry
sand probably caused by reflections at the sharp lateral interface of the wet
sand body. This under-estimation occurs on the side of the measuring layout
to which the transmitting antenna is placed. For the sandbox experiment, the
T was placed towards negative x-values and for the FD calculation towards
positive x-values. Thus, the effect occurs on different sides of the anomaly.

Recapitulating, when using the new technique and the setup described in
Fig. 4.22, anomalies in the range of 1 decimetre can yet be resolved. The
absolute values may diverge a little but the lateral boundaries of the anomaly
are quite well resolved.

Figure 4.27 shows the results of a profile field measurement on location 2 at
a place with nearly no vegetation as it has been treated with herbicides for
soil-scientific experiments. Here again, the separation of both receivers was
0.14 m. The area 9–11 m has been irrigated before the experiment and has
higher water contents and thus higher permittivities. The permittivities have
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Figure 4.27: Groundwave field measurement on a sandy soil and results of TDR mea-
surements. The area 9–11 m has been irrigated.

been determined every 0.2 m with a TDR probe for verification. Both methods
feature the same principle trends but show some differences. These differences
are probably caused by the elapsed time between the two measurements. After
precipitation, the soil moisture is not stationary but may change due to infil-
tration and evaporation. Another factor is the inaccuracy of the TDR probe
of ∆ε ≈ ±1 plus the errors due to soil compaction and air gaps along the rods
caused when inserting the probe into the soil. Furthermone, both methods
feature different measuring volumes (see section 4.3.2).

Estimation of accuracy
The accuracy of the deduced velocity and thus of permittivity is determined
by errors in travel path and travel time. The travel path of the groundwave is
not exactly known, especially concerning the small gap between the antenna
dipole and the soil. But this partition is of no relevance as only travel path
differences in between both receiving antennas are regarded. The coupling
to the soil is the same for both receiving antennas as they are identical in
construction. This is a further advantage of the two-receiver layout compared
to the classical technique. As the setup of transmitter and both receivers is
fixed, the geometry will not vary during the measurement and thus changes in
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Figure 4.28: Time drift of GSSI GPR system: The transmitter was placed opposed to
the two receivers and a transmission measurement was carried out during 2.5 hours.
The absolute time of the two receiving channels is depicted as well as the time difference
between both channels.

the travelpath length between both receivers can be excluded.

Several factors affect the measured traveltime of the groundwave. In general,
a GPR device will show a drift when operated for a longer length of time due
to warming up and dilatation of the electronic modules. In order to determine
the drift of the used device, the transmitter was placed opposed to the two
receivers and a transmission measurement was carried out during 2.5 hours.
The central unit (GSSI SIR 20) was turned on for 10 minutes before starting
the measurement. This corresponds approximately to the time one will need
to adjust the settings before carrying out a field measurement. The travel time
of the first arrival at the two receiving antennas is depicted in Fig. 4.28 as well
as the difference between both channels. During the first hour, the time drift
of the recording channels is at about 0.1 ns. As both channels have nearly the
same drift, the time difference shows only a small drift of less than 0.01 ns
during 2.5 h.

The discretisation of the data also limits the time resolution. A rate of 2048
samples/scan which still allows to collect the data at walking speed with a
trace spacing of 0.02 m results in a sampling interval of approximately 0.01 ns.
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The resulting error in permittivity is deduced from Eq. (4.99) to

∆εr =

∣∣∣∣
∂εr

∂(t2 − t1)

∣∣∣∣ ∆(t2 − t1) =
2c2

0(t2 − t1)

R1R2
2 ∆(t2 − t1) . (4.102)

When summing up the time errors to maximally 0.02 ns and presuming a
velocity of 0.173 m/ns, the permittivity can be deduced to εr = 3± 0.15 when
using the described setup. This estimated error is in good accordance with the
variation of the derived permittivity in the sandbox experiment outside the
anomaly, i.e. on homogeneous sand (see. Fig. 4.26, x = 0.25–0.75 m). Here,
i.e. under ideal conditions, the deduced permittivity is εr = 3 ± 0.2. If the
measurements are carried out on moist soil (for example εsoil

r = 9), the error
will be ∆εr = 0.26.

One source of error hard to quantify is surface roughness, vegetation and dis-
continuous soil layering. The first two will influence antenna coupling and can
at worst result in partial dropouts of the groundwave. This was the case on
location 2 without removing the 0.2 m high grass so that no reasonable in-
terpretation was possible. Soil layering can cause significant reflections and
e.g. critically refracted waves that might interfere with the groundwave espe-
cially when non shielded antennas are used. Thus, at difficult locations a MO
measurement should be carried out as well with the 2-receiver setup in order
to determine an ideal antenna separation and to ensure a correct groundwave
identification.

4.4.4 Spatial Field Measurements and Statistical Analysis

Location 2
The groundwave technique was applied to the same locations as the coefficient
of reflection. The permittivity was determined on a 10 m × 10 m area on a
regular grid (Fig. 4.29) after removing the grass. The groundwave onsets
are automatically picked with a phase follower and only corrected if the au-
tomatic tracking algorithm looses the phase or if strong reflections superpose
the groundwave as is the case at some few position on the location. The spa-
tial permittivity distribution is similar to the distribution determined with the
coefficient of reflection (Fig. 4.13). Figure 4.30 shows the probability density
of the permittivity distribution at location 2. The experimental data resem-
bles quite well a normal distribution. The mean and standard deviation of the
permittivity is εr = 5.3± 0.85.
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Figure 4.29: Measuring grid (left) and deduced permittivities from the groundwave of
the profiles in y-direction without vegetation (right).
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Figure 4.30: Statistical analysis of the permittivity distribution determined with the
groundwave at location 2. Experimental probability density function (blue solid) and
normal distribution (red dashed) with the same mean and standard deviation as in situ
for comparison: εr = 5.3± 0.85.
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Figure 4.31: Statistical analysis of the permittivity distribution determined with the
groundwave at location 2. The directional variogram is calculated in x- and y-direction
and an exponential model is fitted to the curves. The range of the fitted models is:
ax = 1.0 m and ay = 0.3 m.

Due to the structure of the spatial permittivity distribution already mentioned
in the last section, the directional variogram in x- and y-direction is calculated
and depicted in Fig. 4.31. The variogram in x-direction (ax = 1.0 m) differs
significantly from the variogram in y-direction (ay = 0.3 m). Here again, the
direction of the anisotropy is set to the direction of the structure (15°) and
an anisotropic variogram is fitted to the data with an anisotropy factor of
λ = amax/amin ≈ 4.5.

The directional variogram is used for kriging the data to a grid spacing of 0.1 m
(Fig. 4.32 top). The spatial permittivity distribution determined with the
groundwave shows the same parallel structure as the reflection mode (Fig. 4.32
bottom). This structure is probably caused by the former cultivation of the
area as discussed in section 4.3. The parallel lines at y = 4 m and 6 m which
can also be observed in this data might be explained as the trace of a vehicle.

Location 3
The groundwave technique was applied to location 3 after removing the vegeta-
tion. Figure 4.33 shows the statistical analysis of the permittivity distribution.
The experimental probability density function has a positive skewness. To the
right of Fig. 4.33 the experimental PDF of the logarithm of the relative permit-
tivity is depicted. The normal distribution now fits the date quite well signi-
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Figure 4.32: top: 2D distribution of the permittivity at location 2 derived with the
groundwave. The data are grided with 0.1 m increment by kriging using the isotropic
variogram model of Fig. 4.31. bottom: Permittivity distribution deduced from the
coefficient of reflection for comparison (Fig. 4.16).
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Figure 4.33: Statistical analysis of the permittivity distribution determined with the
groundwave at location 3. Experimental probability density function (blue solid) and
normal distribution (red dashed) with the same mean and standard deviation as in situ
for comparison. Left side, relative permittivity: εr = 5.3± 1.4. Right side, logarithm of
permittivity: lg(εr) = 0.71± 0.12.

fying that the permittivity is log-normal distributed with lg(εr) = 0.71± 0.12.

Fig. 4.34 shows the variogram of the spatial permittivity distribution. The
directional semivariograms in x- and y-direction do not differ what indicates
an isotropic distribution. Therefore, the omnidirectional variogram is depicted.
An exponential model function is fitted to the experimental data yielding a
range of a = 0.35 m. As the first rise of the variogram is not determined
due to the resolution limit of the method, other models might also fit the
experimental data, e.g. a Gaussian model including a nugget effect. However,
the model that is used is the simplest which describes the data and therefore
is to be preferred.

The data are gridded by a kriging algorithm using the variogram model of
Fig. 4.34 and are plotted in Fig. 4.35. The spatial permittivity distribution
shows no directionality and a small correlation length.
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Figure 4.34: Statistical analysis of the permittivity distribution determined with the
groundwave at location 3. Omnidirectional experimental variogram and fitted exponen-
tial model with range a = 0.35 m.
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Figure 4.35: 2D distribution of the permittivity derived with the groundwave. The
data are gridded with 0.1 m increment by kriging using the isotropic variogram model
of Fig. 4.34.





5 Influence of Soil Variability on
Geophysical measurements

In this chapter, FD calculations are carried out using random models based on
the statistical parameters of the physical properties which are determined in
chapters 3 and 4. For several reasons the variograms were calculated only in
lateral direction but not in vertical:

• Both GPR techniques only provide a 2D permittivity distribution.

• In most cases, there is a pronounced difference between the physical
properties of the humus rich topsoil and the subsoil. As the topsoil is
commonly restricted to approximately the first 0.3 m, only a correla-
tion length up to 0.15 m can be determined in vertical direction (see
chapter 2).

• Anisotropy in the physical properties distribution is not likely to occur
in the topsoil as the upper horizon is homogenised due to ploughing, soil
freezing and biological activity. The roots of grass, which are mostly
restricted to the topsoil, compensate vertical gradients in soil moisture
which might be caused by evaporation.

Thus, an anisotropic distribution of physical properties is, if at all, caused by
different soil layers but is not likely to occur in the topsoil. In the following, an
isotropic distribution is assumed when generating the FD models. If physical
properties were distributed anisotropically, they could easily be implemented
in geostatistical simulations.
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5.1 Influence of Conductivity Variations on DC
Measurements

5.1.1 Accuracy of Dipole-Dipole Measurements to
Determine Statistical Properties

In the following will be discussed whether the 2D dipole-dipole configurations
used in section 3.3.2 are suitable for determining the statistical properties of
conductivity distribution in soil. The key questions are:

• Can a 3D heterogeneous conductivity distribution be adequately deter-
mined by only 2D measurements?

• Is the probability density function adequately reproduced?

• Is the correlation length adequately reproduced?

The measurements are simulated on a 3D synthetic heterogeneous medium
using a 3D FD calculation (Günther, 2004). Figure 5.1 shows the resistiv-
ity distribution of a model as well as the position of the electrodes. The
discretisation of the model is 0.05 m. A log-normal distribution function
(lg(ρ/Ωm) = 3.2 ± 0.16) was used to simulate the random medias which is
in good accordance with the resistivities derived in situ (section 3.3.2). An
exponential variogram function with range a = 0.2, 0.5 and 2.0 m was used
representing the whole span of correlation length which was regarded in the
previous chapters. A margin consisting of two regular and four prolongated
cells featuring the mean resistivity (103.2 = 1585 Ωm) was appended to the
model boundaries.

First, a 2D dipole-dipole measurement parallel to the x-axis was simulated
at y = 0 m. The electrodes were placed from x = −0.5 m up to 10.5 m
using a spacing of 0.1 m (Fig. 5.1 central electrode line). The dipole-dipole
configurations up to the tenth separation were calculated and used as synthetic
data for further analysis after adding 3% random noise.

In addition, four further electrode lines were placed at y = ±0.1 and ±0.2 m.
The radial dipoles up to the tenth separation were simulated as above resulting
in a 3D dipole-dipole measurement using 5 parallel electrode lines (Fig. 5.1).

The data of the single line and the data of the five lines were inverted using a 2D
and a 3D Gauss-Newton algorithm with smoothness constraints, respectively
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Figure 5.1: 3D model of resistivity distribution and position of electrodes used to
simulate 3D and 2D dipole-dipole measurements. A log-normal distribution with
lg(ρ/Ωm) = 3.2± 0.16 and an exponential variogram function with range a = 2 m
was used to generate the random medium.

(Günther, 2004). The discretisation was the same as for the model generation
(0.05 m) and the regularisation parameter was determined by means of minimal
χ2-deviations between original and fitted data (Eq. 3.21).

In case of the larger correlation length of 2 m, the fit of the 3D model is as good
as resulting in a relative root-mean square data deviation of RRMS = 3.1%.
This corresponds almost perfectly to the random noise of 3% which was added
to the simulated measurements. The fit of the 2D model is not as accurate
because the 3D structures affecting the measurements cannot be completely
explained by a 2D model. This yields a RRMS data error of 7% which is quite
a good result and comparable to 2D field-data inversions.
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Regarding the medium correlation length (a = 0.5 m), the fit was not as
accurate and results in RRMS of approximately 3.3% for the 3D inversion and
6.5% for the 2D inversion. In case of a = 0.2 m correlation length, the RRMS
of the 3D and 2D inversion was 3.5% and 14%. The smaller the correlation
length, the more 3D effects influence the 2D measurements. The degree of
freedom of the 2D model is smaller than for the 3D model and thus the data
influenced by 3D structures cannot be adequately described. When correlation
length is large, there is few resistivity variation in the sensitivity range of the
measuring configuration. The smaller the correlation length, the more different
resistivity values are captured by the configuration which have to be explained
by the model. A 3D model features enough degrees of freedom which can be
adapted and thus the data are well reproduced even in case of a highly variable
underground.

A slice at y = 0 m was extracted from the original 3D model and the 3D in-
verted model in order to compare them to the 2D inverted model (Fig. 5.2, 5.3
and 5.4). The 3D and 2D inversions both reproduce the principle near-surface
structures of the input models. The 3D model shows quite good consistence in
deeper regions for the model with larger correlation length (a = 2 m) whereas
the 2D model shows deviations for depths deeper than 0.3 m (Fig. 5.2). The
smaller the correlation length of the original model, the worse are the variabil-
ities reproduced in deeper regions. This is an effect of decreasing resolution
with depth. The coverage of the lower model layers is rather bad when restrict-
ing to dipole separations of 1.0 m. The effect is stronger for the 2D inversion
than for the 3D inversion. In Fig. 5.3 (a = 0.5 m), structures deeper than
0.25 m are not reproduced by the 2D inversion, whereas the 3D model shows
nameable deviations only in deep regions. Regarding the results when correla-
tion length is small (a = 0.2 m) only the very top layers of the original model
are reproduced by the DC inversions (Fig. 5.4). This are the first 0.25 m for
the 3D model and 0.1 m for the 2D model, respectively.

In the following, only the upper 0.25 m of the models are statistically analysed
which is in accordance with the interpretation of the field data in section 3.3.2.
The beginning and the end of the profile have also been removed because they
may be affected by boundary effects, i.e. the area 0 m ≤ x ≤ 10 m and
0 m ≤ z ≤ 0.25 m is analysed. The probability density function as well as the
directional variogram in x-direction are depicted in Fig. 5.5. The standardised
semivariance γstd, i.e. the semivariance divided by the variance, is plotted
for better comparison of the different models as they show different standard
deviations.
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Figure 5.2: Comparison of 2D and 3D measurement on a heterogeneous medium with
range a = 2 m. Section at y = 0 m through the 3D model used to simulate the
measurement (see Fig. 5.1), section through the inverted model of the 3D data, inverted
model of the 2D data.

In case of large correlation length (a = 2 m), there is a misfit of the input
random model to the statistical input functions due to ergodic fluctuations (see
chapter 2) which are caused by the relative large correlation length compared
to the model dimensions. The probability density function as well as the
variogram of the input random model are well reproduced by the inverted DC
measurements (Fig. 5.5 a). This holds true especially for the 3D measurement
but also the 2D measurement shows only little deviation in the probability
density function.

In case of shorter correlation lengths, the input random model fits the statistical
input function quite accurately. The variograms of the 2D and 3D inverted
measurements show good accordance with the variogram of the input model
and the range is only slightly underestimated by the DC measurements. In
contrast, the probability density function shows some discrepancy (Fig. 5.5 b
and c). The standard deviation is smaller for the DC inversion model than
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Figure 5.3: Comparison of 2D and 3D measurement on a heterogeneous medium with
range a = 0.5 m. Section at y = 0 m through the 3D model used to simulate the
measurement, section through the inverted model of the 3D data, inverted model of the
2D data.

for the input model. This effect is stronger for the 2D measurement than
the 3D measurement and increases with decreasing correlation length. In case
of the shortest correlation length (a = 0.2 m) the standard deviation of the
logarithms of resistivity are underestimated by more than 50%. However, the
mean as well as the shape of the distribution is reproduced. Thus, it can
be determined whether the original distribution is symmetric or not. The
measuring layout or the inversion algorithm or both act as a filter diminishing
the spread of the conductivity distribution but conserving the spatial pattern.

Recapitulating, the spatial distribution of conductivity can be determined ac-
curately by either a 3D or a 2D measurement. The used dipole-dipole setups
reproduce the variogram of the true topsoil conductivity distribution very well
in a large range of correlation lengths. The variability is underestimated by
the DC measurements for short correlation length pretending smaller standard
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Figure 5.4: Comparison of 2D and 3D measurement on a heterogeneous medium with
range a = 0.2 m. Section at y = 0 m through the 3D model used to simulate the
measurement, section through the inverted model of the 3D data, inverted model of the
2D data.

deviations. Therefore, variability of conductivity is probably underestimated
in section 3.3.2 but the mean and the shape of the probability density function
is still correctly determined.

5.1.2 Influence on Resistivity Soundings

The effect of soil heterogeneity on geoelectrical measurements is exemplarily
demonstrated and analysed for Schlumberger soundings. The small-scale vari-
ability of the topsoil usually cannot be resolved by Schlumberger layouts and
causes fluctuations in the measured curves and inverted layers.

The used models consist of three layers featuring resistivities of ρ = 1300, 100
and 1300 Ωm. A 4 m wide cutout of the homogeneously layered basic model
is plotted to the left of Fig. 5.6. The basic model was varied by inserting a
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for the forward calculation and the 3D and 2D inverted models. Standardised directional
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Figure 5.6: Models used for the FD calculations to simulate Schlumberger soundings.
Only a cutout of the 21 m large 2D model is depicted for better illustration. Homo-
geneously layered model with ρ = 1300/100/1300 Ωm (left side), model with hetero-
geneous topsoil (0–0.3 m) (centre) and heterogeneous subsoil (0.3–1.0 m) (right side).
The statistical parameters of the heterogeneous soil layers are: lg(ρ/Ωm) = 3.1± 0.15,
exponential variogram model with range a = 0.4 m.

heterogeneous topsoil from z = 0–0.3 m (Fig. 5.6, centre) or a heterogeneous
subsoil from z = 0.3–1.0 m (Fig. 5.6, to the right). A log-normal distribution
function (lg(ρ/Ωm) = 3.1± 0.15) and an exponential variogram function with
range a = 0.4 m was used to simulate the random medium. These parame-
ters are in good accordance with the parameters deduced in situ on location
1 (section 3.3.2). Ten different realisations of the heterogeneous models were
simulated. A Schlumberger sounding was calculated for each realisation yield-
ing a set of 10 differing sounding curves per model. The potential electrodes
(M, N) were fixed at x = ±0.1 m and the current electrodes (A, B) were moved
from x = ±0.2 m to x = ±10 m in 0.1 m steps.

Figure 5.7 shows the resulting sounding curves for the homogeneously layered
basic model and the models with heterogeneous topsoil. The apparent resis-
tivities corresponding to the 10 statistical realisations are scattered above and
below the data of the basic model.

A 1D Marquart-type inversion (Marquardt, 1963) was applied to the data
yielding a resistivity-depth model whereby the number of layers was fixed to
three as a priori information. The fitted models are plotted in the centre of
Fig. 5.7. The lower boundary of the second layer and the resistivity of the
third layer is not reproduced very accurately. The fit would be better if data
with larger electrode separations (AB/2 ≥ 60 m) were available describing the
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Figure 5.7: FD simulated Schlumberger soundings on heterogeneous topsoil: simulated
data (left side), inverted models (centre), equivalent models assuming a data noise of
1, 3 and 6% (right side). The red lines are the data corresponding to the homogeneous
model (Fig. 5.6 left side) and the blue lines correspond to the 10 realisations of the
heterogeneous model (Fig. 5.6 centre).

asymptotic convergence of the apparent resistivity towards the true resistivity
of the lower layer. This large separation would be needed due to the high
contrast between the layers (1300 Ωm vs. 100 Ωm). But the calculation of
such data requires large memory and long calculation times due to the fine
discretisation of 0.05 m needed to calculate the influence of the near-surface
heterogeneities correctly. Alternatively, one could use a larger grid spacing for
the lower model parts and a grid refinement of the upper soil layers featuring
the small-scale heterogeneities. Then, larger models can be calculated and the
resistivity plateau of the lowest layer will be reached.

Nevertheless, the variations of the inverted models can be analysed as is the
case for Schlumberger measurements in the field, where the resistivity plateau
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of the lowest layer is frequently not completely reached due to a lack of very
large layouts. In analogy to the simulated data, the 10 inverted models corre-
sponding to the heterogeneous topsoil scatter around the basic homogeneously
layered model. The used statistical parameters of the heterogeneous resistiv-
ity distribution can be assumed as typical values for sandy soils. At such
locations, DC Schlumberger soundings can only determine the underground
electrical properties inside the range of the scattered curves of Fig. 5.7, cen-
tre. Even though the basic model features a high contrast in resistivity of more
than one decade, the variations caused by realistic topsoil heterogeneities cause
considerable scatter yielding significant deviations of the inverted models. If
the resistivity contrast is lower, the effect of soil heterogeneity will be larger.

To the right of Fig. 5.7, the equivalent models associated with the homoge-
neously layered model are plotted assuming a data noise of 1, 3 and 6%. The
equivalent models correspond to the range in which the fitted models explain
the data varying inside the given noise and were determined by analysis of pa-
rameter variation, i.e. resistivity and thickness of the layers. The estimation
of data error is crucial for the significance of the equivalent models. Typically,
the statistical errors of the measuring device are ≤ 1% resulting in low devia-
tions of the equivalent models. The other sources of errors, e.g. discrepancies
in electrode position and soil heterogeneity, are often supposed to sum up to
approximately 3%. However, as can be seen in Fig. 5.7, topsoil heterogeneity
yields higher fluctuations of the models than the equivalent models indicate
when assuming 3% data error. An error of 6% leads to a range of equivalent
models comparable to the overall fluctuations caused by the heterogeneities.
When having a more precise look, the uncertainty in resistivity and boundary
depth described by the equivalent models strongly depends on the regarded
layer whereas the uncertainty described by the 10 statistical realisations does
only weakly. Topsoil variability seems to evoke a comparable uncertainty on
all layers of the inverted model.

In Fig. 5.8, the sounding curves corresponding to the heterogeneous subsoil
models are depicted. Even though in the used model the subsoil is more than
twice as thick as the topsoil, the effects of heterogeneous subsoil is minor com-
pared to the effect of heterogeneous topsoil. This is a result of the higher
sensitivity of the measurement configuration in the near-surface area than in
deeper areas. A heterogeneous subsoil evokes uncertainties which can be com-
pared to the range of equivalent models when approximately 2% data error is
assumed.

Recapitulating, it is not the measuring accuracy of the device of typically 1%
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Figure 5.8: FD simulated Schlumberger soundings on heterogeneous subsoil: simulated
data (left side), inverted models (centre), equivalent models assuming a data noise of
1, 3 and 6% (right side). The red lines are the data corresponding to the homogeneous
model (Fig. 5.6 left side) and the blue lines correspond to the 10 realisations of the
heterogeneous model (Fig. 5.6 right side).

which restricts the resolution of resistivity soundings in most cases but the
influence of soil heterogeneity. The influence of topsoil (0–0.3 m) variability is
much higher than the effect of subsoil (0.3–1.0 m) variability. Typical topsoil
heterogeneity as determined on a sandy soil in section 3.3.2 yield variances
of the inverted models comparable to the range of equivalent models corre-
sponding to approximately 6% RMS error of the data. As the variability of
conductivity is to some extend underestimated by the high-resolution dipole-
dipole measurements used to determine soil variability in situ (see subsection
5.1.1), heterogeneity and thus the variances of Schlumberger soundings might
even be stronger.
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The absolute errors of the inverted models depend on the analysed basic model,
i.e. the depth of the interfaces as well as the resistivity contrasts. Thus, models
corresponding to the expected or determined subsurface structures should be
used to simulate fluctuations caused by topsoil resistivity variability in order
to get realistic ranges of uncertainty. These studies can be carried out prior
to a field campaign to analyse whether a structure can be resolved or not
when using a specific setup. Furthermore, uncertainties determined by FD
calculations can be used for resolution analysis, e.g. to calculate equivalent
models for 1D inversions of Schlumberger soundings as shown above or to
perform a resolution analysis for 2D/3D inversions as described by Friedel
(2003).

5.2 Influence of Conductivity and Permittivity
Variations on GPR Measurements

5.2.1 Accuracy of Groundwave Measurements to Determine
Statistical Properties

The high lateral resolution of the groundwave technique using two receivers
has been demonstrated in section 4.4. In order to demonstrate the ability
of this method to determine the statistical parameters correctly, a ground-
wave measurement is simulated on a heterogeneous soil. 3D FD simulations of
electromagnetic wave propagation on personal computers are restricted to rel-
atively small areas of typically 1 m× 1 m× 1 m due to the fine discretisation
which is needed when using higher frequencies (typically 0.01 m for 500 MHz).
These small areas are not suited for geostatistical analysis wherefore a 2D sim-
ulation was calculated simulating a measurement on a 10 m profile. When
carrying out groundwave measurements and when a 3D distribution is present,
the determined permittivity will represent the area defined by the width of the
antennas and the distance between transmitter and receiver (Sperl, 1999) or
the two receivers when using the improved technique. This 3D effect might in-
fluence the determination of correlation length smaller than the antenna width,
which is approximately 0.2 m for the used 400 MHz antennas, but will only
weakly distort the determination of larger correlation lengths. The influence
of antenna width is an effect difficult to determine in practice.

A cutout of the used model is depicted in Fig. 5.9. The permeability and
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Figure 5.9: Cutout of the model used to simulate groundwave measurements on het-
erogeneous soil: -0.5 m ≤ z ≤ 0 m: air, 0 m ≤ z ≤ 0.5 m: soil. The permittivity
distribution is depicted (εr = 5± 1, range ax = 0.3 m). The permeability and conduc-
tivity are constant (µr = 1, σ = 0 S/m).

conductivity of the soil is constant whereas the permittivity is variable. The
permittivity corresponds to a slightly moist soil featuring a normal distributed
permittivity as determined in chapter 4 (εr = 5 ± 1). The correlation length
in x-direction is 0.3 m. The dielectric properties do not vary in z-direction as
only lateral variations are mapped with the groundwave technique. Vertical
variations of the physical properties cause reflections which interfere with the
groundwave to some extend and may cause difficulties when picking ground-
wave traveltimes if heterogeneity is high.

A FD simulation was calculated using the 2-receiver setup with a receiver
distance of 0.14 m (see Fig. 4.23). The resulting radargrams of both receivers
are plotted in Fig. 5.10. The groundwave shows undulations caused by the
heterogeneity of the permittivity distribution. The time differences between
the groundwaves of both radargrams stand for the permittivity of the soil
between both receivers.

The traveltimes of the groundwaves were picked and transformed into permit-
tivity values. The experimental density function fits the density function of
the input model quite well (5.11). The directional variograms were calculated
along the x-axis and the variogram of the groundwave data and the model show
comparable correlation lengths of 0.3 m. Thus, the new groundwave technique
is suited to determine accurately the statistical parameters of permittivity dis-
tribution even for a small correlation length of 0.3 m.
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Figure 5.10: Simulated radar measurement on heterogeneous soil (model Fig. 5.9),
400 MHz: first receiver (top) and second receiver (bottom). The first arrival at 2 ns
(upper radargram) and 3 ns (lower radargram) is the direct air wave and the second
undulating onset is the groundwave.
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Figure 5.11: Statistical analysis of simulated groundwave measurement on heteroge-
neous soil: input parameters for the geostatistical simulation (red), simulated model
(blue) and permittivity determined from the simulated gw-measurement (black). Left
side: probability density function, right side: variogram in x-direction.



120 5 Influence of Soil Variability on Geophysical measurements

5.2.2 Influence on Constant Offset Measurements;
Landmine Detection

GPR is seen to be a useful extension to metal detectors in landmine clearance
(Bruschini et al., 1998; MacDonald et al., 2003). The use of metal detectors bas-
ing on electromagnetic induction methods in either time or frequency domain
is sometimes constricted due to the influence of the ground, especially when
minimum metal mines have to be detected (Löhken, 2007; Billings et al., 2003;
ITEP, 2002). Soils featuring high magnetic susceptibilities influence the signal
of metal detectors. If high susceptibilities are combined with high frequency
dependence of the susceptibility, e.g. caused by superparamagnetic minerals,
metal detectors may become inappropriate. A high amount of metallic clutter,
e.g. fragments of grenades, will also cause high false alarm rates which is one
of the main problems yielding inefficient performance in landmine clearance.

When a metal detector merely detects metallic objects, GPR maps differences
in permittivity and conductivity. Due to the short wavelength it can supply an
image of items in the soil and therefore is capable to provide additional infor-
mation to metal detectors. In the following, the influence of soil heterogeneity
on landmine detection with high frequency GPR measurements is analysed
using FD calculations. Typical antipersonal mines are cylindrical objects with
approximately 0.1 m diameter and 0.04 m height. They are usually placed
close to the surface up to 0.2 m depth. The dielectric properties of minimum
metal mines correspond to the permittivity of plastic and explosives which is
εmine

r ≈ 3 with negligible loss tangent (Bruschini et al., 1998).

In the used models, three mines are placed at 0.1 m depth. A constant off-
set measurement was simulated using a centre frequency of 1.5 GHz and a
transmitter-receiver offset of 0.1 m. Several models were calculated featuring
soils with different statistical parameters of the heterogeneous electric proper-
ties. Table 5.1 lists the physical properties of the models which are plotted in
Fig. 5.12 and 5.13.

In model a–c the permittivity is constant and the conductivity is variable.
Model a corresponds to a sandy soil as analysed in chapter 3 1. The con-
ductivity in the frequency range of GPR is set to the DC conductivity as in
sandy soils ionic conduction is dominant and therefore frequency dependence

1Note, the conductivity pretends to be homogeneous in model a due to the used colourscale
which, for better comparability, covers the range of all models but, as a matter of fact,
varies as determined in Tab. 5.1.
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Table 5.1: Electromagnetic properties of the mines and the soils used for the simulation
of the 1.5 GHz CO radargrams. The mean, the standard deviation (std), the coefficient
of variation (cv) and the range a of the exponential variogram function are listed which
were used to generate the heterogeneous models.

model εr [ ] µr [ ] lg(σ/(S/m))

mean ± std cv a [m] mean ± std cv a [m]

a 5 - - 1 −3± 0.15 0.05 0.3
b 5 - - 1 −2± 0.5 0.25 0.3
c 5 - - 1 −1.5± 0.5 0.33 0.3
d 4± 0.8 0.2 0.3 1 0 - -
e 5± 1 0.2 0.3 1 0 - -
f 9± 1.8 0.2 0.3 1 0 - -

mine 3 - - 1 0 - -

of conductivity is small. Model b and c feature higher conductivities which
are known to have a negative effect on GPR performance. High conductivities
are typical for salty soils or soils with high clay content. Besides the absolute
values, the relative variability was also augmented to obtain higher effects.

Model d–f feature a variable permittivity and constant conductivity. The per-
mittivity distribution of model e corresponds to the statistical parameters de-
termined in chapter 4. Model d corresponds to soil which is quite dry and
model f represents moist soil. The permittivity of the three models features
the same relative variability, i.e. the same coefficient of variation 2.

In Fig. 5.14 the simulated CO-radargrams are depicted. Besides a gain func-
tion to counterbalance geometrical spreading, no further processing was ap-
plied to the data. If soil permittivity is homogeneous and conductivity is
low, the three mines can clearly be recognised by their diffraction hyperbolas
(Fig. 5.14 a). This holds true as long as there is a contrast in permittivity
between the mines and the soil. Hence, small conductivity variations at small
mean conductivities, as typical for sandy soils, do not have a notable effect

2Whether the coefficient of variation of soil moisture and thus permittivity increases or
decreases with changing absolute values cannot be generalised. It depends on the soil
type, the vegetation and several further parameters. E.g. it depends on the actual water
content and the resulting hydraulic potential and at which point of the hysteresis of the
water tension function one will start, i.e. if soil is dry and wetted or moist and dried.
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Figure 5.12: Permittivity distribution of the models used to simulate GPR measurements
on heterogeneous soils (model parameters see Tab. 5.1). Three mines are placed at 0.1 m
depth at x = 0.5, 1.0 and 1.5 m.
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Figure 5.13: Conductivity distribution of the models used to simulate GPR measure-
ments on heterogeneous soils (model parameters see Tab. 5.1). Three mines are placed
in 0.1 m depth at x = 0.5, 1.0 and 1.5 m.
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on GPR performance. If conductivity is heterogeneous and relatively high,
the signal of the three mines are damped differently. The mines can still be
detected at mid-range conductivities (Fig. 5.14 b). Mine detection will be dif-
ficult in the soil of model c as the signal of the left mine is completely damped
because it is placed in a high conductive region with σ > 0.1 S/m.

If soil permittivity is heterogeneous, the form and absolute traveltime of the
hyperbolas change due to velocity variations. Another effect of heterogeneity
are numberless reflections which interfere with the signals from the mines. The
reflections caused by permittivity variations of the models are stronger than the
reflections caused even by considerable conductivity variations. If the contrast
of the mines to the soil is high as is the case for moist soil, the mine signal is
still clearly visible (Fig. 5.14 f). For decreasing water content, the contrast
is getting smaller and mines are difficult to detect (Fig. 5.14 e) or cannot be
detected any more (Fig. 5.14 d).

The analysis of the simulations show that, with exception of quite conductive
soils (σ > 0.05 S/m), permittivity fluctuations cause stronger problems in mine
detection than conductivity variations. If soil is quite dry and the contrast of
the target to the soil is small, heterogeneity in soil moisture and resulting
permittivity can cause severe problems to mine detection with GPR.

5.2.3 Influence on Moveout Measurements

Moveout (MO) measurements are frequently carried out to separate different
wave types and to determine the velocity of the groundwave as introduced in
section 4.4. Usually, a straight line is adapted to the groundwave and the slope
corresponds to the inverse of the wave velocity in the soil. One effect which can
often be observed is a curved groundwave. This can either be caused by wave
dispersion due to frequency dependent electromagnetic parameters (Mayer,
2006) or by soil heterogeneity. Besides variations in velocity distribution, a
heterogeneous soil also causes reflected and critically refracted waves which
may interfere with the groundwave. In order to demonstrate the influence of
small-scale permittivity and conductivity variations on moveout measurements
and to get an assessment of the effects which might be expected under realistic
conditions, a finite difference calculation was carried out simulating a moveout
measurement with 1 GHz antennas. The same models were used as for the
simulation of landmine detection (Tab. 5.1, Fig. 5.12 and 5.13) but without
landmines embedded in the soil. The source emitting a centre frequency of
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Figure 5.14: Simulated 1.5 GHz CO radar measurements on soils with buried landmines
(Fig. 5.12 and Fig. 5.13). The transmitter and receiver were placed 0.01 m above ground
and the offset was 0.1 m. a–c: variable conductivity, d–f: variable permittivity.
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1 GHz was placed at x = 1 m. The receivers were placed every 0.01 m spread
about the hole width of the model simulating a moveout measurement to both
sides of the transmitter.

Fig. 5.2.3 shows the results of the FD calculation. The air wave and the
groundwave are labelled in Fig. 5.2.3 a. Since the soil only features slight
conductivity variations on a low absolute level and permittivity is constant,
the groundwave describes a straight line. If conductivity and its variability is
getting higher, the groundwave is damped but, as long it can be recognised,
still describes a straight line (Fig. 5.2.3 b and c).

In contrast, when permittivity is heterogeneous, the groundwave shows distinct
curvature and it is not possible any more to fit a straight line (Fig. 5.2.3 d–f).
At large offsets, waves which are reflected at heterogeneities can interfere with
the groundwave and may cause problems in groundwave determination.

In analogy to the landmine problem discussed above, variations in permittivity,
as may be expected under real field conditions, cause stronger effects on GPR
performance as conductivity fluctuations. At the locations where the GPR
measurements of chapter 4 were carried out, the heterogeneous permittivity
distribution will cause severe problems when carrying out standard groundwave
measurements. Determining the correct velocity from MO measurements will
be a difficult task. But this starting velocity is needed to map soil permittivity
in the CO mode, when the standard groundwave measurement technique is
applied (Fig. 4.21).
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Figure 5.15: Simulated 1.0 GHz MO radar measurements on heterogeneous soils (Fig.
5.12 and Fig. 5.13 without landmines, model parameters see Tab. 5.1). The source was
placed at x = 1 m and 0.01 m above ground. a–c: variable conductivity, d–f: variable
permittivity. aw = airwave, gw = groundwave.





6 Summary and Conclusions

The aim of this work was to quantify the small-scale variability of electric
conductivity and permittivity of soils and to determine the effects on resistivity
and GPR measurements. The applied modus operandi

• investigate spatial distribution of the physical soil properties in situ with
high-resolution geophysics

• analysis of the data and determination of statistical parameters

• geostatistical simulation of random media

• FD calculation of geophysical measurements

showed to be a powerful tool to determine the influence of geologic noise on
geophysical measurements and to assess the uncertainties of the results which
might be expected under real field conditions.

For the purpose of quantifying the small-scale variability, resistivity mapping
techniques and GPR had to be methodically improved to ensure high spatial
resolution. The high-resolution field measurements were analysed to derive
the statistical parameters which describe the pattern of the spatial variability.
These parameters provide the basis to generate synthetic heterogeneous me-
dia comparable to the in situ conditions. The synthetic media were used for
FD calculations to simulate resistivity and GPR measurements on heteroge-
neous soils. The resulting synthetic data give an account of the variability and
uncertainty which might be expected when carrying out measurements under
realistic conditions.

The way the measuring points are allocated on an area influences the statistics
which will be derived. Several sampling layouts were tested on synthetic het-
erogeneous media featuring correlation lengths between 0.2 and 2 m. The anal-
ysis shows that measurements on crossing profiles and randomly distributed
measuring points are superior to layouts at which the sampled points are con-
centrated on one or a few sub-areas. Thus, several crossing profiles tightly
sampled in line direction proved to be most-suited if the statistical parame-
ters of regionalised physical properties are to be determined by geophysical



130 6 Summary and Conclusions

measurements. This layout shows the best results concerning the reproduction
of density function and variogram of the spatial distribution. It is also less
sensitive to spatial dislocation, i.e. the result does not strongly depend on the
location of the measuring layout inside the area which is to be analysed.

Electric conductivity of soils was determined with DC geoelectrical measure-
ments. A high resolution dipole-dipole setup showed to be suited to determine
small-scale variations. Small electrode separations of 0.1 m had to be used
and thus electrode geometry could not be disregarded. When using standard
electrodes and standard geometric factors assuming point electrodes as are
commonly used in geoelectrics, deviations in apparent conductivity up to 50%
occur. Therefore, small electrodes were used and an analytical expression has
been derived which describes the potential distribution in the vicinity of elon-
gated electrodes and thus providing correct geometric factors. These geometric
factors were experimentally verified by carrying out small-scale DC measure-
ments on a homogeneous media, in a water basin. When using the correct
geometric factors, the deduced apparent conductivities correspond very well
with the real conductivity of the water.

High resolution DC measurements were carried out on a sandy soil used as
grassland. Conductivity showed high variability with correlation lengths of
some few decimetres and was almost log-normally distributed.

The correlation between soil permittivity and soil water content were dis-
cussed and some basic models describing the dependence of the two parame-
ters were presented. Soil permittivity was deduced with ground-penetrating
radar. The main principles of electromagnetic wave propagation were described
starting with Maxwell’s equations and, unlike commonly used simplifications,
including all three electromagnetic parameters. This allows for assessing the
inaccuracy of practical applications if these simplifications are used, e.g. if
relative magnetic permeability of the soil is set to µr = 1. Two methods were
developed to determine permittivity based on two completely different physical
contexts providing different depth of investigation: the reflection of waves at
the air-soil interface and wave propagation of the groundwave in the soil.

It was shown that the coefficient of reflection of natural soils mainly depends
on permittivity and only to a minor degree on permeability and conductivity.
A 1 GHz air-launched horn antenna was operated at a distance of 0.5 m to the
soil to measure the coefficient of reflection and to deduce the permittivity of
the first few centimetres of the soil. Horizontal resolution was experimentally
determined to be approximately 0.3 m×0.25 m which is a higher resolution as
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the Fresnel formulas suggest and might be explained by the radiation pattern
of the horn antenna. The accuracy of this method is approximately 10% when
applied on a plane soil without vegetation.

Propagation velocity of electromagnetic waves depends on the three EM pa-
rameters whereas it was shown that magnetic permeability and electric con-
ductivity have only a minor effect. Common groundwave techniques permit
only a relatively low lateral resolution between 0.5 m and some few metres
and are time consuming. A new technique was developed using two receiving
antennas measuring traveltime differences of the groundwave which enables a
fast measuring progress. With this technique permittivity distribution of the
top decimetre of the soil can be mapped. When analysing FD simulations and
using the same setup and frequencies as in field, the new technique provides
a lateral resolution of approximately 1 decimetre. Under ideal measuring con-
ditions, the measuring accuracy of soil permittivity is 3–8% depending on the
permittivity itself.

Comparing both methods, permittivity determination by the coefficient of re-
flection is a very fast method and data processing is quite easy. Thus, it is
suited for surveying permittivity of the first centimetres of soil on large areas.
Vegetation reduces the determined permittivity and the variability. Ground-
wave technique is somewhat more complex concerning data acquisition and
interpretation but provides a higher resolution and accuracy. It can be used
to determine small-scale variabilities of approximately the first decimetre of
soil. For proper groundwave identification, the vegetation has to be removed
or at least trimmed if high-frequency antennas are used for high-resolution
measurements.

Topsoil permittivity was determined at two locations on a sandy soil which
was used as grassland. Even though both methods base on different physical
effects and provide different penetration depths, they identify the same princi-
pal structures and yield comparable statistical results. One location exhibited
an isotropic permittivity distribution with a correlation length of 0.35 m and
a density function similar to a log-normal distribution. The other location
showed normal distributed permittivities and an anisotropic spatial pattern
caused by the former cultivation of the area. The minimal correlation length
is 0.25 m and tends to be perpendicular to the former ploughing direction
whereas the correlation length is 5 times larger parallel to this direction. A
surprising result is that even though the location has been used as grassland
for several years, the influence of former cultivation still influences soil mois-
ture pattern. This might be caused by soil compaction, an uneven plough
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horizon or by the influence of former cultivation on actual vegetation and thus
on evapotranspiration and moisture.

The influence of soil heterogeneity on resistivity and GPR measurements
has been analysed by means of FD calculations with random models featuring
comparable variability as the soil in situ. It was shown that the used high-
resolution dipole-dipole setup with electrode separations of 0.1 m can be used
to determine small-scale conductivity variations. The variogram is well repro-
duced for correlation lengths between 0.2 and 2 m by both, 2D and 3D DC
measurements. The true variance and thus variability is underestimated by the
measurements if the correlation length is small but the mean and shape of the
density function are well reproduced. Possibly, an inversion without smooth-
ness constraints or with adaptive smoothness would provide better results.

The influence of soil variability on resistivity measurements was exemplarely
demonstrated on the basis of Schlumberger soundings. Several different re-
alisations of models with heterogeneous soil according to the soil analysed in
situ were used for FD forward calculations. The synthetic data showed vari-
ations in the sounding curves yielding uncertainties in the inverted models.
Topsoil (z = 0–0.3 m) causes uncertainties in the deduced models according to
6% data error whereas subsoil (z = 0.3–1 m) only causes uncertainties com-
parable to approximately 2% error. This is an effect of decreasing sensitivity
with increasing depth. It was shown that often soil heterogeneity and not the
measuring inaccuracy of the device is the factor which limits the accuracy of
electric resistivity soundings.

FD calculations on heterogeneous media proved the 2-receiver groundwave
technique being capable to properly determine the statistical parameters of
permittivity distribution. The density function and the variogram are well
reproduced even if correlation length is short.

GPR measurements are affected by both, electric conductivity and permit-
tivity. The influence of variations of these two parameters on CO and MO
measurements were analysed. High frequency CO measurements (1.5 GHz) for
the detection of landmines were simulated with FD calculations. The mines
were placed in different heterogeneous media exhibiting correlation lengths of
0.3 m. Conductivity and permittivity were varied independently to study the
effects on the detectability of the mines. Conductivity of common sandy soils
showed no influence on GPR performance and mine detection is negatively
affected only if conductivity is higher than 0.05 S/m. Permittivity variations
of common soils showed to have a stronger effect on GPR than conductivity
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variations. Especially if the soil is quite dry and the dielectric contrast be-
tween mines and soil is small, variability as is typical for sandy soils can cause
severe problems. The mine signal is masked by several reflection hyperbolas
caused by soil heterogeneities and mines cannot be detected any more with
GPR. If soil is moist, mines can be detected more easily even if heterogeneity
is pronounced. However, the accuracy of depth determination of the mines will
suffer from velocity variations.

The same soil models were used to simulate MO measurements. Here again,
permittivity showed to have a stronger effect on the results than conductivity.
A variable permittivity causes a curved groundwave as can frequently be ob-
served in field data making velocity determination with standard groundwave
technique a difficult task. If heterogeneity is strong, the groundwave might
be superposed by reflected and critically refracted waves which can cause se-
vere problems to a proper groundwave identification. When carrying out CMP
measurements as are frequently used for velocity versus depth determination,
similar effects are to be expected and might evoke inaccuracies.

Outlook
In this thesis, conductivity and permittivity have been determined on sandy
soils which are used as grassland. Measurements should be expanded to other
soil types and cultivations to obtain typical parameters of spatial pattern of the
electric parameters. Such a database would be helpful to assess uncertainties
of geophysical measurements on diverse locations.

Soil moisture and accordingly electrical properties do not only feature high
spatial variability but are also highly variable with time. As the developed
techniques are non-destructive, they can repeatedly be applied at the same
place. Albeit soil moisture determination with geophysical methods has some
limitations concerning accuracy and resolution, the ability of repeated measure-
ments on the same undisturbed soil is a crucial advantage over classical soil
scientific methods as e.g. gravimetric soil moisture determination. Repeated
measurements will provide important information on how a spatial moisture
pattern changes with time, e.g. due to seasonal variations within a hydrologic
year, with a unique precipitation event or with cultivation and plant growth.
This information will help to understand the formation of hydrophobic and
hydrophilic domains, water infiltration and pollution or the interaction of pre-
cipitation, soil, vegetation and evapotranspiration. Especially the small-scale
heterogeneity of soil moisture is mostly not known and is an important input
parameter for weather and climate simulations.



134 6 Summary and Conclusions

There is a lack of non-destructive methods to determine high-resolution soil-
permittivity variations with depth. First FD calculations have shown that the
depth of influence of the proposed 2-receiver groundwave technique depends
on the distance between the transmitter and the two receivers. Keeping the
distance between both receivers constant and varying the distance between
the transmitter and the receivers seems to be a promising technique enabling a
vertical permittivity sounding. Combining several of these soundings in com-
bination with an inversion could provide a 2D or 3D permittivity distribution
of the ground. However, extensive FD calculations comprising the antennas
and measurements under controlled conditions will be needed to understand
the complex dependence of the depth of influence from antenna frequency,
separation and permittivity distribution of the ground.

Geostatistical simulation techniques proved to be a suitable tool to generate
realistic heterogeneous soil models for FD calculations. Geostatistical analysis
has the potential to be applied to optimise inversion algorithms which are
e.g. used for the determination of underground resistivity. The choice of
inversion parameters has a great influence on the inversion result. In case
of a Gauss-Newton algorithm these are the discretisation and regularisation.
Different choice of assumed data errors as input for the inversion are equivalent
to different regularisation parameters. The higher the errors/regularisation the
smoother the inversion result. Thus realistic error estimation is essential for
data interpretation by means of inversion. Geostatistics can on the one hand
provide information on realistic measuring errors due to geologic noise. On the
other hand, geostatistical analysis of the inverted models might be compared
with the statistics of the underground which is expected or a priori known and
used to ascertain optimal inversion parameters.

So far, geostatistical simulation is not a standard technique, e.g. when models
are created for FD calculations. However, it proved to be a powerful tool to
integrate random, which characterises natural processes and states, to com-
puter simulations. Geostatistics provides an essential tool to generate realis-
tic synthetic data, e.g. for feasibility studies, optimising experimental design
or assessing realistic errors. The methods described may boost geophysical
techniques and thus considerably contribute to a global understanding of the
interaction of lithosphere and atmosphere.
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Figure A.1: Experimental distribution functions of the extracted data (blue solid line)
and distribution function of the exhaustive dataset (red dashed line). The random
variable was simulated using a standard normal distribution and an exponential semivar-
iogram with a = 0.2 m.
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Figure A.2: Experimental distribution functions of the extracted data (blue solid line)
and distribution function of the exhaustive dataset (red dashed line). The random
variable was simulated using a standard normal distribution and an exponential semivar-
iogram with a = 0.5 m.
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Figure A.3: Experimental variograms of the data extracted with the setups of Fig. 2.7
(blue circles) and variograms of the exhaustive dataset sampled with a 0.1 m grid (red
dashed line). The random variable was simulated using a standard normal distribution
and an exponential semivariogram with a = 0.2 m.
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Figure A.4: Experimental variograms of the data extracted with the setups of Fig. 2.7
(blue circles) and variograms of the exhaustive dataset sampled with a 0.1 m grid (red
dashed line). The random variable was simulated using a standard normal distribution
and an exponential semivariogram with a = 0.5 m.





Appendix B

Pedological Description of the Measuring
Locations

B.1 Location 1

location: Hannover Buchholz, Germany
soil type: Cambic Podzol
land use: grassland for at least 10 years, formerly ploughed acre
groundwater table: > 1 m

Estimated specifications (Preetz, pers. comm.)

topsoil:
depth: 0–0.28 m
texture: sand, slightly loamy
humus content: 4%
soil colour: dark brownish grey
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

subsoil:
depth: 0.28–0.40 m
texture: sand
humus content: 0.5%
soil colour: light greyish brown
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

underground: fluviatile pleistocene sand
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Figure B.1: Picture of soil profile at location 1. Soil horizons due to German soil
classification (Ad-hoc-AG Boden, 2005): 0–28 cm: rAp, 28–40 cm: rAp+ Ae+Bs, 40–
50+ cm: Cv.
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B.2 Location 2

location: Fuhrberg, 30 km north of Hannover, Germany
soil type: Cambic Podzol
land use: grassland for 2 years, formerly ploughed acre
groundwater table: > 1 m

Estimated specifications (Preetz, pers. comm.)

topsoil:
depth: 0–0.35 m
texture: sand, silty loamy
humus content: 4%
soil colour: dark grey
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

subsoil:
depth: 0.35–0.55 m
texture: sand
humus content: 0.5%
soil colour: yellowish brown
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

underground: fluviatile pleistocene sand
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Figure B.2: Picture of soil profile at location 2 (S. Altfelder, pers. comm). Soil horizons
due to German soil classification (Ad-hoc-AG Boden, 2005): 0–25 cm: Ap, 25–35 cm:
Ap+Ae+Bhs, 35–55 cm: Bsv 55–100+ cm: Cv.

Table B.1: Results of laboratory measurements on soil samples, location 2
(Niedersächsisches Landesamt für Bodenforschung, NLfB)

depth sand silt clay CaCO3 Corg humus Fe2O3

cm % of humus-free soil % of total soil

topsoil (A) 0–27 87.0 5.2 7.8 0 2.4 4.2 0.63
subsoil (B) 27–50 93.4 4.6 2.0 0 0.1 0.2 0.11
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B.3 Location 3

location: Hannover Buchholz, Germany
soil type: Arenosol
land use: grassland since approximately 25 years, reclaimed land
groundwater table: > 1 m

Estimated specifications (Preetz, pers. comm.)

topsoil:
depth: 0–0.36 m
texture: sand, slightly loamy
humus content: 5%
soil colour: dark grey
lime content: 0%
stone content: 1–2% gravel
parent material: anthropogenic deposition, humus rich sand

buried soil:
depth: 0.36–0.65 m
texture: sand, slightly silty
humus content: 2%
soil colour: light grey
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

subsoil:
depth: 0.65–0.8 m
texture: sand, slightly silty
humus content: 0%
soil colour: yellowish brown
lime content: 0%
stone content: 1–2% gravel
parent material: fluviatile pleistocene sand

underground: fluviatile pleistocene sand
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Figure B.3: Picture of soil profile at location 3. Soil horizons due to German soil
classification (Ad-hoc-AG Boden, 2005): 0–10 cm: jAh, 10–32 cm: jAh2, 32–36 cm:
f(j)Ah, 36–65 cm: Bv.



Used Symbols and Abbreviations

Abbreviations
aw . . . airwave
CD . . . coefficient of deviation
CDF . . . cumulative density function
CMP . . . common mid point
CO . . . constant offset
DC . . . direct current
exp . . . exponential function
EM . . . electromagnetic
FD . . . finite difference
GPR . . . ground-penetrating radar
GSSI . . . Geophysical Survey Systems, Inc.
gw . . . groundwave
MO . . . moveout
PDF . . . probability density function
RMS . . . root mean square
RRMS . . . relative root mean square
SIP . . . spectral induced polarisation
TDR . . . time-domain reflectometry
WARR . . . wide angle reflection and refraction
2D . . . 2 dimensional
3D . . . 3 dimensional

Physical and mathematical constants
c0 . . . speed of light = 2.9979 108 m/s
i . . . imaginary unit =

√−1
ε0 . . . dielectric permittivity of free space = 8.8510 10−12 As/Vm
µ0 . . . magnetic permeability of free space = 4π 10−7 Vs/Am
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Symbols
a . . . range [m]
a . . . dipole length [m]
a . . . formation factor
~A . . . vector field
~B . . . magnetic flux density [T]
C . . . sill
C0 . . . nugget effect
Cov . . . covariance
d . . . diameter [m]
di . . . data points
~D . . . electric flux density [C/m2]
E . . . expectation
~E . . . electric field strength [V/m]
E0 . . . emitted electric field strength [V/m]
En . . . field strength contribution of the n-th Fresnel zone [V/m]
f . . . function
F . . . regionalised data
G . . . Gaussian data
h . . . lag distance [m]
h . . . height [m]
~h . . . lag distance vector [m]
~H . . . magnetic field strength [A/m]
I . . . current [A]
~ . . . free current density [A/m2]
~k . . . wavenumber vector [1/m]
kB . . . Boltzmann’s constant = 1.38 10−23 J/K
K . . . configuration factor [m]
l . . . length [m]
m . . . mean
m . . . cementation factor
M . . . model
n . . . dipole separation [ ]
n . . . saturation exponent
N . . . natural number
p . . . probability density
p . . . electric dipole moment [Cm]
~P . . . polarisation density [C/m2]
r . . . radius [m]
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R . . . receiver
~r . . . position vector [m]
sn . . . travel path of the n-th Fresnel zone [m]
t . . . time [s]
T . . . transmitter
T . . . periodic time [s]
T . . . temperature [K]
U . . . voltage [V]
v . . . velocity [m/s]
V . . . volumetric fraction [m3/m3]
Var . . . variance
~x . . . position vector [m]
Z . . . random function
α . . . angle [°]
α . . . attenuation constant [1/m]
β . . . phase constant [1/m]
Φ . . . normal score transformation
Φ . . . potential field
Φ . . . effective porosity [m3/m3]
γ . . . semivariance
δ . . . Dirac’s delta function, δ(x) = ∞ for x = 0; δ(x) = 0 for x 6= 0
εr . . . relative dielectric permittivity [ ]
εeff . . . effective dielectric permittivity [ ]
ΘV . . . volumetric soil water content [m3/m3]
λ . . . wavelength [m]
λ . . . anisotropy factor [ ]
µr . . . relative magnetic permeability [ ]
ν . . . frequency [1/s]
ξ . . . variable
ρ . . . resistivity [Ωm]
ρa . . . apparent resistivity [Ωm]
%el . . . electric charge density [C/m3]
%N . . . molecule density [1/m3]
ρ . . . coefficient of reflection [ ]
σ . . . electrical conductivity [S/m]
σa . . . apparent conductivity [S/m]
σq . . . interface conductivity [S/m]
σw . . . conductivity of pore fluid [S/m]
σ . . . RMS deviation
τ . . . coefficient of transmission [ ]
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τ . . . relaxation time [s]
ω . . . angular frequency = 2π ν [1/s]
~∇ . . . Nabla operator = (∂/∂x, ∂/∂y, ∂/∂z)
∆ . . . Laplace operator = (∂2/∂x2 + ∂2/∂y2 + ∂2/∂z2)
∗ . . . convolution operator

a(t) ∗ b(t) =
∫∞
−∞ a(τ)b(t− τ) dτ =

∫∞
−∞ a(t− τ)b(τ) dτ

∀ . . . for all

Indices and accents
′ . . . real part
′′ . . . imaginary part

t . . . tangential component

n . . . normal component
a,b . . . medium a or b
a,m,w,bw . . . air, soil matrix, water, bound water
i,r,t . . . incident, reflected, and transmitted wave

x,y,z . . . x, y, and z component of a vector
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Impedanztomographie unter Berücksichtigung von endlicher Anzahl und
endlicher Genauigkeit der Meßdaten. Dissertation, Universität Leipzig.

Friedel, S. (2003). Resolution, stability and efficiency of resistivity tomogra-
phy estimated from a generalized inverse approach. Geophysical Journal
International, 153:305–316.

Galagedara, L. W., Parkin, G. W., Redman, J. D., Bertoldi, P. v., and Endres,
A. L. (2005). Field studies of the gpr ground wave method for estimating
soil water content during irrigation and drainage. Journal of Hydrology,
301:182–197.
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Western, A. W. and Blöschl, G. (1999). On the spatial scaling of soil moisture.
Journal of Hydrology, 217:203–224.
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