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When binary systems of neutron stars merge, a very small fraction of their rest mass is ejected, either
dynamically or secularly. This material is neutron-rich and its nucleosynthesis provides the astrophysical
site for the production of heavy elements in the Universe, together with a kilonova signal confirming
neutron-star mergers as the origin of short gamma-ray bursts. We perform full general-relativistic
simulations of binary neutron-star mergers employing three different nuclear-physics equations of state
(EOSs), considering both equal- and unequal-mass configurations, and adopting a leakage scheme to
account for neutrino radiative losses. Using a combination of techniques, we carry out an extensive and
systematic study of the hydrodynamical, thermodynamical, and geometrical properties of the matter ejected
dynamically, employing the WinNet nuclear-reaction network to recover the relative abundances of heavy
elements produced by each configurations. Among the results obtained, three are particularly important.
First, we find that, within the sample considered here, both the properties of the dynamical ejecta and the
nucleosynthesis yields are robust against variations of the EOS and masses. Second, using a conservative
but robust criterion for unbound matter, we find that the amount of ejected mass is ≲10−3 M⊙, hence at
least one order of magnitude smaller than what normally assumed in modelling kilonova signals. Finally,
using a simplified and gray-opacity model we assess the observability of the infrared kilonova emission
finding, that for all binaries the luminosity peaks around ∼1=2 day in the H-band, reaching a maximum
magnitude of −13, and decreasing rapidly after one day.
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I. INTRODUCTION

The recent detections of gravitational waves from binary
neutron stars [1] (BNS) and binary black hole mergers [2–4]
by the LIGO/Virgo Scientific Collaboration has signalled the
beginning of the era of gravitational-wave astronomy and
multimessenger astronomy. In the coming years, additional
detectors such as KAGRA and the Einstein Telescope (ET)
[5–7] are coming online or projected for operation and
will allow for a new observational window on the Universe,
complementary to the electromagnetic one.
The simultaneous detection of an electromagnetic

counterpart [8,9] alongside GW170817 has provided con-
vincings evidence that explains the long-standing puzzle of
the origin of short gamma-ray bursts (SGRBs) in terms of
merging BNSs [1,8,10–13]. Although only a single neutron
star merger has so far been detected, more BNS mergers are
expected to be observed in the coming years. Anticipating
these observations, significant progress has been made over
the last decade to accurately simulate their inspiral, merger
and post-merger dynamics (see Refs. [14,15] for some
recent reviews).

An electromagnetic counterpart from a merger that has
recently received significant attention is that of a kilonova
[16–31]. A kilonova is an infrared/optical signal powered
by the decay of a variety of heavy elements, with a dominant
contributions from the elements near the second r-process
peak (i.e., 133I, 132Te and 133Xe), and subdominant ones from
the third r-process peak and unstable transuranian elements.
Throughout the history of ourUniverse this process has given
rise to about half of the elements heavier than iron. These
elements can be formed after a BNS merger due to the onset
of rapid neutron-capture process (r-process; see Ref. [32]
for a recent review). Prior to the simultaneous detection of a
kilonova with GW170817, kilonovae may have potentially
already been observed in GRB 130603B [33,34], GRB
060614 [35,36] and GRB 050709 [37], but the very large
uncertainties in these measurement have so far prevented an
unambiguous identification.
While the fundamental concept of r-process has been

known for decades [38], its astrophysical origin has not
been unambiguously identified yet. For matter to undergo
r-process nucleosynthesis, in fact, a very neutron-rich and
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explosive environment is required and this puts constraints
on the potential astrophysical sites where the process
should take place. The two commonly suggested astro-
physical sites are core-collapse supernovae and BNS
mergers. Recent simulations of core-collapse supernovae
(CCSN) have shown that the environment in the outer
layers of the explosion is not neutron-rich enough and
have been unable to reproduce the observed solar system
abundances of heavy elements [39–42], although rare
forms of CCSN driven by magnetic fields are also a
possibility [43–45]. In contrast, neutron star mergers are
considered an increasingly likely source of heavy elements.
Recent observations of ultrafaint dwarf galaxies [46] have
strongly pointed towards BNS mergers being the main site
of production of r-process elements.
Furthermore, increasingly sophisticated numerical-

relativity simulations with neutrino transport have shown
that not only significant amounts of material are ejected
(due to a variety of physical processes) in BNS mergers,
but the environment in the ejecta provides the necessary
conditions to trigger and sustain robust r-process nucleo-
synthesis. Numerous simulations ranging from Newtonian
to full relativistic, with a variety of microphysical treat-
ments, have shown four broad ejection mechanisms. These
are: dynamical ejecta [21,23,24,26,47–56], neutrino-driven
winds [20,22,25,57–61], magnetically driven winds
[62–66], and viscous evolution of the accretion disk
[67–70]. Their typical time scales are approximately
∼10 ms for dynamical ejecta, ∼100 ms for magnetically
driven or neutrino-driven winds, and ∼1 s for viscous evo-
lution.Due to thehigh computational cost ofperforming long-
term fully relativistic simulations, mostly dynamical ejecta
have been studied in full relativity, while other mechanisms
have been the subject of mostly Newtonian simulations.
In this work, we present a number of high-resolution

numerical-relativity simulations of BNS mergers to inves-
tigate the effects of the neutron-star initial masses, mass
ratios and most importantly the microphysical equation of
state (EOS) on the resulting r-process nucleosynthesis. We
consider three fully temperature-dependent EOSs spanning
a wide range of stiffness as measured from the stellar
compactness, i.e., the ratio of the mass and radius of the
corresponding nonrotating models. For each EOS, we
consider three equal-mass initial setups covering a realistic
range of initial BNS masses. Additionally, we consider for
each EOS one unequal-mass case.
To follow the evolution of the fluid, we use a combi-

nation of techniques, namely outflow detectors and
passively advected fluid tracers. The properties and use
of the latter in general-relativistic simulations have
been discussed in Ref. [71]. We then post-process the
data using a complete nuclear-reaction network [43,72] to
obtain the final r-process abundances. We also compute
the associated kilonova light curves using the model
outlined in Ref. [19].

We find that the amount of dynamically ejected mass is
of the order of 10−3 M⊙, which, although rather small, is
consistent with current constraints on the typical BNS
merger rates and observed abundances of heavy elements in
the Milky Way. Although some variation in the properties
of the ejected mass (i.e., typical values of the electron
fraction, entropy or velocity) are observed and appear to
correlate with the choice of EOS or neutron-star mass for a
given BNS model, these differences have minimal influ-
ence on the final r-process nucleosynthesis yields. Given
the kilonova light curves associated to our simulations, we
find that the prospects for their direct observation are rather
limited; however, in view of the approximations made in
our current analysis, this may be not a conclusive statement.
Finally, we have uncovered an interesting geometrical
structure in the angular distribution of the ejecta which
could have important implications on the properties of the
kilonova signal.
The paper is structured as follows: in Sec. II, we

introduce the mathematical and numerical methods
employed, together with the initial BNS configurations
that we evolve. Section III, instead, summarizes the main
properties of the physical models and numerical techniques
that we employ to study the BNS evolution as well as to
recover the heavy-element abundances. Sections IV–VD
present our results and findings in terms of the mass
ejected, the electron fraction, the specific entropy, and
the ejecta velocity. Similarly, Secs. VII–VII B report our
estimates for the kilonova light curves and their detect-
ability, together with the constraints on the merger rates of
BNSs. Finally, we conclude in Sec. IX.
Unless otherwise specified, we use a system of units

such that c ¼ G ¼ M⊙ ¼ 1, where c is the speed of light in
vacuum,G is the gravitational constant, andM⊙ is the mass
of the Sun. We use Einstein’s convention of summation
over repeated indices. Latin indices run over 1,2,3, while
Greek indices run over 0,1,2,3. The spacetime metric
signature we adopt is ð−;þ;þ;þÞ.

II. PHYSICAL SETUP AND INITIAL DATA

We consider both equal- and unequal-mass BNS systems
on quasicircular orbits, with initial configurations con-
structed from three different EOSs, spanning a wide range
in stiffness. From the stiffest to the softest, these EOSs are
(i) DD2 [73]; (ii) LS220 [74] with compressibility param-
eter K ¼ 220 MeV; SFHO [75]. Note that recent calcu-
lations in Ref. [76] have shown that the LS220 EOS does
not satisfy constraints stemming from a lower bound on the
energy per nucleon provided by the unitary-gas approxi-
mation. This result disfavors the LS220 as a viable model
for the microphysics of neutron stars, but since this EOS is
also one of the most well-studied in numerical applications,
we include it in our study since it provides a useful
comparison with the literature. Additionally, the DD2
and SFHO EOSs include additional light nuclei that are
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not included in the LS220 and these change the neutrino
interactions [77].
For each EOS, we consider three different equal-mass

setups, with neutron-star gravitational masses of 1.25,1.35
and 1.45 M⊙, respectively; and one unequal-mass system,
with star masses of 1.2 and 1.35 M⊙, resulting in a mass
ratio q ¼ 0.9 and a total ADM mass (see Ref. [78] for a
definition) of the system which is intermediate between the
two lightest equal-mass configurations for the same EOS.
The stars’ initial separation is chosen to be 45 km, resulting
in an inspiral phase of approximately ∼3 orbits. Table I
summarizes the properties of each system. The stars initial
states are computed at neutrinoless beta equilibrium, i.e., at
zero neutrino chemical potential, thus setting the initial
values of the electron fraction. The initial data for every
binary was constructed using the LORENE pseudospectral
elliptic solver [79] and refers to irrotational binaries in
quasicircular orbit.

III. METHODS

We summarize in this section the salient features of the
physical models we employ to study the evolution of the
BNS systems introduced in the previous section, as well
as the numerical methods used and their implementation. In
the interest of brevity, and since our approach does not
significantly differ from well-known ones already
described in the literature, we provide here only a succinct
discussion.

A. General-relativistic hydrodynamics
and neutrino transport

We model the neutron-star matter (as well as the matter
ejected by the system) as a perfect fluid, using the
temperature-dependent EOSs mentioned in the previous

section.1 The fluid evolution is described by the continuity
equation, which expresses the conservation of baryon mass,
and the relativistic Euler equations (taking the form of local
conservation of the fluid stress-energy tensor components)
(see Ref. [80] for a comprehensive discussion).
We include the contribution from neutrino interactions,

which can change the composition of the material, and in
particular the value of the electron fraction, which would be
otherwise simply advected by the fluid velocity. To this end
we employ a “leakage” scheme [81–83], which takes into
account cooling due to neutrino emission, but does not
model absorption and heating. In the presence of such
interactions, a source term must be added both to the
continuity equation and Euler equations, which, following
[84], take the form

∇αðnbuαÞ ¼ 0; ð1Þ

∇αðneuαÞ ¼ R; ð2Þ

∇βTαβ ¼ Quα; ð3Þ

where nb and ne are the baryon and electron number
density, uα is the fluid 4-velocity and Tαβ is the fluid stress-
energy tensor. Here, R is the net lepton-number emission
rate, while Q is the net neutrino-cooling rate, and both are
defined per unit volume and in the fluid rest-frame. A
detailed discussion on the estimation of Q and R is
contained in Refs. [24,84].

TABLE I. Summary of the properties of the systems under consideration. The columns denote, respectively: the EOS; the gravitational
mass ratio q ≔ M1=M2 at infinite separation; the gravitational masses M1;2 of the two stars at infinite separation; the stars’ radii R1;2 at
infinite separation; the ADM mass MADM of the system; the baryon masses Mb;1;2; the maximum mass of a nonrotating model of the
given EOSMTOV; the radius of the maximum mass nonrotating model of the given EOS RTOV; the compactnesses C1;2 ≔ M1;2=R1;2; the
total angular momentum J at the initial separation.

M1 M2 R1 R2 MADM Mb;1 Mb;2 MTOV RTOV C1 C2 J
Model EOS q ½M⊙� ½M⊙� [km] [km] ½M⊙� ½M⊙� ½M⊙� ½M⊙� [km] - - ½M2⊙�
DD2-M1.25 DD2 1.0 1.25 1.25 13.20 13.20 2.48 1.35 1.35 2.42 11.90 0.140 0.140 6.40
DD2-M1.35 DD2 1.0 1.35 1.35 13.23 13.23 2.68 1.47 1.47 2.42 11.90 0.151 0.151 7.31
DD2-M1.45 DD2 1.0 1.45 1.45 13.25 13.25 2.87 1.59 1.59 2.42 11.90 0.161 0.161 8.19
DD2-q09 DD2 0.9 1.22 1.35 13.19 13.23 2.55 1.31 1.47 2.42 11.90 0.136 0.151 6.68
LS220-M1.25 LS220 1.0 1.25 1.25 12.80 12.80 2.48 1.36 1.36 2.04 10.65 0.144 0.144 6.42
LS220-M1.35 LS220 1.0 1.35 1.35 12.75 12.75 2.67 1.47 1.47 2.04 10.65 0.156 0.156 7.26
LS220-M1.45 LS220 1.0 1.45 1.45 12.67 12.67 2.87 1.60 1.60 2.04 10.65 0.169 0.169 8.20
LS220-q09 LS220 0.9 1.21 1.35 12.81 12.75 2.61 1.32 1.47 2.04 10.65 0.140 0.156 6.98
SFHO-M1.25 SFHO 1.0 1.25 1.25 11.97 11.97 2.48 1.36 1.36 2.06 10.31 0.155 0.155 6.40
SFHO-M1.35 SFHO 1.0 1.35 1.35 11.92 11.92 2.68 1.48 1.48 2.06 10.31 0.167 0.167 7.28
SFHO-M1.45 SFHO 1.0 1.45 1.45 11.87 11.87 2.87 1.61 1.61 2.06 10.31 0.181 0.181 8.20
SFHO-q09 SFHO 0.9 1.22 1.35 11.97 11.92 2.55 1.32 1.48 2.06 10.31 0.150 0.167 6.67

1Note that the use of a simple barotropic EOS would not be
suitable here, since it would not capture the nonisentropic
processes taking place after the merger and because neutrino
interactions depend sensitively on the temperature and compo-
sition of the fluid.
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The numerical scheme used to solve the hydrodynamics
evolution equations is a finite-volumes method, applied to
the flux-conservative formulation of Eq. (3). We employ
the fifth-order MP5 [85] reconstruction operator, the HLLE
Riemann solver [86] and the positivity-preserving limiter of
Ref. [87,88]. We also make use of the refluxing technique
[89] to minimize numerical spurious losses or gains of mass
at the interface between refinement levels. The scheme is
implemented in the WHISKYTHC code [88,90].
To integrate Einstein equations and obtain the spacetime

evolution we use a fourth order finite-differences method
applied to the BSSNOK formulation [91–93] of Einstein
equations. The gauge conditions are the standard “1þ log”
and “Gamma driver” choices (see, e.g., Ref. [94]). The
spacetime evolution is provided by the MCLACHLAN code
[95], and coupled to the hydrodynamics evolution through
the evaluation of the fluid stress-energy tensor.
An adaptive mesh refinement (AMR) approach based on

the CARPET mesh-refinement driver [96] is used to increase
resolution as well as extend the spatial domain, placing the
outer boundary as close as possible to the wave zone. In
particular, we employ a Cartesian 3D grid with six box-
in-box levels of mesh refinement (promoted to seven after
merger), so that the finest, innermost grid during the
inspiral has a resolution of 0.15 M⊙ ≃ 215 m. The outer
boundary of the domain extends to 512 M⊙ ≃ 760 km.
The time step is fixed to one sixth of the grid spacing and a
third-order strong stability preserving Runge-Kutta method
is used for advancing the computation in time.

B. Tracer particles and outflow detectors

To follow the flow of ejected material we employ two
different techniques. The first technique is the use of tracer
particles [21,71,97,98], i.e., massless particles passively
advected with the fluid. A total of 2 × 105 tracers are placed
with a uniform distribution in the density interval
107 g=cm3 ≲ ρ≲ 1015 g=cm3 at the time of merger (see
Ref. [71] for a discussion on why this distribution of tracers
is the optimal one). Fluid properties are interpolated at
the tracers location, providing a detailed account of the
evolution of the associated fluid element. Following the
description in Ref. [71], a “tracer mass” can be associated
to the otherwise massless tracers by locally integrating a
mass flux through a sphere of given radius. Combining this
mass with the history of the evolution of the tracer particle
provides the initial input for the nuclear-reaction network
discussed in Sec. III D.
The second technique employed to follow the ejected

material is the use of so-called outflow detectors, i.e.,
spherical surfaces placed at a fixed coordinate radius
around the center of the computational domain. These
detectors are able to measure the flux of the fluid through
their surface and record the various hydrodynamical and
thermodynamical quantities as a function of time. In our
simulations, we employ nine detectors set at radii between

100 and 500 M⊙ with a separation of 50 M⊙. Each
detector has a resolution of 55 points in the polar and
96 points in the azimuthal direction, and the detector
located at a radius of 200 M⊙ ≈ 300 km is our fiducial
one. As the fluid passes through a detector spherical
surface, hydrodynamical and thermodynamical variables
are interpolated onto it, allowing us to record the entire
evolution of the fluid in all angular directions. Note that we
define the total ejected mass by integrating the unbound
mass flux over the surface of the detector, in contrast to,
e.g., Ref. [54], where the rest-mass density of all unbound
fluid elements is integrated over the whole computational
domain (see Sec. VA for further details).

C. Selection of unbound material

Regardless of whether tracer particles or outflow detec-
tors are used, it is necessary to define a criterion to identify
gravitationally unbound material, which will not accrete
back onto the merger remnant and can be considered
ejected from the system.
The difficulty in determining gravitationally unbound

material arises mostly due to the finite size of the grid.
Ejecta can only be followed to the edge of the computa-
tional domain, which is still relatively close to the BNS
merger product, and can still be influenced by its gravi-
tational potential. This problem could be alleviated by
using a larger grid, but this comes at greater computational
cost and a few numerical drawbacks (e.g., poor resolution
in an AMR grid). Likewise, we are interested in tracking
the evolution of the ejected material to study the kilonova
signal, which is expected to peak days after merger.
However, computing the evolution of the ejecta for such
long timescales is currently computationally unfeasible in
full numerical-relativity simulations, which can run at most
for timescales on the order of tens of milliseconds after
merger.
As such, a criterion to define unbound material is

therefore needed and we choose to define a fluid element
as “unbound” if it satisfies the so-called geodesic criterion
(e.g., Refs. [23,99]), i.e., if ut ≤ −1, where ut is the
covariant time component of the fluid element 4-velocity.
The justification of such a criterion is clear when consid-
ering its Newtonian limit. In this case ut ≈ −1 − ϕ − v2=2,
where ϕ is the gravitational potential (see Ref. [80]).
At large separations from the gravitational sources, the
gravitational potential can be neglected, ϕ≃ 0 and thus
ut ≈ −1 − v2=2 ≤ −1. The criterion amounts therefore to
imposing that the fluid element should have non-zero
velocity at infinity.
An alternative criterion that has been studied [99] is the

so-called Bernoulli criterion. In this case, a fluid element is
defined to be unbound if hut ≤ −1, h being the fluid
specific enthalpy. In the following, we only consider the
geodesic criterion, and hereafter the adjective “unbound”
will refer exclusively to material satisfying it. We consider
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however the impact that the choice of the criterion for
material to be unbound can have on the properties of
dynamically ejected material in Appendix A, where we
present a comparison of the results obtained with the
geodesic and Bernoulli criteria. However, since h ≥ 1
[80], it is clear that the Bernoulli criterion will be in
general less restrictive than the geodesic one, yielding an
amount of ejected material that is at least twice larger.

D. Nuclear network overview

The nucleosynthesis calculations are carried out with the
complete WINNET nuclear-reaction network [43,72]. Over
5800 nuclei between the valley of stability and the neutron-
drip line are taken into account. The reaction rates are taken
from the compilation of Ref. [100] for the finite range
droplet model (FRDM [101]) and we consider weak-
interaction rates including neutrino absorption on nucleons
[102,103]. Neutron-capture rates for nuclei with atomic
number Z ≳ 80 and neutron-induced fission rates are taken
from Ref. [104]. Moreover, we include beta-delayed fission
probabilities from Ref. [105]. Our network has been used as
a benchmark in a recent comparison with another general-
purpose nuclear-reaction network [106], showing a very
good overall agreement.
As detailed in Sec. VI, we post-process representative

subsets of unbound tracers from the hydrodynamical
simulations according to three different methods of selec-
tion. From every tracer, a time series of the rest-mass
density, temperature, specific entropy, and electron fraction
is extracted, on which the nuclear network acts. For each of
these tracers, we start our calculations when the temper-
ature drops below T ¼ 1010 K ¼ 10 GK. Due to the high
temperatures, the initial composition is given by nuclear
statistical equilibrium (NSE), and is dominated by nucleons
and alpha particles. We assume NSE to hold for T ≳ 8 GK.
When the temperature drops below the NSE threshold, the
composition is evolved with the full reaction network. As
most of the tracer trajectories were simulated only until
∼20 ms after the merger, we extrapolate them to very large
distances using the following prescriptions for the position,
density and temperature evolution [72,107]

rðtÞ ¼ r0 þ v0t; ð4Þ

ρðtÞ ¼ ρ0

�
t
t0

�
−3
; ð5Þ

TðtÞ ¼ T½s; ρðtÞ; YeðtÞ�: ð6Þ

where ρ is the total rest-mass density, r the coordinate
radius, v the 3-velocity, s the specific entropy, and Ye ≔
ne=nb the electron fraction. The subscript “0” indicates the
last available values from the hydrodynamical simulations,
and the temperature is computed from the Helmholtz EOS
[108,109]. This ansatz for the ejecta expansion is well

justified, at least at late times, as shown in Ref. [71], where
tracers were reported to move ballistically along radial
directions and to expand adiabatically at large distances
from the merger product.
Furthermore, we compute the energy released by the

r-process and include its impact on the evolution of the
fluid entropy [110]. In particular, the major contribution to
the radioactive heating is expected to come from beta
decays and we assume the energy to be about equally
distributed between thermalizing electrons and photons,
and escaping neutrinos and photons [111].

IV. OVERVIEW OF SIMULATIONS

In what follows we discuss the results from the simu-
lations comparing the outflow properties of the dynami-
cally ejected material such as: the mass ejected Mej, the
electron fraction Ye, the specific entropy s, and the ejecta
velocity vej, for the different simulation parameters.
To investigate the effects of the EOS and initial masses

on the dynamical ejecta, and hence the r-process nucleo-
synthesis, a total of 12 simulations were run. To study the
effects of the EOS, three fully temperature-dependent EOSs
were used, spanning a wide range in stiffness. For each
EOS, four different masses parameters were run with 3
equal-mass and 1 unequal-mass case. For each simulation,
at least 10 ms after merger was simulated to ensure a
sufficient time for the dynamical ejecta to reach 300 km,
which is where the properties of the dynamical ejecta are
measured.
For each BNS model, we simulate approximately ∼ 3

orbits before merger and we define the time of merger to be
the time at which the gravitational-wave amplitude reaches
its first peak [112]; in the following we define the time
origin such that t ¼ 0 corresponds to the time of merger.
Given the maximum mass of nonrotating neutron star
models,MTOV, and the initial mass of the merging binaries,
all the mergers that do not yield a prompt collapse to a
black hole produce a hypermassive neutron star (HMNS),
i.e., a neutron star whose mass exceeds the maximum mass
supported by uniform rotation, Mmax ≃ 1.20MTOV [113],
and that is in a metastable equilibrium state supported
by differential rotation, with a quasiuniversal rotation
profile [114].
The three binaries which instead collapse to a black

hole are SFHO-M1.35, SFHO-M1.45, and LS220-
M1.45 with the latter two being a prompt collapse. More
specifically, for SFHO-M1.45 the collapse is right
at merger and results in very little material being ejected
(see discussion in Sec. VA), while for LS220-M1.45
the collapse takes place about ∼0.5 ms after merger,
which is sufficient to allow for material to be ejected.
Finally for SFHO-M1.35, the collapses to a black hole
takes place at ∼10 ms after the merger, when the HMNS
has lost sufficient angular momentum.
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To show the spatial distributions of various quantities in
the simulations, Fig. 1 reports three different time slices, 5,
10, 15 ms from top to bottom, of the electron fraction (left
panels) and the temperature (right panels) in the ðx; yÞ-
(bottom panels) and ðx; zÞ-planes (top panels) for the three
different EOSs of 1.35 M⊙ equal-mass initial data.
As anticipated in the Introduction, in terms of dynamical

ejecta, there are two main processes which can eject
material: tidal forces and shock heating. Tidal forces arise
from tidal interactions during merging and eject material
primarily along the orbital plane and are a manifestation of

gravitational interactions. In comparison, shock heating, is
approximately spherically symmetric [23] and depends on
the thermal properties of the fluid. These two distinct
mechanisms are illustrated in Fig. 1 where the planar region
shows lower Ye and denser material, while the polar regions
have higher Ye and less dense material.
We first consider the tidal ejecta. This kind of ejecta

tends to be very neutron-rich, since it becomes unbound
immediately during and following merger, and originates
from matter near the surfaces of the stars. These tidal tails
can be observed in the ðx; yÞ-plane at 5 ms (top row) panels

FIG. 1. Evolution of the electron fraction (left parts of panels) and of the temperature (right parts of panels) on the ðx; zÞ plane (top
panels) and on the ðx; yÞ plane (bottom panels), for the different EOSs, namely: DD2, LS220, SFHO, from left to right. All panels refer
to binaries with masses of 2 × 1.35 M⊙ and at the same representative times: 5 ms (top row), 10 ms (middle row), and 15 ms (bottom
row) after the merger.
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of Fig. 1, where they are visible in the outer regions beyond
300 km. This ejected material also tends to be cooler, with a
temperature of around 1 MeV. In contrast, in the ðx; zÞ-
plane, the Ye reaches much higher values, approximately
0.3, that are not observed in the orbital plane. These higher
values in the electron fraction are due to the shocked-heated
material. In the polar regions right above the HMNS, no
material is ejected tidally and neutrinos become free
streaming very close to the merger product. As a result
of weak interactions by means of which the free neutrons
are converted into protons, the material becomes less
neutron-rich. However, as the angle from the pole
decreases, the material becomes more optically thick and
more neutron-rich as the neutrino interactions are not as
strong. This angular dependence is also seen in the temper-
ature profiles as there are higher temperatures near the polar
axis when compared with the orbital plane.
It is important to note here that although neutrinos are

only treated simplistically [84] this broad-brush description
is qualitatively similar to more sophisticated approaches
such as those using an M1-scheme which lead to an
increase in the amount of ejected material in the polar
regions [23,26,115–117] and higher Ye.
Turning to the effects of the EOS, there is a clear overall

trend to be deduced from Fig. 1. The “softer” an EOS is, the
hotter the matter tends to be. This is due to the fact that a
softer EOS allows for a deeper gravitational well, which, in
turn, allows for the material to become hotter. This
dependence is clearest when comparing the softer SFHO
and the stiffer LS220 EOSs (left and right columns),2 where
the temperature in the ðx; yÞ-plane is much hotter for the
SFHO than the LS220, as expected. As a result, because
neutrino interactions depend on the temperature, the
electron fraction is also higher the softer an EOS is.
Again this is most clear when examining the fluid proper-
ties on the ðx; yÞ-plane of the SFHO and LS220 simu-
lations, where the data referring to the LS220 EOS is much
more neutron-rich when compared with the SFHO.

V. MATTER-OUTFLOW PROPERTIES

This section is dedicated to a comprehensive discussion
of the properties of the matter that is ejected dynamically in
the merger and is unbound. In particular, we will concen-
trate on the total amount of ejected matter as well as on the
distributions of this matter in terms of the electron fraction,
of the specific entropy and of the velocity of the fluid
elements.

A. Ejected-mass

An accurate measure of the total amount of ejected
material from a binary merger is essential for the

characterization of r-process elements and on the potential
observable properties of kilonova (see Sec. VII). In
Sec. III B, we defined the total ejected mass using outflow
detectors which measure the flux of unbound material at a
given radius. Hereafter, we consider the detector placed
at a radius of 200 M⊙ ≈ 300 km as the fiducial detector
through which to measure the amount and properties of the
ejected material. To compute the total mass ejected, the flux
of the rest-mass density through the detector’s spherical
surface is computed and then integrated over the whole
sphere. This gives the total mass-flux which can be
integrated over time to provide a measurement of the total
dynamically ejected material Mej. In this calculation, only
the flux associated to unbound fluid elements contributes to
the integral. Explicitly, for a detector at a given radial
distance, the total ejected mass is given by

MejðtÞ ≔
Z

t

0

Z
Ω
ρ�Wðαvr − βrÞ ffiffiffi

γ
p

ΩdΩdt0; ð7Þ

where
ffiffiffi
γ

p
Ω is the surface element on the detector (i.e., the

square root of the 2-metric induced on the detector by the
spacetime 4-metric); the term ρ�Wðαvr − βrÞ is the flux of
mass through the sphere, expressed in terms of the 3þ 1

quantities: the lapse function α, the shift vector βi, and the
fluid 3-velocity vi, the Lorentz factor W ≔ ð1 − viviÞ−1=2
and the fraction of the rest-mass density that is unbound ρ�,
i.e., of fluid elements that do satisfy the geodesic criterion.
The integral of the mass flux can then be integrated in time
beginning at merger, i.e., t ¼ 0 and ending at Tf, the time at
the end of the simulation.
Figure 2 reports the amount of ejected material

computed through Eq. (7) for the LS220 (blue), DD2
(green), and SFHO (red) EOSs and the different masses

FIG. 2. Evolution of the dynamically ejected unbound massMej
as measured through a detector at radius 300 km when using the
geodesic criterion and for the various binaries considered. The
star denotes the time of black-hole formation for model SFHO-
M1.35. Binaries LS220-M1.45 and SFHO-M1.35 collapse
shortly after merger and are not visible in the plot.

2As discussed in Sec. II, the inclusion of light nuclei changes
the composition, but not the temperature.
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and mass ratios.3 The results of Fig. 2 are also summarized
in Table II, whereMej refers to the mass ejected t ¼ 10 ms
after merger.
Overall, the qualitative behavior of all simulations is

similar. There is a large ejection of material, due to tidal
interactions and shock heating, that reach the detector
approximately 1 ms after merger and continues for about
4–5 ms before the flux becomes zero. However, this
apparent decrease in ejected material is simply due to
the geodesic criterion not being satisfied by the outflowing
material and not a physical decrease in outflow. In
Appendix A, we discuss how this picture changes when
considering the Bernoulli criterion, which allows for a
longer period of ejected material.
Figure 2 shows that the amount of ejected material is in

the range 0.5 − 1 × 10−3 M⊙, with two exceptions. The
first is the binary SFHO-M1.45, which collapses immedi-
ately to a black hole and results in very little material
ejected (almost an order of magnitude less), as most is
accreted onto the black hole. Conversely, the binary SFHO-
M1.35 model ejects a significant amount of material when
compared with the other models. Also this binary collapses
to a black hole around 9 ms (see star symbol in Fig. 2) and
since the SHFO EOS is a rather soft one, this HMNS is the
most compact we have simulated. Under these conditions,
it is natural that the larger compressions attained will lead to
stronger shock heating and hence to a larger dynamical
mass ejection.

A measurement of the ejected mass that is alternative to
that contained in Eq. (7) consists in evaluating a volume
integral of the rest-mass density of the unbound material
over the entire computational domain [23,54,55,118], i.e.,

MejðtÞ ¼
Z

ρ�W
ffiffiffi
γ

p
d3x: ð8Þ

As a cross-check we have employed this measurement for
model LS220-M1.35 and found thatMejðtÞ in this case is
obviously not a monotonically increasing function of time,
but reaches a maximum of Mej ¼ 0.80 × 10−3 M⊙. This
measurement differs only of 4% with that obtained via
Eq. (7), demonstrating the robustness of our mass ejection
and that the 300 km measurement radius is the most robust
choice. In addition, the downside of the use of Eq. (8) is that
because of the finite size of the domain, material that
reaches the outer boundary is no longer include in the
calculation and causes the total ejected mass to decrease.
Due to this, we have evaluated Eq. (8) at ∼3 ms after
merger where it reaches a maximum and thus introducing
some level of arbitrariness in the evaluation of the integral.
This specific arbitrariness does not arise with the flux-
integral method (7), which is integrated over all time, but
where a choice needs to be made for the extraction radius.
Finally, we note that our measured values of the ejected

masses are systematically smaller than those reported in
Ref. [23] for the same masses and EOS. This is likely due to
the neutrino treatment employed here and to the fact that
more-sophisticated M1-scheme with heating, such as that
used in Refs. [23,26], can allow for material to be more
energetic and hence to become more easily unbound [115].
On the other hand, our measurements agree with those of
Ref. [55], where a similar leakage approach was employed;

TABLE II. Summary of the mass-averaged quantities of Sec. V and kilonova observational quantities of Sec. VII computed from the
simulations. The columns are, respectively: Mej the dynamical mass ejecta measured at 300 km, hYei the mass-averaged electron
fraction, hsi the mass-averaged entropy, vej the mass-averaged velocity of the ejecta, hv∞i the velocity of the ejecta at infinity using
Eq. (9), tH;peak the peak time in the H-band of the kilonova signal, Lpeak the peak luminosity of the kilonova, mX;peak the peak absolute
magnitude in the X ¼ J, H, K bands respectively.

Mej hYei hsi hveji hv∞i tH;peak Lpeak mJ;peak mH;peak mK;peak

Model ½10−3 M⊙� - ½kB� ½10−1 c� ½10−1 c� [days] ½1040 erg=s� [AB] [AB] [AB]

DD2-M1.25 0.96 0.13 13.9 2.3 1.7 0.50 2.24 −12.6 −12.5 −12.4
DD2-M1.35 0.58 0.14 16.5 2.4 1.8 0.50 2.44 −12.7 −12.7 −12.5
DD2-M1.45 0.50 0.17 19.2 2.7 2.1 0.50 2.89 −12.9 −12.9 −12.5
DD2-q09 0.46 0.14 18.5 2.3 1.7 0.53 2.34 −12.7 −12.6 −12.4
LS220-M1.25 0.61 0.08 10.3 2.2 1.6 0.53 2.24 −12.6 −12.6 −12.4
LS220-M1.35 0.82 0.10 12.7 2.2 1.5 0.51 2.00 −12.5 −12.4 −12.2
LS220-M1.45 1.09 0.11 10.5 2.6 2.1 0.48 2.62 −12.8 −12.7 −12.5
LS220-q09 0.90 0.09 11.9 2.2 1.5 0.50 1.94 −12.4 −12.3 −12.1
SFHO-M1.25 0.55 0.14 15.6 2.5 2.0 0.47 2.54 −12.8 −12.7 −12.5
SFHO-M1.35 3.53 0.16 12.7 2.7 2.2 0.53 3.36 −13.2 −13.2 −13.0
SFHO-M1.45 0.01 0.24 35.9 3.1 2.6 0.16 0.86 −11.1 −10.9 −10.5
SFHO-q09 0.76 0.16 18.8 2.4 1.8 0.60 2.92 −12.0 −13.0 −12.9

3Unless specified otherwise, hereafter we will use the same
color scheme to refer to the various EOSs: simulations with the
LS220 EOS are shown blue, DD2 in green, and SFHO in red.
Furthermore, the different masses are defined as follows,
1.25 M⊙ is dashed, 1.35 M⊙ is solid, 1.45 M⊙ is dotted, and
q ¼ 0.9 is dash-dotted.
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at the same time, the preliminary use of an M0-scheme as
that used in Ref. [24] is insufficient to explain this differ-
ence in the ejected mass. Finally, since the amount of the
ejected material depends also on the specific properties of
the computational infrastructure [e.g., the location of the
extraction radius4 in Eq. (7), or the size of the computa-
tional domain in Eq. (8)] only a direct comparison of the
various neutrino-transport schemes within the same code
can quantify the variance of the ejected matter on the
neutrino treatment or the numerical specifications.

B. Electron-fraction distributions

The electron fraction is an important ingredient to
determine the r-process nucleosynthesis yields since Ye
is effectively a measure of how many free neutrons are
available. Typically, low-Ye environments, i.e., with more
free neutrons, favor a robust r-process and yield a higher
fraction of heavier elements while in high-Ye regimes, i.e.,
with less free neutrons, the production of very heavy
elements tends to be suppressed. Differences in Ye also
correspond to potential differences in the properties of the
resulting kilonova signal, due to the efficient production (or
lack thereof) of high-opacity elements such as lanthanides.
In particular, the so-called “blue” kilonovae (i.e., peaking at
higher frequencies, in the optical band) are possible in
environments with Ye ≳ 0.25 and “red” kilonovae (peaking
in the infrared) in environments with Ye ≲ 0.25 [27,32] (we
will discuss the angular distributions of the thermodynam-
ical quantities and their impact on the kilonova in Secs. VII
and VII A).
Figure 3 shows histograms of the mass distribution of the

ejected matter over the electron fraction for all 12 simu-
lations, as computed from the data relative to our fiducial

detector at radius 300 km; different panels refer to different
EOSs, while the various lines refer to the different binaries
we have evolved. In practice, each patch into which the
detector sphere is subdivided, the local electron fraction
value is recorded and the local amount of ejected mass is
estimated. These values are then integrated over time up to
Tf to produce the mass ejected along with the correspond-
ing Ye; the resulting Ye range is divided into bins of width
0.01 and the unbound mass of each patch at each time is
assigned to a bin according to its corresponding value of Ye,
thereby generating the histograms shown in Fig. 3.
Irrespective of the EOS and mass configuration of the

runs, common qualitative features emerge. For all EOSs,
the ejected mass is distributed in a range of Ye varying from
approximately 0.04 up to 0.4, peaking at Ye ≲ 0.2. The
only exception is the SFHO-M1.45 model, which ejects
little material due to black hole formation and whose
distribution peaks at higher values of Ye. This spread of
the electron fraction over a wide range is due to the
inclusion of a neutrino treatment, which causes the number
of electrons to change due to weak interactions. Failure to
take such interaction into account would result in a very
different distribution, sharply peaked at very low values of
Ye, i.e., pure neutron matter (see, e.g., Ref. [24]).
More in detail, the LS220 runs (left panel) exhibit very

similar distributions for all mass configurations, peaking at
approximately Ye ¼ 0.05with a secondary peak at Ye ≈ 0.2
before sharply dropping off at electron fraction values of
Ye ≳ 0.3. The distributions of the DD2 (middle panel) also
all exhibit a similar behaviour, with a sharp increasing at
Ye ∼ 0.05 before broadening out with a sharp drop around
Ye ∼ 0.3. Finally, the distributions of the SFHO runs (right
panel) exhibit a somewhat different behavior, although
spanning a similarly broad range in Ye. The main
differences in this case are the tail of the distribution at
higher values of the electron fraction. In all cases, most of
the ejected matter is found at low values of the electron
fraction, i.e., it is very neutron-rich, which suggests a robust
r-process in all of the cases considered here.

FIG. 3. Distributions of the ejected mass fraction as function of the electron fraction Ye, as measured by a detector at radius 300 km.
The range of Ye is divided into bins of width 0.01. The histograms are normalized over the total ejected massMej. The left panel refers to
the DD2 EOS simulations, the middle one to the LS220 EOS and the right one to the SFHO EOS; different line types mark binaries with
different masses and mass ratios.

4In our calculations we have found that the difference between
the sphere at 300 km and a sphere at 740 km is about 30%
irrespective of EOS. Although the sphere further away has a
slightly higher ejected mass, the properties of the fluid are very
close to atmosphere at these radii and should be avoided.
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This conclusion is also supported by Table II, where the
average values hYei of the electron fraction are reported for
all 12 runs. The averages are computed over the mass/
electron fraction histograms of Fig. 3. As can be seen in all
simulations, the average value of the electron fraction in the
ejecta is approximately 0.15 or lower, indicating on average
a very neutron-rich environment. The only exception is
model SFHO-M1.45 where hYei ¼ 0.24.
In Fig. 4, to help the comparison of the results across

different EOSs the distributions are arranged according to
the total mass of the BNS (the unequal-mass cases are
excluded) instead of EOS in Fig. 3. In all panels, there is a
noticeable trend in the distributions of Ye, which is most
evident in the 1.25 M⊙-case (left panel), where hYei ¼
0.08, 0.13, and 0.14 for LS220, DD2, and SFHO EOSs,
respectively. This increase in Ye is expected when consid-
ering that neutrino interactions depend strongly on the
temperature. The average entropy (see Sec. V C) of these
simulations is 10.3, 13.9, and 15.6kB respectively. Entropy
is related to temperature and the higher the entropy, the
higher the average temperature, cf., Fig. 3, and hence more
free neutrons are converted into neutrinos through positron
capture, increasing Ye.
This effect is also related to the compactness of the

object, albeit this relation should be treated carefully.
SFHO is the softest EOS, which leads to the most compact
objects. This results in higher temperatures during the
merger, which causes an increase in the neutrino reactions,
which decreases the number of neutrons and as expected
has the highest average Ye. In contrast, from Table I one
would expect that because LS220 is more compact than
DD2, LS220 should have a higher average Ye and entropy
when the opposite is this the case. This difference is due to
compactness being a property calculated for cold beta-
equilibrium where the effects of composition are minimal.
As discussed in Sec. II, the LS220 does not include light
nuclei which can change the composition and the neutrino
interactions so this seemingly non-monotonic relation
between compactness and average Ye arises from different

constructions of the EOS. When comparing DD2 and
SFHO and excluding LS220, there is a clear monotonic
relationship between C and Ye.
When comparing our results with that of simulations

with similar initial data, there is a disagreement with
computed values of the electron fraction. For example,
for the DD2-M1.35 model with our measured value of
hYei ¼ 0.14, the authors of Ref. [23] report hYei ¼ 0.29
with an M1-scheme independent of resolution and hYei ¼
0.26 with a leakage scheme with a resolution of 200 m.
However, a similar distribution in Ye is observed in
Refs. [55,119], which use a similar leakage scheme to
the one used here.

C. Specific-entropy distributions

The next thermodynamic quantity we consider is the
distribution of the ejected material over the entropy per
baryon s. The specific entropy is important in r-process
nucleosynthesis as it impacts the neutron-to-seed ratio, with
high initial neutron-to-seed ratios favoring the production
of heavy nuclei during the r-process nucleosynthesis
even at relatively high electron fractions. In particular, in
radiative environments such as those accompanying the
ejected matter, the specific entropy will scale with the
temperature as s ∝ T3, so that the shock-heated (and hotter)
part of the dynamical ejecta will exhibit higher entropies.
In turn, because the seed nuclei will be photodissociated
at high temperatures, a higher specific entropy will increase
the neutron-to-seed ratio and thus r-process nucleosynthe-
sis. In contrast, the cold, tidal dynamic ejecta, and which
dominates the unbound matter in Newtonian simulations,
(see, e.g., Refs. [47,110,120]) usually exhibit low entropy,
but extremely neutron-rich material [72]. The distributions
of the specific entropy computed with the same procedure
as the electron fraction distribution in the previous section,
is shown in Fig. 5, while the average values hsi are reported
in Table II.
Again, we observe many EOS-independent qualitative

features. First, for all EOSs, the mass distribution peaks at

FIG. 4. Distributions of the ejected mass fraction as function of the electron fraction Ye, as measured by a detector at radius 300 km.
This is the same as Fig. 3, except that the curves are here grouped by mass configuration rather than EOS so as to highlight the
dependence on the latter. For clarity, unequal-mass binaries are not shown.
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s ≈ 2kB, while a fast decay is visible towards higher
entropies. In the case of the binaries with the DD2 EOS
(middle panel), the qualitative behaviour of different mass
configurations is similar up to approximately s≃ 100kB. At
larger entropies, the DD2-M1.25 binary has a more rapid
drop-off and there is very little material that reaches higher
entropies. In comparison, the remaining models exhibit
similar behavior with a flattening of the curve at higher
entropies. The average entropy value is in all four cases
hsi ≈ 15kB. Second, all of binaries with the LS220 EOS
(left panel), show a very similar qualitative behavior among
themselves and strong analogies with the DD2 binaries. In
particular, the distributions show a rapid increase in entropy
at around 2kB (for the 1.45 M⊙ binary this peak is at
around 8kB and is 4 times smaller), with an additional
second peak at 20kB for the 1.35 M⊙ case that is not
present in the other masses. For all masses, there is a rapid
decrease in specific entropy, with average entropies that are
slightly lower than the DD2 and SFHO binaries and with a
smaller spread between the values, being approximately
s ∼ 11kB.
Finally, the simulations with binaries having the SFHO

EOS (right panel) show a similar qualitative behaviour with
the other runs, at least at low entropies. The distributions
peak at about 5kB and a rapid drop follows, although
different binaries show different fall-offs at around 50kB. In
the SFHO-M1.25 case, the distribution begins to decrease
less rapidly at higher entropies while the SFHO-M1.35
model shows the fastest decrease. This is in contrast to the
DD2 and LS220 simulations (where the specific entropies
correlate with the initial masses of the stars) and is reflected
in the average values of the specific entropy, with the
SFHO-M1.25 model having hsi ¼ 15.6kB, while SFHO-
M1.35 a smaller value of hsi ¼ 12.7kB. Lastly, the average
specific entropy of the SFHO-M1.35 binary is almost
twice as large, likely due to the fact that the small amount of
ejected matter has been efficiently heated on account of its
rarefaction. While somewhat puzzling, this nonmonotonic
behavior of the specific entropy with the SFHO binaries is
likely due to the comparative softness of this EOS, which

enhances the nonlinearity associated with shock-heating
effects.
Indeed, as with the electron-fraction distributions, the

average entropy tends to increases with the softness of the
EOS,5 being the highest for the softest EOS, i.e., SFHO.
For example, concentrating on the 1.25 M⊙ binaries,
hsi ¼ 10.3; 13.9; 15.6kB, for the LS220, DD2, SFHO
EOSs, respectively. This dependence is not particularly
surprising as softer EOSs produce a higher temperature and
the temperature is directly related to the specific entropy.
This relation holds for almost all cases, even when
including the low-mass ejecta of SFHO-M1.45; the only
exception is offered by the SFHO-M1.35 binary, where
this discrepancy is likely due to there being at least 5 times
as much ejecta as the other binaries.

D. Ejection-velocity distributions

Figure 6 reports the velocity distributions of the ejecta
computed in full analogy with the electron-fraction or
specific-entropy distributions presented in the previous two
sections. Note that unlike, e.g., Ref. [24], we here dis-
tinguish between the velocity of the ejected material vej as
measured in the simulation and that of the ejecta at spatial
infinity vinf. In particular, we compute vej directly from the
Lorentz factor W, i.e., vej ¼ ½ðW2 − 1Þ=W2�1=2, where we
assumed that the detectors are sufficiently far away from
the merger product so that the Minkowski metric holds. As
discussed in Ref. [71], this is a rather good approximation
since it was shown there that the ejected matter moves
essentially radially and there is only a subdominant velocity
component in the angular directions, hence v2 ≈ v2r , which
enables us to compute vej ≃ vr from W. An obvious
consequence of distinguishing between vej and vinf is that
our values of the ejecta velocities are systematically higher
than in Ref. [24].

FIG. 5. The same as in Fig. 3 but for the specific entropy s. The range of s is divided into bins of width 2kB and the histograms are
normalized over the total ejected mass.

5Taking into consideration the caveats at the end of
Sec. V B.
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Again, Fig. 6 reveals that every simulation exhibits
similar qualitative behavior. The ejecta velocity is never
lower than 0.15c; the bulk of the matter has velocities of
vej ≈ 0.25c, and at higher velocities of vej ≳ 0.6c the mass
distribution quickly drops to zero. Table II reports the
average velocity hveji for all the runs. A trend clearly
emerges from our data, with the higher-mass configurations
systematically producing higher-ejecta velocities. More
precisely, the ejecta velocity appears to be tightly correlated
with the compactness of the neutron stars involved in the
merger (cf., Table I). Also in this case, this trend is not
particularly surprising since higher-mass configurations
result in more compact starts, which in turn experience
stronger torques and more efficient shock heating.
In Table II, the column denoted by hv∞i shows estimates

of the ejecta velocity at infinity, which is achieved in the
homologous expansion phase. This velocity is used in our
approximate model of kilonova emission (see Sec. VII) and
is computed assuming a ballistic radial motion from
r ¼ 300 km to infinity in the spherically symmetric gravi-
tational field of an object with the same ADM mass of the
BNS system under consideration, i.e.,

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

2MADM

r

r
1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − hveji2
q ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − hv∞i2
p : ð9Þ

In the Newtonian limit, MADM ¼ M and expression (9)
simply reduces to the familiar energy conservation equa-
tion: 1

2
hveji2 −GM=R ¼ 1

2
hv∞i2.

VI. r-PROCESS NUCLEOSYNTHESIS

This section is dedicated to the r-process nucleosynthe-
sis of the matter ejected dynamically. In particular, we will
concentrate on the optimal selection of the tracers, on how
nucleosynthesis varies with the specific entropy of the
ejected matter and on those behaviors that are essentially
independent of the EOS.

A. Tracer-input comparison

In Sec. III B we introduced a method to associate a mass
to the otherwise massless tracers. Here, we introduce two
additional tracer-selection criteria (together with the
unboundness criterion already discussed and which is
always enforced) and the corresponding procedures to
associate a mass to the tracers; we then compare the impact
that this different selection strategies have on the final
nucleosynthesis yields.
We recall that the first criterion, introduced in Sec. III B,

consists in considering from a given simulation all tracers
that are unbound, associate to each of them a mass by
locally integrating a mass flux through a sphere of given
radius as in Ref. [71] (in our case, the sphere is the fiducial
outflow detector at radius 200 M⊙), then sum the nucleo-
synthesis yields from all tracers using the corresponding
mass as weight to recover the final abundance pattern.
Since the total number of unbound tracers in one of our
simulations can reach several thousands (40,000 being a
typical value), this approach involves the post-processing
and book-keeping of many tracer trajectories, thus becom-
ing computationally rather costly. For this reason, we
develop the alternative selection criteria described below.
The second tracer-selection criterion consists instead in

considering the distributions of the ejected mass as a
function of the electron fraction presented in Sec. V B
and in drawing one representative, unbound tracer from
each bin. Given the bin width of ΔYe ¼ 0.01, this results in
about 40 tracers for every simulation, a reduction of a factor
of a thousand with respect to the first criterion. In this
approach a mass is then associated to each tracer by
assigning to it the mass of the bin it was drawn from.
We refer to this procedure as to the “1D” criterion, since the
tracers are drawn from a 1D distribution.
We finally consider a third selection criterion, essentially

an improved version of the 1D criterion. It consists in
considering the ejected mass histogram over both the
electron fraction and the specific entropy; we then draw
one representative, unbound tracer from each bin, and
associate to it the mass of the bin it was drawn from.

FIG. 6. The same as in Fig. 3 but for the ejecta velocity vej. The range of vej is divided into bins of width 0.05 and the histograms are
normalized over the total ejected mass.
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We refer to this procedure as to the “2D” criterion, since the
tracers are drawn from a 2D distribution. For each
simulation, this results in a total of roughly 1,000 tracers
to be considered.
We show in Fig. 7 the results from the nucleosynthesis

calculations for the three selection criteria. Following [71],
we restrict the comparison to one fiducial case, the binary
LS220-M1.35, and compare our final abundance pattern
with the solar one (filled circles), showing the relative
difference to it in the bottom panel. As can be seen, the
original approach of considering all unbound tracers
reproduces quite well the solar abundances over the whole
range of mass numbers considered, as does the 2D
criterion. The 1D criterion instead shows significant devia-
tions, especially around the third peak (i.e., A≃ 195) and
around the rare-earth peak (i.e., A≃ 165). A posteriori, this
is due to the fact that the 1D criterion is systematically
biased toward low-entropy tracers, which has a significant
impact over the final abundances, as we discuss in the next
section.
The 2D criterion is computationally much less expensive

than considering all unbound tracers, it allows for a simple
and unambiguous definition of the tracer mass, and yet it
leads to an almost unbiased abundance calculation. In the
following, we adopt it as our preferred tracer-selection
criterion and compute all results with it, unless otherwise
stated.

B. Heavy-element nucleosynthesis

Figure 8 illustrates the nucleosynthesis results for all
∼40; 000 unbound tracers of the representative simulation
of the LS220-M.1.35 binary. In particular, we plot
individual tracers with s < 70kB in gray or s ≥ 70kB in

orange, respectively, alongside the mass-integrated abun-
dances (blue line). As a consequence of the relatively low
electron fractions for most of the ejecta (i.e., with Ye ≈ 0.1;
see Fig. 3 and Table II), for each tracer, the strong r-process
component (from the second to the third r-process peak) is
well reproduced. At the same time, we find that the entropy
distribution of the ejecta gives rise to specific features in
the abundances pattern. More specifically, the low-entropy
component (i.e., s < 70kB) leads to the pattern that is
observed in the neutron-rich ejecta of Newtonian simu-
lations. On the contrary, the high-entropy (i.e., s ≥ 70kB)
part of the ejecta, which carries only about 6% of the total
ejected mass, has a nucleosynthesis pattern with a shifted
second and third peaks. Additionally, it shows diminished
abundances in the rare-earth region, and effectively fills the
gap between the third r-process peak and elements in the
lead region. We note that the abundance pattern of these
tracers is very similar to the “fast” ejecta found by the
authors of Ref. [121]. While we do not find them to expand
faster in the beginning, their unusual abundance distribu-
tion can be traced back to an extremely high initial neutron-
to-seed ratio Yn=Yseed ≳ 1; 000 and comparably low initial
densities ρ≲ 109 g=cm3. Due to the enormous amount of
neutrons at low densities, the seed nuclei require substan-
tially more time to incorporate the neutrons, delaying the
freeze-out time (i.e., the time when Yn=Yseed ¼ 1). In fact,
the time window for the r-process to occur in this minority
of ejected material is ≳100 s instead of ≲1 s. Moreover,
the r-process runs along a path much closer to the valley of
stability for these tracers, such that the magic neutron
numbers are reached at higher mass numbers, and the
abundances settle down for a pattern in between s-process
and r-process.
Figure 9, on the other hand, reports the final heavy-

elements relative abundances for all of the 12 BNS models
outlined in Table I and shows them as a function of the

FIG. 7. Comparison of the relative abundances Yi of the
r-process as function of the mass number A for the three tracer
selection criteria. In blue, the abundances produced by the “1D”
criterion; in orange the ones produced by the “2D” criterion; in
green the abundances obtained considering all unbound tracers.
The black filled circles indicate the solar abundances.

FIG. 8. Final r-process abundances for all unbound tracers of
the LS220-M.1.35 binary. Gray lines are the yields for
individual tracers with low entropies s < 70kB, and orange lines
mark single tracers with high entropies s ≥ 70kB. The mass-
integrated nucleosynthesis yields are shown with a blue line, and
the black filled circles show the solar abundances.
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mass number A. As in previous figures, the different panels
refer to the different EOSs considered and the various
binaries are represented with lines of different types.
Furthermore, the results are normalized to have a total
mass fraction of 1 and shown with filled circles are the
scaled solar system r-process abundances. Clearly, in all
cases, a successful r-process is obtained, leading to the
production of the r-process pattern from the second (i.e.,
A ∼ 130) to the third (i.e., A ∼ 195) peak.
However, there are different admixtures due to the

different electron-fraction distributions of the ejected
material as detailed in Sec. V B. For the equal-mass
binaries, in particular, we observe a tendency of slightly
enhanced abundances below the second r-process peak
with increasing mass of the neutron stars. This is because
more massive BNS systems have a higher electron fraction
on average. Furthermore, the contributions from tracers
with high initial neutron-to-seed ratios enhance both the
second r-process peak and the region with A ≈ 200 in all
cases. The most extreme example is the SFHO-M1.45
binary, which immediately collapses to a black hole after
merger, ejects very little mass and with a comparatively
high electron fraction. As a result, the part of ejected
material with low specific entropy leads to nuclei that
mainly have mass numbers with A≲ 130, while the
material with high specific entropy—and thus high
neutron-to-seed ratios—dominates the final abundances
beyond the third r-process peak, leading to an enhanced
abundance for A≳ 200. The distinctive features observed
in the final abundances in the case of the SFHO-M1.45
binary opens therefore the prospect of using the chemical
yields either as a confirmation of the prompt production of
a black hole after the merger, or as an indication of this
process in the case in which the postmerger gravitational-
wave signal is not available.
All things considered, the most striking result shown in

Fig. 9 is the very good and “robust” agreement of the
various abundance patterns, where by “robust” we mean a
behavior that is only very weakly dependent on the EOS or
the initial neutron-star masses, at least for the sample

considered here. For example, when considering the second
peak at A ∼ 130, all four different types of initial data
predict a similar abundance of 133Cs. Although the lantha-
nides show a slight disagreement with the solar abundances
around the mass number A ∼ 145 (which may be explained
by other forms of ejecta, for example from accretion disks
[122]), from 153Eu up 197Au in the third r-process peak,
there is no disagreement in the final abundances for
different initial data and EOSs.
While this agreement might be partly aided by our

simplified neutrino treatment, this result not only confirms
the robustness of the r-process yields from BNS mergers
already noted in the literature, but it also shows how the
uncertainties associated in modeling the microphysics and
initial data of BNS mergers have a very limited impact on
the nucleosynthesis produced from the merger. As we will
discuss in Sec. VII, although the final abundance curve is
essentially independent of the initial data and EOS, the
kilonova light curves produced from the decaying elements
depend strongly on these parameters and thus allow for a
way to distinguish between the different scenarios.
In fact, the spread in our r-process patterns is much less

than the one associated to uncertainties in the nuclear-
physics modeling of nuclei involved in the r-process, e.g.,
the choice of the fission fragment distribution [123] or the
nuclear-mass model (see, e.g., Refs. [124,125]) where
variations can change the abundance of a given element
by an order of magnitude.

VII. EJECTA MORPHOLOGY AND
KILONOVA LIGHT CURVES

A. Angular distributions of ejected matter

The use of outflow detectors allows us to study, in
addition to the properties of the ejected material, the
angular distribution of the ejected material on the detector
surface and hence virtually at spatial infinity. Besides
having an interest in their own right, anisotropies in the
distribution of the ejected matter could have important
consequences on the kilonova signal of a given binary

FIG. 9. Final relative heavy-elements abundances for all the 12 BNS models as a function of mass number A. The abundances are
normalized so that the total mass fraction is unity, while the different panels and lines refer to the various EOSs, masses and mass ratios,
respectively (see legends). The black filled circles report instead the observed solar abundances, while the vertical lines mark a few
representative r-process elements: 133Cs, 138Ba, 139La, 153Eu, 165Ho, 197Au.
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configuration, and impact its detectability. To the best of
our knowledge, this is the first time that an analysis of this
type has been carried out.
In practice, we consider the angular distribution of

ejected mass as defined by Eq. (7), where in this case
however the integration over the angular directions does not
span the whole 2-sphere, but only a single patch of the
outflow detector. We also study the mass-averaged distri-
bution of the electron fraction, the specific entropy and the
ejecta velocity. Similarly to Eq. (7), these are defined as

hχi ≔
Z

Tf

0

Z
ΔΩ

χρ�Wðαvr − βrÞSdΩdt=
Z

Tf

0

Z
ΔΩ

ρ�Wðαvr − βrÞSdΩdt; ð10Þ

where χ is any one of Ye, s or vej, and the same
consideration as above applies to the integration over the
angles. In this section we only focus on the results obtained
for the angular distribution of the ejected mass and the
electron fraction. The corresponding analysis in the case of
the specific entropy and of the ejecta velocity is reported in
Appendix B.
In Fig. 10, we report Mollweide projections of the

outflow detector relative to the time-integrated rest mass
for all models. Several observations are in order: First, the
binary SFHO-M1.45, which immediately collapses to a
black hole after the merger, is immediately identifiable as
there is close to no ejected matter in this case. Second, it is
clear that, in each binary, most of the mass is ejected on the
orbital plane, which is consistent with expectations that the
material ejected here is mostly of dynamical origin and is
powered by the torques in the system at merger (other types

of ejecta, such as neutrino/magnetically driven winds or
ejecta from viscous heating could display a more isotropic
structure). Third, while concentrated at low latitudes, the
ejected mass is not uniformly distributed but shows con-
siderable anisotropies; this is simply due to the disruption
flows produced by the tidal torques and this concentrates
the emission of matter into rather small regions on the
detector surface. The only binary that appears to evade this
trend is SFHO-M1.35, which has ejected also at latitudes
as high as ∼45° and seems to peak around ∼30°.
Similarly, the distribution of the electron fraction Ye is

shown in Fig. 11. It can immediately be appreciated how
the electron fraction tends to anticorrelate with the amount
of ejected mass: regions in which the ejected mass fraction
is higher (such as the orbital plane) tend to have very low Ye
and vice versa. This consistent with the results of Sec. V B,
where most of the ejected mass was shown to be very
neutron-rich. On the other hand it can be seen that in other
regions, such as the poles, the material is very neutron-
poor, but has correspondingly low values of ejected
mass. The evidence provided in Fig. 11 that matter ejected
around the poles is less neutron-rich (i.e., with Ye ≳ 0.25)
suggests the possibility that material there might undergo a
less robust r-process, leading to a suppressed production of
lanthanides and thus to a lower opacity. This bimodal
anisotropy in the distribution of the electron fraction could
then lead to either a “blue” kilonova, i.e., to a kilonova
signal with a comparatively strong optical component, if
the line of sight is mostly along the polar regions, or to a
“red” kilonova, i.e., to a kilonova signal peaking in the
infrared, if the line of sight is mostly along the equatorial
regions [28,32].
We have checked the plausibility of such a scenario

by explicitly computing the angular distribution of the

FIG. 10. Angular distribution of the ejected mass at the final time for the various binaries, with the different rows referring to the
different EOSs considered.
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lanthanides mass fraction in the representative LS220-
M1.35 model. This has been obtained by computing the
lanthanides mass fraction of every unbound tracer in the
simulation and by plotting their location on the 2-sphere, as
shown in Fig. 12, where the lanthanides mass fraction
values have been averaged over patches of angular size
10° × 10°. As can be seen from the figure, even near the
poles, the lanthanides mass fraction is rather high, i.e.,
XLa ≈ 10−2. This is far larger than the generally accepted
limit on this value that leads to a sufficient suppression of
the medium opacity for a blue kilonova to be observed, i.e.,
XLa ∼ 10−5. Very similar values have been obtained in all
other BNS models.
Our results, therefore, seem to indicate that a blue-

kilonova scenario is probably unlikely to originated from
the dynamical ejecta in view of GW170817 [126]. As a
word of caution, however, we note despite the three orders
of magnitude difference between the expected value and the
one computed here, our conclusions may be biased by an

oversimplified neutrino treatment. A proper neutrino-
transfer treatment of the propagation of neutrinos in the
ejected matter could in fact modify, at least in part, our
results. Indeed, a more sophisticated neutrino treatment,
such as the one employed in Ref. [117], can result in a
higher values of the electron fraction around the polar
regions. All things considered, our results suggest that
while a blue kilonova component cannot be ruled out
conclusively, it also seems to require an electron-fraction
distribution that is considerably different from the one
computed here.

B. Kilonova observability

We assess the observability of the infrared transients
associated to the decay of r-process elements using the
simple gray-opacity model of kilonovae developed in
Ref. [19]. The small ejected masses resulting from our
simulations preclude the use of more sophisticated radia-
tive-transfer treatments (which we leave for a future work)
when these ejecta could be a significant source of opacity
(the “lanthanides curtain”) for potential secondary out-
flows, such as magnetically [64] and viscously driven wind
from an accretion disk, or neutrino-driven wind from the
hypermassive neutron star [20].
In the model of Ref. [19], the background dynamical

ejecta are approximated by a homologously expanding
spherically symmetric solution ρðr; tÞ ¼ ρ0ðt0=tÞ3 ×
ð1 − v2=v2maxÞ3 (also described in detail in Ref. [31]),
and vmax ¼ 2hv∞i from Table II. The luminosity output
is computed by integrating the nuclear heating rate from the
nuclear network over the layer of matter from which
photons can diffuse out; a similar model was used also
in Refs. [20,30,58]. We employ an effective gray opacity
κ ¼ 10 cm2 g−1, which was recently demonstrated to
reproduce reasonably well the infrared luminosity of

FIG. 11. The same as in Fig. 10 but for the electron fraction.

FIG. 12. Angular distribution of the mass fraction of lantha-
nides in the representative case of the binary LS220-M1.35; the
data refers to the final simulation time.
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lanthanide- and actinide-contaminated ejecta [31]. We note
that the same study has shown how the flux in the optical
bands is strongly suppressed when detailed opacities of
lanthanides are used; For this reason, we consider here only
the infrared magnitudes J, H and K-bands in the Two
Micron All Sky Survey (2MASS) [127].
The nuclear heating which powers the kilonova for each

model is calculated with the nuclear network code WINNET

[43,72], cf., Sec. III D, using the average electron fraction
hYei, specific entropy hsi and expansion velocity hv∞i as
given in Table II. We compute the nucleosynthesis yields
with reaction rates based on the finite-range droplet model
(FRDM) [128] only. This is motivated by the fact that
nuclear mass models show little discrepancy in the heating
rates at epochs around t≃ 1 day [30], where the peak
magnitudes for our models are expected.
The resulting peak bolometric luminosities, peak mag-

nitudes in the infrared bands, and the peak epochs in theH-
band are presented in Table II, while the light curves in the
three infrared bands (different line colors) are shown in
Fig. 13, with different line types referring to the different
binaries.
Clearly, all of our models show a very similar behavior,

peaking around half a day in the H-band and rapidly
decreasing in luminosity after one day, reaching a maxi-
mummagnitude of −13. We note that these luminosities are
smaller than those normally expected (see, e.g., [28] for a
recent review), which peak around magnitude of ∼ − 15;
this difference, however, is not surprising and is mostly due
to the amounts of ejected mass, which is normally assumed
to be ∼10−2 M⊙ and hence at least one order of magnitude
larger than what measured here. With 3-minute J-band
exposure on the VISTA telescope [129], these magnitudes
result in a detection horizon of ∼100 Mpc, which, in
combination with a very short time around the peak, makes
these light curves extremely difficult to detect in a follow-
up survey. As observed in the follow-ups to GW170817,
light curves were observed that originate from a kilonova
[1,126,130] which suggests that a significant amount of
material, on the order of 10−2 M⊙, became unbound. As
this amount of ejecta is above the amount we have seen in

dynamical merger simulations, this suggests that the source
of the radioactive decay powering the kilonova is not in the
dynamical ejecta, but in other sources such as neutrino
drive winds or viscous ejecta [126].

VIII. CONSTRAINTS ON BNS MERGER RATES

Having assessed the robustness of r-process nucleosyn-
thesis from BNS mergers, it still remains to be established
whether the amount of ejected material in a BNS merger is
sufficient to explain the observed amounts of r-process
material in the Milky Way. To this end, and following
Ref. [30], we present in Fig. 14 the constraints on the rate of
BNS mergers and the required amount of ejected material
needed per merger. More specifically, assuming the total
amount of r-process material in the Galaxy is Mr;gal ≈
19; 000 M⊙ and given a certain merger rate—either per
year and galaxy equivalent (yr−1 gal−1, bottom horizontal
axis) or per year and cubic Gigaparsec (yr−1Gpc−1, top
horizontal axis)—the black line shows the amount of
ejected material per merger required to explain the
observed abundances. Similarly, the red line has the
same meaning, but only takes into account elements with
A≳ 130, with a total galactic mass of Mr;gal ≈ 2; 530 M⊙
[30,131]. The blue-shaded horizontal region indicates the
range of dynamically ejected material from BNSmergers in
quasicircular (QC) orbits and covered by our simulations as
reported in Table II6 the other two shaded horizontal
regions report instead the typical abundances coming from
the secular ejecta (pink-shaded region) or from the dynamic
ejecta relative to mergers of BNSs in eccentric orbits
(green-shaded region).
These constraints should be compared with actual

measurements of the merger rates as deduced from different
experiments and indicated as vertical lines. In particular, we
show as the dot-dashed black line the predicted merger rate
of GW170817 [1]. In addition we show the observed upper
bound on BNS mergers observed in the first LIGO

FIG. 13. Synthetic light curves in the infrared 2MASS J, H and K-bands for all of the binaries considered.

6The SFHO-M1.45 model has been omitted because it is not
representative.
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operating run O1, and the predicted upper bounds for the
planned future runs O2 and O3 [132]. Additionally, differ-
ent population-synthesis models are also displayed corre-
sponding to galactic chemical evolution (GCE) [133],
supernova (SN) [134], and SGRBS [135].
The red line, horizontal-blue shaded region, and

GW170817 overlap in Fig. 14 which indicates that the
measured amount of dynamical ejecta, ∼10−3 M⊙, from
the presented simulations is sufficient to reproduce the
observed r-process mass abundances with A > 130 in the
Milky Way. Associated with GW170817 was a SGRB [8,9]
and this confirms that BNS mergers are the central engine
of SGRBS and thus the rate constraint predicted by SGRBS
[135] is likely indicitative of BNS merger rates. This
implies that although we find that there is lower amounts
of dynamical ejecta then reported in Newtonian simula-
tions, cf., Sec. V, the frequency of BNSs merger is likely to
be sufficiently high to compensate. Furthermore, the
geodesic criterion that we employ is a conservative one
and only provides a lower bound on the amount of material
ejected; by adopting a different criterion, e.g., the Bernoulli
one (see discussion in Appendix A), the amount of ejected
material can increase up to a factor of 4 for the same
simulation.
Another, more exotic scenario of the source r-process, is

dynamical ejecta from eccentric BNSs megers. Ejecta
masses from these configurations are in fact much larger
[24,136], and would be sufficient to explain the observed

mass values; however these events are likely very rare and
current constraints are not well understood [137].
Finally, it is important to note that our simulations only

focus on the dynamical ejecta. There are multiple other
channels through which material can be ejected from a
merger and they will contribute to the total amount of
r-process elements created. For example, simulations
of neutrino-driven winds have found similar amounts of
ejected material as dynamical ejecta [61]. Likewise, matter
ejected from a BH-torus system could be as high as
0.1 M⊙, as estimated semianalytically in Ref. [138].
This suggests that even if the mass ejected from a single
channel is alone insufficient to explain the observed
r-process masses, the combination of all ejected material
from a BNS merger is likely to. In this sense, the blue-
shaded horizontal region only represents a lower bound on
the total ejected material.

IX. CONCLUSIONS

The simultaneous detection of an electromagnetic
counterpart with a gravitational wave from a binary neutron
star mergers heralds the beginning of the era of multi-
messenger astronomy. Observations now support the pic-
ture that material is dynamically ejected from the merger of
neutron stars binaries and that such material is neutron-rich
and its nucleosynthesis can provide the astrophysical site
for the production of heavy elements in the Universe.

FIG. 14. Ejected material per merger for a given BNS merger rate required to reproduce the observed mass of all (black) and A > 130
(red) r-process elements in the Milky Way. The dark blue-shaded regions correspond to the range of values of ejected mass reported in
Table II. The red-shaded region corresponds to ejected masses from other sources of ejecta. The dashed vertical gray lines report the
observed, O1, and predicted, O2 and O3, upper bounds on BNS mergers from LIGO. The dot-dashed black line is predicted merger rate
from GW170817. The orange, light blue, and yellow shaded regions correspond to observational constraints from galactic chemical
evolution (GCE), supernova (SN), and short gamma-ray bursts (SGRBs) population synthesis models as defined in the text.
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Furthermore, this simultaneous detection provides confir-
mation of the longstanding conjecture that the merger of
neutron stars is behind the origin of SGRBs [10–13].
Making use of fully general-relativistic calculations of

the inspiral and merger of binary systems of neutron stars,
we have investigated the role of initial masses, mass ratio,
and EOS on the r-process nucleosynthesis taking place in
the dynamical ejecta from BNS mergers. To do so, we have
made use of tracer particles that allow us to follow the fluid
and that can be used to extrapolate the fluid properties to
the late times needed to run nuclear networks codes,
together with a simplified neutrino leakage scheme.
Among the several results reported, three deserve special

mention. First, we have shown that in the cases considered,
the r-process nucleosynthesis from BNS mergers is very
robust in that it depends only very weakly on the properties
of the binary system, such as the EOS, the total mass or the
mass. However, one caveat is that a parameter space
exploration depending on the EOS is still rather limited,
due to the lack of publicly available fully temperature
dependent tables and in future works we intend to explore it
more fully with a larger set of EOSs. Overall, while similar
conclusions have been reported before, the confirmation
coming from our study strengthens the evidence that BNS
mergers are the site of production of the r-process elements
in the galaxy.
Second, we have employed two different approaches to

measure the amount of matter ejected dynamically and
found that it is ≲10−3 M⊙, which is smaller than what
usually assumed. There are a number of factors that need to
be taken into account when deriving these estimates,
namely: the EOS, the neutrino treatment, the criterion
for unboundness, the resolution, the numerical methods
used. Although these systematic factors can lead to
differences as large as one order of magnitude even for
the same initial data, we find it unlikely that the mass
ejected dynamically can ever reach the values sometimes
assumed in the literature of 10−2–10−1 M⊙. Clearly, a more
detailed and comparative study is necessary to better
constrain the uncertainties behind the amount of mass lost
by these systems.
Third, using a simplified and gray-opacity model we

have assessed the observability of the infrared transients
associated to the decay of r-process elements, i.e., of the
kilonova emission. We have found that all of our binaries
show a very similar behavior, peaking around ∼1=2 day in
the H-band and rapidly decreasing in luminosity after one
day, reaching a maximum magnitude of −13. These rather
low luminosities are most probably the direct consequence
of the small amounts of ejected matter, thus making the
prospects for detecting kilonovae rather limited. Indeed,
observations of the kilonova associated with GW170817
suggest higher total ejecta masses [139] but this total
also includes other sources such as neutrino driven winds,
disk ejecta. Thus a detailed comparison with the new

observations will require more sophisticated calculations
with improved neutrino treatments to disentangle all the
sources of ejecta.
As a final remark we note that even though the r-process

abundance pattern does not give us simple clues to the
original BNS parameters, e.g., it does not allow us to
disentangle various EOS and mass configurations, there
are distinguishing features in the ensuing kilonova signal
relatable through the difference in ejecta properties
obtained in our simulations. In particular, we have found
that softer EOSs tend to result in a higher average electron
fractions, which implies differences in the type of kilonova
produced (blue vs red kilonovae). Additionally, we have
found that this difference in electron fraction is highly
angular dependent with higher electron fractions around the
polar regions and lower along the orbital plane. Even
though there is significantly less material ejected along the
poles versus the plane, our simulations show that the
simplified kilonova modeling, such as that of a homo-
geneously expanding group of material, need to be adjusted
to account for this anisotropic emission. We reserve the
investigation of this issue to future studies, where an
improved neutrino treatment will be also implemented.
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APPENDIX A: COMPARISON OF CRITERIA
FOR UNBOUND MATERIAL

In Sec. III C, we introduced the criteria by which we
determine unbound material. In Secs. IV–VD, we consid-
ered only the geodesic criterion for determining unbound
material. The justification for this choice of the geodesic
criterion is its simplicity and the fact that it provides a lower
bound for the total ejected material [99]. An additional
benefit of the geodesic criterion is that it does not implicitly
depend on the EOS selected, while the Bernoulli criterion,
through the enthalpy h, does. This implies that a fluid
element, with the same rest-mass density, temperature, and
electron fraction, can be unbound or bound depending on
the EOS through the Bernoulli criterion. This is a relatively
minor trade-off since through the introduction of the
enthalpy, the effects of pressure and temperature are taken
into account.
Since the specific enthalpy is always grater than one,

h ≥ 1, we have that

jhutj ≥ jutj; ðA1Þ

and thus the Bernoulli criterion will always result in more
material becoming unbound. However, a slight modifica-
tion of this formula is required. In our simulations, we have
an atmosphere that acts as a lower bound for the hydro-
dynamical quantities. As discussed in Sec. VA we have
chosen to evaluate the ejecta at 300 km away from the
merger remnant to avoid atmospheric effects. But due to the
introduction of the enthalpy, we need to ensure that we are
sufficiently above the atmosphere to avoid unphysical
atmosphere values entering our calculations. To achieve
this, instead of defining unbound elements as satisfying the
relation hut ≤ −1, we consider the following modified
criterion

hut ≤ ðhutÞjatmo; ðA2Þ

where we evaluate the hut at the values set by our
atmosphere setup, which is EOS-dependent. For example,
for the LS220 EOS this term assumes the value

hut ≤ −1.000163; ðA3Þ

instead of −1. Even though this difference is small, the
modified constraint does exclude some material from being
considered as ejected.
We proceed at comparing the results of the geodesic, the

original and the modified Bernoulli criteria in the fiducial
case of the LS220-M1.35model. In Fig. 15, we show the
differences between the three selection criteria in the mass
ejection curve. Overall, the behavior for the different
criteria is similar, with an ejection phase beginning approx-
imately 2 ms after merger followed by a decrease in the
amount of ejected mass. While the geodesic-selected

material approaches a constant value, both Bernoulli
criteria show a slightly longer increasing phase before
settling to a constant. In Table III, we show the comparison
of the ejected material for the three criteria and find that by
selecting one of the Bernoulli criteria, we obtain approx-
imately 2.5 times as much ejected material when compared
to the geodesic one. This increase in the amount of ejecta
is similar across all simulations we have performed: the
ejected mass is larger by a factor 1.5 to 4 with the Bernoulli
criterion as compared with the geodesic one.
In Fig. 16, we plot again the mass distribution in the

ejecta of the various quantities relevant for r-process
nucleosynthesis, again for the representative LS220-
M1.35 model. Additionally, the average values are sum-
marized in Table III. For the electron fraction and entropy,
we do not see drastic changes and the overall structure of
the distribution between different criteria. In both cases,
there is a slight increase in entropy and Ye which is to be
expected. With both Bernoulli criteria, taking the enthalpy
into account includes some thermodynamic effects which
will result in more material being ejected due to shock
heating. This implies a higher entropy and additionally,
more material to undergo neutrino interactions. However,
the effects are minimal and the overall nucleosynthesis
process will be essentially unaffected.

FIG. 15. Mass ejection according to different unboundness
criteria for the LS220-M1.35 model. In green is the geodesic
criterion, blue is the original Bernoulli one, and red is the
modified Bernoulli thresholded on the atmosphere value. All
values have been measured through a detector at 300 km.

TABLE III. Average values of the ejected mass, electron
fraction, specific entropy and ejecta velocity for different un-
boundedness criteria in the representative LS220-M1.35
model.

Mej hYei hsi hveji
Criterion ½10−3 M⊙� - ½kB� ½10−1 c�
geodesic 0.82 0.10 12.3 2.2
Bernoulli 2.09 0.11 13.8 1.5
modified Bernoulli 2.07 0.11 13.1 1.5
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Finally, the most striking difference is in the vej quantity.
In the geodesic criterion, interpreted in its Newtonian limit,
a fluid element has to have non-zero velocity at infinity to
be considered unbound. This implies a lower cutoff in the
velocity distribution, as slowly moving elements, even
though able to cross a given detector surface, would not
be considered unbound. For both Bernoulli criteria this strict
requirement is relaxed by the presence of the enthalpy,
which acts as a multiplicative factor larger than one. This
means that even slowly moving elements, provided they
have sufficiently high enthalpy, would be counted as
unbound, and so the velocity distribution acquires a lower
end tail and its mean is shifted towards lower values.

APPENDIX B: ADDITIONAL INFORMATION
ON EJECTA MORPHOLOGY

In Sec. VII Awe analyzed the morphology of the ejected
matter, focusing on the angular distribution of the ejected
mass and electron fraction. In this Appendix we report the

results of the analogous analysis performed on the specific
entropy and ejecta velocity distribution.
In the case of the specific entropy, similar observations

hold true as for the electron fraction distribution, see
Fig. 17: the entropy anticorrelates with the ejected matter.
Regions close to the orbital plane tend to have specific
entropy values of 10kB=baryon or lower. This is easily seen
in the case of the LS220 EOS simulations.
Around the poles values of the entropy can be very high.

These corresponds to the tails shown in Fig. 5, extending to
specific entropies of 200kB and above. The angular size of
the polar high-entropy regions depends on the EOS and
mass configuration if each run, but also in this case it
appears to (anti-) correlate with the angular distribution of
the mass ejection: in cases in which the ejection is strongly
focused on the orbital plane, e.g., model LS220-M1.25,
higher values of the specific entropy at lower latitudes can
be reached, and vice versa.
The tendency of regions with low ejected mass to show

higher entropy is easily understood in terms of shock-heating

FIG. 16. Comparison of the mass distribution of electron fraction, specific entropy and ejecta velocity in the ejected matter of the
representative model LS220-M1.35 for the three unboundedness criteria.

FIG. 17. The same as in Fig. 10 but for the specific entropy averaged over the ejected mass.
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in rarefied environments: the efficiency of shock-heating is
enhanced in low-density media, where less thermal energy is
required to heat the material to higher temperatures and raise
the entropy. In this sense, the case of the SFHO-M1.45
model is particularly striking: in this simulation most of
the ejected material is at extremely high specific entropy.
As observed in the previous discussion, thismodel also ejects
an almost negligible amount of mass, greatly enhancing the
shock-heating efficiency.
The velocity distribution, shown in Fig. 18, is instead

rather peculiar. For many models, especially the lower mass
ones, including the unequal-mass models in the rightmost
column of the figure, the material appears to be expanding
at the same velocity in most directions, save for a few “hot”
or “cold” spots of limited angular size. In the three higher
mass models, shown in the third column of Fig. 18, some
large-scale structure could be present, but there is no
evidence of the correlation observed for the electron
fraction or entropy.
Note that, as mentioned in Sec. VII A, the angular

distribution of the hydrodynamical and thermodynamical
properties of the ejected matter is computed disregarding
bound fluid elements [cf., Eq. (10)], i.e., fluid elements that
do not satisfy one of the criteria for unboundedness
outlined in Sec. III C and Appendix A. In particular,
Figs. 10, 11, 17 and 18 have been obtained by considering

as unbound fluid elements satisfying the geodesic criterion.
If the Bernoulli criterion is employed, the morphology of
the ejecta is qualitatively unchanged. This is particularly
the case when examining the angular dependence of the
ejected mass, electron fraction and specific entropy. The
most prominent difference is that the mass ejection extends
to higher latitudes, instead of being mostly confined to the
orbital plane as in the case of the geodesic criterion. The
electron fraction and specific entropy, being anticorrelated
with the ejected mass, follow a similar distribution, where
however the regions of high Ye and s close to the poles
show a reduced extent. This is to be expected, since the
Bernoulli criterion is less restrictive than the geodesic one
in defining fluid elements as unbound.
The most striking difference in the ejecta morphology

due to the unboundedness criterion is in the distribution of
the ejecta velocity. As shown in Appendix A, cf., Fig. 16,
the distribution of the ejected mass with respect to its
velocity is extends to very low velocity values when the
Bernoulli criterion is considered. This is reflected in the
angular distribution of the velocity, which for all models
where significant mass ejection takes place, has an average
value on all angular directions of ∼0.15c, significantly
lower than for the geodesic criterion. The Bernoulli-
computed distribution of the velocity is also less aniso-
tropic than the geodesic one.

FIG. 18. The same as in Fig. 10 but for the ejecta velocity averaged over the ejected mass.
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