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Chapter 1

Overview

1.1 Introduction

The study of Partial Differential Equations (which is based in general, on proving the existence of
an unknown function and other properties of it) is related to the type of operators that lead the
equation, and the nature of these operators depends on the type of phenomena they describe. Many
real-life phenomena have a local nature in the sense that they are modeled by operators of a local
type, while others have a nonlocal nature, that is, they are modeled by nonlocal type operators. In
the former case, to understand the behavior of the operator around a given point, one only needs
information on the value of the unknown function in a neighborhood of this point. One of the most
widely studied operators of a local type in the past decades by the mathematic community is the
Laplace operator —A, which is the infinitesimal generator of the Brownian motion.

In the case of nonlocal phenomena, more information is needed. More precisely, in order to
understand how a nonlocal operator acts on a function at a point, we need both the information
on the value of the function in a neighborhood and far away from this point since the operator is
mostly of integral form. This is in general observed when studying Lévy processes (the simplest
Markovian models with jumps): it is a generalization of Brownian motion since here, stochastic
continuity occurs instead of continuity of paths as in Brownian motion. It is worth noticing that
operators of integral form enter in the class of the so-called singular integral operators and their
general form is as follows (up to a normalization constant)

Lgqu(z) = P.V. /Q(u(:v) —u(y))K(z —vy) dy (1.1.1)
where Q € RY and K is a kernel with certain growth, satisfying the properties
K(z)>0 and  K(—z) = K(z). (1.1.2)
Moreover, we assume the following Lévy type integrability condition on K:
/RN min{1, |z|2} K (z) dz < oc. (1.1.3)

We recall that ” P.V.” stands for the Cauchy principal value of the integral. The reason of having
the principal value in definition (1.1.1) is that very often the kernel K is singular at z. As a



consequence, to evaluate L qu(z) pointwisely, one needs u to be sufficiently regular. The kernel
we will be interested in throughout this thesis belongs in a particular class of kernels K satisfying

A < K(z) < A

‘Z|N+25 — — |Z|N+25’ (114)

where 0 < A < A are positive constants and s € (0,1) is a positive parameter. Note that condition
(1.1.4) is the nonlocal counterpart of ellipticity assumption on the coefficients of second-order
differential operators in PDEs, namely, for example operators of the form }_, ; 0;(a; ;(x)9;u(x))

(divergence form) or of the form }, ; a;; (7)0?

;u(x) (non-divergence form).

Before going further, it is important to comment on the operator L . Consider a domain
Q c RY and X;, t > 0 a Lévy process starting in €2; here, one can think for example of a
process described by the movement of a particle jumping randomly from one point to another with
probability K. Then the particle may jump from one point in €2 to another or may also jump from
one point in ) to another point in the complement of €. If the first situation keeps running until
the process is killed in €2 (censoring arises), then this means that particle will never exit the domain
and in this case, we include the subscript 72" in the definition of L o to indicate the restriction
of the Lévy process to the domain Q (L o is a regional operator). In the non-censored case when
arbitrary jumps of the particle are taken into account, the operator is of the form Ly gn.

The aim of this thesis is to analyze equations driven by both Ly gz~ and L. Precisely,
operator of the type Ly gn is treated in paper [R1] while the one of type Liq (with Q & RM) is
considered in papers [R2, R3, R4, R5, R6, R7].

Singular integral operators arise as appropriate operators for studying several phenomena in the
world since models led by such operators are more accurate, more realistic, and therefore provide
a better understanding of these phenomena. In recent years, these operators have been the subject
of intensive study due to their large applications in many fields of mathematics. Just to name a few
(the list of applications is far to be exhaustive), they can be used in finance [56,120,134], in crystal
dislocation [123], in minimal surfaces [39], in anomalous diffusion [1,145], in thin obstacle problems
(see [38]) and in image processing (see [31,32,90]). For further applications, we refer to [145] and
the references therein.

1.1.1 The fractional Laplacian

In this subsection, we introduce a special case of singular integral operator of the form (1.1.1).
Moreover, we also present some (non-exhaustive) properties related to it.

Coming back to (1.1.1), when Q = R¥ and the kernel K is of the form K (2) = ey |z| V2 for
z € RN, z# 0 with s € (0,1), then the operator L q is the standard fractional Laplacian

(=A)Y’u(z) = ey sPV. /RN W dy, xRN (1.1.5)

where ¢y s is a normalization constant which is explicitly given by (see [33, Theorem 3.5])

-1
1— T N+2s
CNs = </RN Kﬁ?jgm d§> =s(1— s)wN/Zz%FEQiS;. (1.1.6)

Here, I' stands for the usual Gamma function. The definition (1.1.6) reveals that cy s can be
approximated in the limits s — 0% and s — 1~ as follows:

cns~s(l—s) as s— 0" and s— 1. (1.1.7)



The constant ¢y s play an important role in understanding the assymptotic behavior of (—A)* as
s — 0" and s — 1. In fact, by considering the approximation (1.1.7), it is proved that (see [65])
for w sufficiently regular and bounded,

lim (—A)’u=u and lim (—A)*u = —Au. (1.1.8)
s—0t s—1—
The second limit in (1.1.8) shows in particular that local PDEs involving the Laplace operator are
in general the limit case as s — 1~ of nonlocal equations involving the fractional Laplacian. This
also follows from the definitions of —A and (—A)?® via Fourier transform. Indeed, it is known that
—A can be expressed via Fourier transform as

Fl-Au)(§) = [P Fu](€) for ueS

showing that the classical Laplacian —A possesses Fourier multiplier (or symbol) of the form |£|2.
On the other hand, the fractional Laplacian (—A)® admits Fourier multiplier (or symbol) of the
form |£|?%; this follows from the definition of (—A)® via Fourier transform (see e.g., [65]):

Fl(=A)5u](€) = € Flu](€) for ues. (1.1.9)

We recall that the Fourier transform Flu] of u € S is defined by

1

Flul(§) = W

/ u(:c)e_%ig'm dx, ceRrVN

RN

and S denotes the space of Schwartz functions, that is, the space of smooth and rapidly decreasing
functions at infinity. From (1.1.9), it is deduced that (—A)?® is a pseudo-differential operator of
order 2s and that (—A)*™ = (=A)* o (=A)t = (=A)t o (—A)%.

Notice that the definitions (1.1.5) and (1.1.9) are equivalent (see [140,141]). Besides, there exist
other equivalent definitions of the fractional Laplacian (—A)®. We refer to [113] for a complete
exposition.

From a probabilistic point of view, the fractional Laplacian represents the infinitesimal generator
of a special class of Lévy processes called 2s-stable processes. This means precisely that if X; is a
2s-stable Lévy process, then for every u € C2(RN),

(—A)u(z) = lim Elu(x + X3)] — u(zx)

t—0+ t ’

(1.1.10)

where, E[u(x + X3)] := Ez[u(X})] represents the expectation for the process starting from x.

The fractional Laplacian possesses some nice properties. Among other things, it is translation
and rotation invariant and scales like A\?: if X is a real parameter, v a function and by setting
ux(x) := u(Az), then one has following scaling property

(=A)*uy(z) = NE[(=A)u](\z) for x € RN, (1.1.11)

Moreover, this operator grows like |z|~V~=2¢ at infinity. Indeed, for ¢ € S it is shown that (see
e.g., [25,77,144])

s C ,N,s



Now, let £1(RY) be the L'-weighted space defined as

LYRN) = {u : RY — R measurable : [ull cr vy = /RN m dx < oo}.

From the above decay, we have that for any u € LL(RY), (—A)*u is a distribution defined as

(-8yug)i= [ ul-AFpds Ve CEO).
RN
One of the main difficulties in manipulating (—A)® is its nonlocal nature. However, to bypass
this difficulty in some cases, Caffarelli and Silvestre proposed, in their seminal work (see [42]), an
interesting argument, the so-called Caffarelli-Silvestre extension formula. The idea behind this is to
localize the fractional Laplacian with respect to a Dirichlet-to-Neumann operator. More precisely,
let Rf“ = {(z,t) : * € RN, t > 0} be the upper half-space and consider v : Rf“ — R be a
solution of
div(t'™*Vev) =0 in RYT =RY x (0, +00)
v=u on 8R$+1:RN,

with v € § and

1
— lim #1720 = —(=A)*y,
t—0+ Kg
where ks > 0 is a positive constant given by
jo. — 9251 I'(s) ‘
* I'(1l-s)

The function v is called the s-harmonic extension of u. The main advantage of this argument
relies on the fact that classical techniques for elliptic PDEs involving (weighted) divergence-type
operators can be used. In [41], the authors used this argument to prove full regularity of solution
to obstacle problem as well as regularity of the free boundary. Cabré and Sire [37] also used
this technique to prove regularity, maximum principles and Hamiltonians estimates for solution of
nonlinear equations for fractional Laplacian. The authors in [40] also use this extension technique
to study variational problems with free boundaries for the fractional Laplacian. Other interesting
references where such an argument has been used can be found in [36,86,87].

Throughout this thesis, we will not use this technique. We will analyze the nonlocal problem
directly. We therefore expect that the approach used to prove the main results in [R1] can be
adapted to a very large class of nonlocal operators.

1.1.2 The regional fractional Laplacian

We are now interested in a particular singular integral operator of the form (1.1.1) whose measure is
restricted to a domain  C RY. Roughly speaking, let us assume again that the kernel K in (1.1.1)
is of the form K(z) = cns|2|7V72%, 2 € Q, 2z # 0 with cy ¢ the constant define in (1.1.6). Then
Lk o agrees with the so-called regional fractional Laplacian (sometimes called censored fractional
Laplacian)

(=A)qu(z) = cN,sP.V/QW dy, €. (1.1.13)



This operator is the infinitesimal generator of the so-called censored 2s-stable process, that is, a
stable Lévy process in which Lévy measure is restricted to the domain £2: jumps outside the domain
are forbidden. In other words, a censored stable process in an open domain €) is a stable process
forced to stay inside €. Similarly to (1.1.10), if Y; is a censored 2s-stable process, then for every
u € C%(Q),

Elu(z + Yy)] — u(z)
t—0+ t '

(1.1.14)

The censored stable process can be obtained in particular through the Feynman-Kac transform as
well as from the so-called Tkeda-Nagasawa-Watanabe piecing together procedure. We refer to [24]
for a complete exposition. We point out that this process is strongly related to reflected stable
processes in a bounded domain with killing within the domain, at its boundary, and eventually
not approaching the boundary at all (see [99,138]). We also refer to [24] where the authors proved
that the censored 2s-stable process is conservative and will never approach the boundary 02 when
s € (0, %] and for s € (%, 1) the process could approach the boundary 0f2 in a finite time.

Similar to the fractional Laplacian, the regional fraction Laplacian admits also some nice prop-
erties. For instance, consider a bounded domain Q of RY and let u € C?(Q). Then, (—A), has
the following pointwise asymptotic properties in €:

lim (—A)u =0 and lim (—A)ju = —Au. (1.1.15)

s—07F s—1—
When Q is unbounded, we notice that the first limit in (1.1.15) can be also obtained, provided
that an additional assumption is satisfied. We refer to the Appendix 8.3 for more details. We
notice also that the second limit in (1.1.15) can be found in [73, Section 8]. It is worth pointing
out the difference between the first limit in (1.1.15) to that in (1.1.8). On the other hand, due
to its domain dependence, the operator (—A)g, is not translation and rotation invariant, and does
not satisfy the scaling property (1.1.11). Moreover, (—A)¢, does not admit any symbol since it
is not clear what should be its Fourier transform. The lack of these properties sometimes makes
the regional fractional Laplacian difficult to study. However, in the case when ) is unbounded,
e.g., @ = RY the upper half-space, then (—A)]‘Ef shares with (—A)® many properties such as the

translation (parallel to the boundary) invariance, the scaling property (1.1.11) (with A > 0) and
the decay estimate (1.1.12). In contrast, we have the following asymptotics
. 1 .
81_1>151+(—A)]§fu = 5u and Sl_l)I}l_(—A)%i;u =—-Au (1.1.16)
for all uw € C2(RY). The first limit in (1.1.16) can be found in the Appendix 8.3. For the second
limit, its proof follows exactly as in the case of (—A)® given in [65].

1.1.3 Fractional Laplacian versus regional fractional Laplacian

Let © be an open set in RY. There is a nice relationship between the regional fractional Laplacian
(—A){, and the fractional Laplacian (—A)® restricted to the set . For this let u : RY — R be
a sufficiently regular function with compact support in Q. Then, trivially, v = 0 in RV \ Q. By
splitting the integral over RN as the sum of that in Q and in the complement RY \ 2, one arrives
at the following identity

(—A)du(z) = (—A)u(z) — ka(z)u(z), z=€Q (1.1.17)



where
1

ko(x) = cns ——— dy. 1.1.18
(=) /]RN\Q |z — y| N2 ( )

kq is called the density function of the killing measure of (—A)?® restricted to Q. In this way,
one observes that the regional fractional Laplacian (—A)g, can be identified with the Schrédinger
operator (—A)® — kg for sufficiently regular functions u defined in the whole space and vanishing
outside €2, that is, in RV \ Q. For functions defined only on € we may consider the trivial extension
of u in all of RV, that is, the unique extension v : RN — R with v = 0 in R™ \ 2. Then one obtains
the identity (1.1.17).

In view of this, it is natural to ask whether it is advantageous to deal with the operator
(—A)® — kg in place of (—A)§,. The answer depends on the particular problem. For instance, since
ko is of class C° in , the Schrédinger operator (—A)® — kg appears as a good candidate for
analyzing local properties (e.g., interior regularity) of solutions to problems involving the regional
fractional Laplacian. On the other hand, regarding boundary properties, the operator (—A)® — kg
fails to be a good candidate since the killing measure g behaves like dist(z, 9Q) 2% (if 2 is bounded
and Lipschitz) near the boundary (see [94, Eq. (1.3.2.12)]). Here, dist(z, 9§2) denotes the distance
from z to the boundary 9 of €.

Remark 1.1.1. In spite of their apparent similarity, (—A)® and (—A)g, are in general two different
operators and their difference kg is given in (1.1.17). From (1.1.8) and (1.1.15), we observe that
for sufficiently regular function u with compact support in Q, kqu — u resp. kKou — 0 as s — 07
and s — 17 respectively.

Another structural difference between (—A)® and (—A)g, can be seen in their behavior on
boundary value problems. In case of the fractional Laplacian, the well-posed Dirichlet problem is
of the form (see [95,104])

{(_A)Su:f o (1.1.19)

u=0 in RV\Q

for any s € (0, 1), while for the regional fractional Laplacian, the well-posed Dirichlet problem reads
as (see [98])

{(_A)?’“_f Q2 (1.1.20)

u=0 on 90N

provided that s € (3, 1).

It is important to point out that in (1.1.19), the Dirichlet condition is given on the complement
RN \ Q while in (1.1.20), it is defined on the boundary 95 of 2. Notice that, if in (1.1.19) we
impose the Dirichlet condition on 0f2 instead, then the problem will not be well-posed. We refer
to [98,104] and the references therein for more details.

The restriction s € (3,1) in (1.1.20) is due to the fact that for s € (0, 5] the boundary value prob-
lem (1.1.20) is not well defined, as it is shown in [24] from a probabilistic point of view. Recently,
a similar result has been established in [54] from analytical point of view. More significant differ-
ences between the fractional Laplacian and the regional fractional Laplacian are discussed in [1,69].

To conclude this section, we introduce the following notation and functional spaces that will be
used throughout the thesis.



Notation and functional setting.

Let s € (0,1) and let © C RY be an open set. We denote by H*(O) the fractional Sobolev space
consisting of all measurable functions u : O — R such that

lullZe(0) = lullZzo) + [0

is finite. Here, fO fO (THEI Jﬁ‘, s d:rdy It is a Hilbert space endowed with the norm
|- | s 0y We denote by ’Hs((’)) the completion of C2°(O) with respect to the norm || - || grsrny). It
is also a H11bert space with the norm || - || s (gny. If O is bounded with continuous boundary, then
one has the characterization (see [94, Theorem 1.4.2.2])

H(O) ={uec H*RY):u=0 in RV\ O}.

Next, we denote by Hg(O) the completion of C2°(O) under the norm | - || s (). This space admits
also a characterization of the form (see [147, Theorem 4.5])

H3(O)={ue H*(O):u=0 on 00}.
Moreover, when s € (3, 1), then H§(0) is a Hilbert space equipped with the norm

HUHHS(O) = [U]HS(O)-

If O is bounded, then the above norm is equivalent to the usual one in H*(O) thanks to the Poincaré
inequality.

Given a function u, then u™ := max{u,0} and u~ := max{—u,0} represents respectively its
positive and negative part. Moreover, if f and g are two functions, we write f < g to mean that
there exists C' > 1 such that C~'g < f < Cg. The N-dimensional Lebesgue measure of the set O
is denoted by |O|. Also, the characteristic function of any set A € RY is denoted by 14. Next, by
SN¥=1 we denote the (N — 1)-dimensional sphere of RY. Throughout the thesis, we will always use
B, (z) as the ball centered at x with radius r, and B, (z) = {y = (¢/,yn) € Br(z) : ynv > 0} the
upper half ball. Also, we put B, = B,.(0). Now, for x € O, the distance from x to the boundary
00 of O is defined as dp(x) = dist(z,d0). If u and v are two measurable functions defined on
E CRY, we put

) = vW) 4o (1.1.21)

E
8 u 'U |$— |N+2s

whenever this integral is defined in Lebesgue sense.

1.2 A short introduction to the main topics of the thesis

The aim of this section is to put the main topics of the thesis into perspective. The first subject
of this section is related to paper [R1] while the remainder to papers [R2, R3, R4, R5, R6, R7].
Topics may or may not have interconnections but we have tried to make them as self-contained as
possible.



1.2.1 Morse index analysis for elliptic problems

The Morse index of solutions of nonlinear elliptic problems appears nowadays as a classical topic
in the calculus of variations. It goes back to the so-called Morse theory introduced in 1934 by
Marston Morse (see [121]) which relates the topology of a manifold with the critical points of a
function defined over it.

Roughly speaking, the Morse index m(u) of a solution u of a given equation on a Hilbert space is
the number of negative eigenvalues (including multiplicity) of the corresponding linearized problem
provided that the linearized operator is self adjoint and has no negative essential spectrum. Equiv-
alently, it can also be defined as the maximal dimension of a subspace in which the corresponding
quadratic form of the linearized operator at u is negative definite. More precisely, let consider the
following elliptic semilinear Dirichlet problem

—Au=f(u) in Q, u=0 on 00 (1.2.1)

with a nonlinearity f € C1(R). It is well-known that the classical Sobolev space H} () is the
appropriate framework to study problem (1.2.1). Next, by J, we denote the energy functional of
(1.2.1) define as

J(u):;/Q|Vu|2 dx—/QF(u) dz, wue€ HY Q)

where F(t) = fg f(7) dr is the primitive of f. We recall that the functional J is well-defined and of
class C! if f has subcritical growth. From critical point theory, it is known that (weak) solutions
of (1.2.1) are also critical points to J. Now, given u a (weak) solution of (1.2.1) (or equivalently a
critical point of J), the linearized operator L,, at u is defined as

Ly = —A— f'(u)

where f’ is the derivative of f. We assign by @1, the corresponding energy functional to L,, define

as
1

Qr,(v) = B

/(’V?)’Q — f’(u)vQ) de, ve H&(Q)
Q
Then,

m(u) == #{A<0: X e€o(Ly)}
= max{dim X, X C H}(Q): Qr, is negative definite on X}.

Here, o(L,,) denotes the spectrum of L, that is, the set of all eigenvalues of L,, counted with their
multiplicity. Also, by negative definiteness on X, we mean (Qr,,(v),v) < 0 for all v € X \ {0},
where (-, -) represents the usual pairing on H} ().

In the past decades, the Morse index of solutions of semilinear elliptic equations (with suitable
boundary conditions: Dirichlet, Neumann or Mixed) has been widely studied by many mathemati-
cians due to its various applications in calculus of variations and partial differential equations.
In fact, its estimate appears naturally in determining qualitative properties of solutions such as
symmetry (see [58,92,124,125]), symmetry breaking (see [2]) as well as nondegeneracy [3]. Also,
bifurcation can be established through Morse index estimate see, e.g., [5,6]. For more details (in a
unified way) about the Morse index of solutions of (local) nonlinear elliptic equations, we refer to
the recent book [59] by Lucio Damascelli and Filomena Pacella.



Problem (1.2.1) represents the classical version (the limit case as s — 17) of the following
nonlocal semilinear Dirichlet problem

(=AYu=f(u) in Q  wu=0 in RV\Q. (1.2.2)

This problem has been extensively studied in the literature. However, in contrast to (1.2.1), the
Morse index analysis of solution to (1.2.2) is much less understood due to the nonlocality of the
problem. Very few references can be found in the literature. For instance, in [128] it is shown
that under some mild assumptions on f, problem (1.2.2) has at least six nontrivial solutions: two
with Morse index 0, another two with Morse index 1 and the last one with Morse index d > 2.
In [85], it has been established that the ground state @ to the problem (—A)*Q + Q — Q! =0
in R is nondegenerate and its Morse index equals 1. We recall that by ground state, we mean a
nontrivial, nonnegative and radial function Q(z) = Q(|z|) vanishing at infinity and satisfies (in
distributional sense) the equation. Finally, in [60], the authors proved that ground state to the
Choquard equation in RY driven by the fractional Laplacian has Morse index 1.

In the first paper [R1], we estimate the Morse index of any radial sign changing solution to
(1.2.2) in the case when € is the unit ball.

1.2.2 Asymptotic analysis for the s-power of the Laplacian with respect to s

In this subsection, we introduce the topics that will be treated in papers [R2] and [R3], namely
small order asymptotic and s-derivative of solution u, of an elliptic equation.

Small order asymptotic for nonlocal operators such as fractional Laplacian has received growing
attention in recent years. This subject naturally arises in population dynamics [126], in optimal
control [139], in fractional harmonic maps [10], and in image processing [9]. In [55], Chen and Weth
introduced the so-called Logarithmic Laplacian L which arises as a formal derivative Os|s—o(—A)*
of the fractional Laplacian at s = 0 define as

Lau(z) = cN/ wUNswW =u) |\ ),z e RY. (1.2.3)

RN \l’ - Z/’N

This operator appears in the description of eigenvalues and eigenfunctions of the fractional Lapla-
cian [55,82], in the study of O-fractional perimeter [43] as well as in the study of C'-regularity of
the map (0,1) — L>®(R2), s — us where u; is the solution to the homogeneous Dirichlet problem
(—A)us = f in Q, us =0in RV \ Q, see e.g. [106]. Spectral properties of L have been recently
investigated in [114]. An interesting analysis regarding small order asymptotics for nonlinear prob-
lems involving fractional Laplacian can be found in [102]. For more asymptotic result in s for the
fractional Laplacian, we refer to [21,101,106].

It is natural to ask whether related asymptotic results hold for (—A)g,. This question is the
main focus of [R2] and [R3].

1.2.3 Nonlinear problems involving regional fractional Laplacian: existence re-
sults

The purpose of this subsection is to briefly expose the topics treated in papers [R4] and [R7]. More
precisely in [R4], we deal with nonlinear problems with critical growth while in [R7], problems with
subcritical growth are considered.
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The critical problem: existence of minimizers for fractional Sobolev inequality on
domains

The topic considered here is related to [R4]. It is concerned about the existence of nonnegative
extremals for the best Sobolev constant

QNSQ( )

Sns(2) = 1.24
78( ) weH3 (Q) HUHLQ* @ ( )
u¢0
where s € (3,1), Qis a C* domain of RV (N > 2) and 2} = 22 is the so-called fractional critical
Sobolev exponent and Qn .o is a nonnegative quadratic form defined on H{(Q2) by
CNs —u y )

Ow sl // Ix—yIN”S ey

Variationally, nonnegative minimizers for (1.2.4) are weak solutions to
(-A)yu=uv>"1 in Q  wu=0 on N (1.2.5)

Before going further, let us say a few words on minimization problems for the full fractional Lapla-
cian. For that, we introduce the infimum

pval ) = inf {Qu v () 0 € C2(8), [ Juf¥ do =1},
Q

The behavior of py 4(£2) is well-understood in the literature. In 1983, Lieb [117] provides a classi-
fication result for all minimizers of uy s(RY). He showed that minimizers do not vanish anywhere
on RY and therefore, the constant uy () is never achieved unless @ = R¥. In this case, he
obtained that minimizers agree up to multiplications, dilations and translations with the function
(1 [al) ™7

In recent years, a lot of people have been investigating the minimization problem py +(€2) and
solutions to

(=A)Yu=pys(QuEt in Q  w=0 in RV\Q (1.2.6)

But, the problem (1.2.6) does not admit any solution whenever 2 is a star-shaped domain
as a consequence of fractional Pohozaev identity. The references being not exhaustive, we refer
to [77,131,132] for more details.

Now, coming back to the minimization problem (1.2.4), an interesting question that arises is
whether the constant Sy (£2) is attained or not. In other words, does the Sobolev constant Sy (£2)
behaves differently from gy s(€2)? As a first observation, in contrast with (—A)?, no Pohozaev type
identity is available yet for (—A)g,. Second, a lack of compactness is observed in (1.2.5) and then
standard argument of the calculus of variations cannot be applied to problem (1.2.5) in order to
derive solutions. If u € CZ°(2), one observes that

1
Qnsa(u) =Qnsrn( CNS/ 2/ ———5- dydz
(u) = Qnsr RN\Q T — y|N+2s

— Qprn (1) — /Q u(a)?ro(x)dz (12.7)
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= Qup ()~ [ a5 (@)

From the above identity, we see that the negative quantity in (1.2.7) lowers the infimum py (£2)
and therefore, may produce minimizers for Sy ¢(€2). Such observation was pointed out by Brézis-
Nirenberg [30] in the study of critical problems.

The minimization problem (1.2.4) was studied by Frank et al. [83]. They established the exis-
tence of minimizers for a particular class of domains 2 assuming N > 4s. For instance, in the case
when Q C ]Rf is a C'! bounded domain whose boundary possesses a flat part, that is  is a C!
domain with the shape B;(z) C @ C RY for some r > 0 and z € ORY, and such that RY \ 2 has
nonempty interior, they showed that Sy s(€2) is attained. They also prove that when = Rf , the
constant Sy s(RY) is attained for s # 3.

The constant Sy s(£2) possesses some nice qualitative properties. For instance, Sy s(£2) > 0 and
Sn.s == infg Sn,s(2) > 0 for any open set © whenever N > 2 and s > 3 see e.g. [71]; Sy,s(Q2) =0
for any sufficiently regular open set €2 with finite measure whenever N > 1 and s < %, see e.g. [83].
Moreover, provided that €2 is the complement of the closure of bounded Lipschitz domain or a
domain above the graph of Lipschitz function, it follows from [70] that Sy s(€2) > 0 for N > 1 and
s < 3.

It is worth remarking that the case s = 1 was left open in [83]. As we will see later in [R4],
for 2 bounded and Lipschitz, we obtain that Sy 1 (@) = 0 for N > 2. We will then exploit this

behavior in order to obtain minimizers when s is close to %

The subcritical problem: existence of mountain pass solutions

We now turn our attention to the subcritical counterpart to problem (1.2.5), that is to the homo-
geneous Dirichlet problem

(—A)pu=f(u) in Q uwu=0 on IN (1.2.8)

where the nonlinearity f : R — R is of subcritical growth. This problem will be treated in [R7].

In the calculus of variations, solutions of mountain pass type are well-studied in the literature
both for local and nonlocal operators (see e.g., [7,127,129, 136, 148]). These types of solutions
are in general of nonminimal type in contrast with those obtained in (1.2.5). One of the most
important ingredients for obtaining such solutions is the mountain pass Theorem proved in 1973
by Ambrosetti and Rabinowitz [7].

The basic idea of the mountain pass Theorem consists of showing that the corresponding energy
functional Q € C'(H,R) (H being a Hilbert space) for a boundary value problem possesses the
geometric features of mountain pass type and satisfies the Palais-Smale compactness condition. We
say that ) satisfies the Palais-Smale compactness condition if any sequence u; such that Q(u;) — ¢
(for some ¢ € R) and sup{[(Q'(u;), )| : ¢ € H, ||p|lg = 1} — 0 as i — oo, possesses a convergence
subsequence.

For more background on mountain pass solutions of nonlocal problems, see the recent book by
Dipierro et al. [67].
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1.2.4 Symmetry and monotonicity of positive solutions of nonlinear problems:
the moving plane method

In the calculus of variations, one of the most important questions lies in the classification of solutions
whenever they exist. Qualitative properties like symmetry and monotonicity appear themself as
key ingredients in the classification of solutions. One of the most effective strategies to establish
radial symmetry and monotonicity of positive solutions is the celebrated method of moving planes,
which goes back to the work of Alexandrov [4], Serrin [135] and Gidas, Ni, and Nirenberg [89]. This
method exploits the invariance of the equation with respect to reflections as well as maximum and
comparison principles for uniformly elliptic operators.

The moving planes method naturally arises in overdetermined problems [135] and can also be
applied to obtain non-existence results [50]. For more applications of the moving plane method,
we refer to [18,20,68,79,89,109,135] and the references therein.

In [R6], we establish the symmetry and monotonicity of positive solutions of the Dirichlet
problem

(—A)gyu = w7 w>0 in RY, u=0 on 9RY =RN"! (1.2.9)
via the moving plane method. Here, s € (0, %) U (%, 1) and 2} is as in Subsection 1.2.3. As pointed
out in this subsection, solutions to (1.2.9) are positive minimizers to the best constant in Sobolev
inequality Sy s(RY), see (1.2.4).

1.2.5 Hopf lemma

We introduce in this subsection, the topic which is treated in paper [R5]|, namely, a Hopf type
lemma for the regional fractional Laplacian. In the calculus of variation, Hopf lemma appeared
as early as the maximum principle for harmonic functions. In 1927 Eberhard Hopf established a
strong maximum principle in the case of second order elliptic partial differential equations see [105].
Formally, this result reads as follows:

If a function u satisfies a second order elliptic partial differential inequality in a

domain and attains its mazximum in the interior of the domain, then u is constant.

In recent years, Hopf lemma has been successfully extended to nonlocal operators such as
the fractional Laplacian (—A)® introduce in Subsection 1.1.1. The nonlocality of this operator
produces new challenges while studying it since local techniques cannot be applied. A careful
analysis is therefore needed. A non-exhaustive list of papers in which Hopf lemma for (—A)* has
been investigated is [75,93,111,116]. The common point in these papers lies in the fact that as
in the local case, an interior ball condition is assumed on the domain. We recall that a domain
Q c RY satisfies an interior ball condition at xo € 09 if there exists a ball B, C € such that
o € OB,

It is natural to ask whether Hopf’s result can be also applied to the regional fractional Laplacian
(—A)g. We will give an affirmative answer to this question in [R5] by analyzing the super-solution
to the equation

(—A)yu = c(x)u in Q. (1.2.10)
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1.3 Results of the thesis

The purpose of this section is to give an overview of the papers constituting this thesis. Precisely,
we briefly present the results obtained in Chapters 2, 3, 4, 5, 6, 7, and 8. In Chapter 2, we study the
Morse index of solution to the Dirichlet problem for (—A)*. In Chapter 3, small order asymptotics
of eigenvalues of (—A)g, are treated. After this, in Chapter 4, we analyze the s-dependence for
solution to the Poisson problem for (—A)g,. Existence result for nonlinear equations with critical
nonlinearity is considered in Chapter 5. Hopf lemma for regional fractional Laplacian is proved
in Chapter 6 while symmetry and monotonicity for solution of Dirichlet problem for (—A)gy are
studied in Chapter 7. Finally, in the last chapter, Chapter 8, we study the existence of mou%tain

pass solutions for (—A)g,.

1.3.1 Paper 1. Morse index versus radial symmetry for fractional Dirichlet
problems

In this paper, which is joint work with M. M. Fall, P. A. Feulefack and T. Weth, we obtain an
estimate of the Morse index of any radial sign changing solution to the nonlocal semilinear Dirichlet
problem

(1.3.1)

(=A)’u= f(u) in B
u=20 in RV\ B

where B is the unit ball in R centered at the origin and f € C'(R). The first main result that we
establish is the following.

Theorem 1.3.1. Let u be a radially symmetric sign changing solution of problem (1.3.1), and
suppose that one of the following additional conditions holds.

(A1) s € (3,1).
(A2) s € (0,3], and

/0 F(r)dr > N2;V25 ti(6)  fort € R\ {0} (1.3.2)

Then u has Morse index greater than or equal to N + 1.

This result is the fractional counterpart to that obtained in [2] when the underlying domain is
a ball. In fact, in [2], the authors analyzed qualitative properties of sign changing solutions to the
semilinear Dirichlet problem

—Au=f(u) in Q w=0 on 09, (1.3.3)

where ) is a ball or an annulus centered at zero and f € C'(R). They proved that (see e.g. [2,
Theorem 1.1]) any radial sign changing solutions of (1.3.3) has Morse index greater than or equal
to N+1. As a consequence, they also deduced that any index 1 sign changing solution in the ball or
the annulus is nonradial. In particular, every eigenfunction corresponding to the second eigenvalue
of —A in the ball or the annulus is nonradial. A natural question is whether such a qualitative
property holds in the case of fractional Laplacian. Let us first mention that the assumption (1.3.2)
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applies to nonlinearities with subcritical growth. In particular, it holds for f(¢) = At with A > 0.
This leads to our second main result which is concerned with the Dirichlet eigenvalue problem

(1.3.4)

(—=A)’u=Au in B
w=0 in RV \B.

It reads as follows.

Theorem 1.3.2. Let N > 1 and 0 < s < 1, and let \y be the second eigenvalue of problem (1.3.4).
Then every eigenfunction u corresponding to Ao is antisymmetric, i.e., it satisfies u(—x) = —u(x)
for x € B.

This result gives a complete positive answer to a conjecture by Banuelos and Kulczycki [72].
Partial answers to this conjecture were obtained in [15,72,81,112]. Precisely, in [15], this result was
proved for N =1, s = 1 and was extended in [112] to N =1, s € [3,1). In [72], the conjecture
in the cases N < 2, s € (0,1) and 3 < N <9, s = 1 is proved. Finally, in [81], the result is
established for N =3, s € (0,1).

We would like to point out that, after our result was published on arXiv.org, Benedikt et al. [19]
also resolved this conjecture by following a different strategy to ours. Their approach is based on
a polarization argument.

We prove Theorem 1.3.1 by following the same strategy as in [2]. The main idea is to use partial
derivative of u to build test functions in order to estimate the Morse index of u. The nonlocality
of our problem brings many difficulties in the argument, for instance, it is more delicate to control
the oscillations of the radial derivative of u near the boundary. Notice that this radial derivative

X

is given by O,u(z) = Vu(z) - fz7- Therefore, in order to study the oscillations of d,u close to the

boundary, a gradient estimate due to Fall and Jarohs [74] is needed. More precisely, by [74] we
have

lim 655 (2)Opu(z) = —s( v )(z) for z € 0B,

T—z %
and a careful analysis of the behavior of the ratio % near the boundary is also needed. Here, % is

defined as a limit. In the case s € (1,1), we use a regularity result by Grubb [96, Theorem 2.2] to
complete the proof in the case where % vanishes on 9B. Moreover, in the case s € (0, %}, we use
the assumption (1.3.2) to ensure that g5 does not vanish on the boundary.

To prove Theorem 1.3.2, we use Theorem 1.3.1 together with the following observation due to
Dyda et al. [72, p. 503]: Either (6.5.1) admits a radially symmetric eigenfunction corresponding
to the second eigenvalue A3, or every eigenfunction corresponding to Ao is a product of a linear
and a radial function. Since every such eigenfunction u is a sign changing solution of (1.3.1) with
t — f(t) = Aot and has Morse index 1 < N +1, it cannot be radially symmetric as a consequence of
Theorem 1.3.1. Therefore, u must be a product of a linear and a radial function, and this implies
that w is antisymmetric. This completes the proof of Theorem 1.3.2.

We now comment on the proof of Theorem 1.3.1. Let us introduce first some notation. We
denote by

Ly = (=A)" = f'(u)

the linearized operator at u, a radial sign changing solution of (1.3.1). Moreover, let

(v,w) — & 1, (v,w) = 5§N(U,w) - / I (u)vw dx
B
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be the corresponding bilinear form to L, define on H§(B). Here, ELQI,RN (v,w) is defined in (1.1.21)
with E = R".

To complete the proof of Theorem 1.3.1, we need to construct an (/N + 1)-dimensional subspace
X of H{(B) where the quadratic form & 1, is negative definite. To this end, as stated above, we
build test functions via partial derivatives of u. For details, see Chapter 2.

1.3.2 Paper 2. The eigenvalue problem for the regional fractional Laplacian in
the small order limit

In this work, joint with T. Weth, we study the asymptotic behavior of eigenvalues and eigenfunctions
for the regional fractional Laplacian (—A)$, as s — 01. For this, we introduce and analyze an
operator denoted by Lg, which arises as a formal derivative of (—A)g, at s = 0. This operator is
called regional Logarithmic Laplacian, in similarity with the operator La introduce in [55].

Before we state the main results of this paper, we defined for every s € (0, 1), the renormalized
operator D¢, by

Déu(z) := P.V/QM dy (1.3.5)

so that
(—A)du(z) = en sDHu(x), x € Q.
Recall that (1.3.5) is well defined for u € C*(9Q) if a > s.
Our first main result provides an expansion of D¢, in a convergence power series in the fractional

order s at s = 0.

Theorem 1.3.3. Let Q be a bounded open Lipschitz set in RN, and o € (0,1). Then we have

o
Diu = Ddu + Zskau for ue C*(Q) and s € (0, %), (1.3.6)
k=1

where, for k € N, Dyu € C(Q) is defined by
Dirul(x) = —1k2k/u() u(y)lokx— dy.

Here the series on the RHS of (1.3.6) converges in L>°(2), and the convergence is uniform if s is

taken from a compact subset of [0,5) and u is taken from a bounded subset of C*(12).

By definition (1.1.6), we clearly have

N
CN,s = Scy +o(s) as s— 0" with cpn = 77_%1“(5

).
From this, we have as a direct consequence of Theorem 1.3.3 the following.

Corollary 1.3.4. Let Q C RY be an open bounded Lipschitz set and o € (0,1). For u € C%(Q),
we then have

(—A)u = sLXu +o(s) in L=(Q) as s — 07, (1.3.7)
where
[Lgu] (z) := enDu(x) = cN/ W dy, x €l (1.3.8)
o _

Moreover, the expansion in (1.3.7) is uniform in bounded subsets of C*(€).
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We notice that an operator of the form (1.3.8) with € replaced by the N-dimensional sphere sV
of RN*1 has been recently studied in [84]. The authors in [84] classify all nonnegative solutions of
an equation arising as the Euler-Lagrange equation of a conformally invariant logarithmic Sobolev
inequality due to Beckner.

It is worth pointing out that in (1.3.8), the operator strongly depends on the domain. This
domain dependence yields some difficulties when analyzing this operator. As we will see in the
sequel, it plays a crucial role in analyzing the asymptotic behavior of eigenvalue and eigenfunction
of (—A)g, for small order s.

Our second main result on eigenvalues of (—A)g, and related eigenfunctions is contained in the
following.

Theorem 1.3.5. Let Q C RY be a bounded open Lipschitz set, let n € N, and let u%s resp. :“2,0

denote the n-th eigenvalues of the operators (—A)g, Lg in increasing order, respectively. Then we

have

d Q . /‘Q,
75 lzo Py s = lim —%%

ugjs -0 ass— 0" and = Mg,o-
s—0t S

Moreover, if, for some sequence sp — 0%, {&,.5,. }r is a sequence of L?>-normalized eigenfunctions
of (—A)gy corresponding to psl,, , then & s, € C(Q) for every k € N and

s, — En  uniformly in Q,
where &, is an eigenfunction of LX corresponding to ,uff’o,

We notice that related result has been obtained recently in [82] in the case of the fractional
Laplacian. The proof of Theorem 1.3.5 requires first of all some uniform L*°-estimates related to
renormalized operator family D¢, s € [0,1). Next, one needs also uniform equicontinuity result
in a more general setting, that applies to eigenfunctions. The main difficulty for proving Theorem
1.3.5 is, in contrast with the one in [82], the lack of boundedness and boundary regularity of the
renormalized operator D¢, which are uniform in s.

However, exploiting the Lipschitz property of the domain, we obtain the following a priori
uniform L*°-estimate.

Proposition 1.3.6. Let s € [0,1), let Q@ C RY be a bounded open Lipschitz set, let V, f € L>®(R),
and let u be a weak solution of the problem

Dou+V(x)u=f in Q. (1.3.9)

Then u € L*(Q), and there exists a constant co = co(N, S |V ooy | £l @)s lull 2()) > 0
independent of s with the property that [|ul| e ) < co in 2.

Notice that a bounded open set with Lipschitz boundary satisfy the uniform cone property,
see [94, Theorem 1.2.2.2]. This means that, there is h, 6 such that for any = € €, there exists a
rotation R, of RN with  + R, (Ch,p) C 2. Here, C 9 denotes the cone with vertex 0, opening angle
6, and bounded with a sphere of radius h in RY. This property allows us to get the lower bound

h _
/ lz —y| TN dy > Clog— forall re(0,h), 2€Q, sc[0,1) (1.3.10)
O\Br(2) "

which is crucial for the proof of Proposition 1.3.6. More details can be found in Chapter 3.
On the other hand, by means of oscillation estimates and a contradiction argument, we also
prove the following.
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Theorem 1.3.7. Let Q C RY be a bounded Lipschitz set. Moreover, let (sk)r be a sequence in
(0,1) with s, — 07, and let g € C(Q), k € N be functions with

lorllLoe@) < C and ’/Q - |N+25k) <C forallz€Q, keN (1.3.11)

with a constant C > 0. Then the sequence (@) s equicontinuous.

Now, Theorem 1.3.5 is then deduced from Proposition 1.3.6 and Theorem 1.3.7. For more
details, see Chapter 3.

1.3.3 Paper 3. On the s-derivative of weak solutions of the Poisson problem
for the regional fractional Laplacian

In the present paper, we analyze the regularity of the solution map (0,1) — L?(), s+ us, where
ug is the unique weak solution to the Poisson problem

(=A)Qus =f in Q (1.3.12)
with f € L®(Q) satisfying [, f dz = 0. Precisely, as a first result, we prove the following theorem.

Theorem 1.3.8. Let Q C RY be a bounded C™' domain and let ug be the unique weak solution of
(1.3.12). Then the map
(0,1) = L*(Q), s+ ug

is of class C' and w, := Osus uniquely solves in the weak sense the equation
(—A)yws = Mius in Q. (1.3.13)
Here, for every x € (0,

u(y))

OsCN s
ﬂf( )+26N5PV/ wlog |z — y| dy. (1.3.14)

Mgu(z) = —
CN,s

We notice that our result is the regional counterpart to that obtained in [106] for the fractional
Laplacian. In this paper, the authors obtained a characterization of the derivative in terms of the
Green function. Mind that in our case, we do not have such a characterization since no boundary
condition is prescribed in (1.3.12). In contrast, we have a much more explicit RHS in (1.3.13) given
by (1.3.14).

As a first observation, due to the fact that a Logarithmic factor appears in (1.3.14), one needs
higher Sobolev regularity of us of the form H®™¢(Q) (¢ > 0). This is obtained by exploiting
(uniform) boundary regularity of u, established in [73]. In fact, very recently, Fall [73] obtained
C?*7¢(Q) regularity of us with uniform estimates when s € [sg, 1) for some s € (0, 1). This uniform
boundary regularity together with an uniform L°°-estimate of us with respect to s established in
Paper 2 (see Proposition 1.3.6) allow us to obtain our desired higher Sobolev regularity. It states
the following.

Proposition 1.3.9. Let f € L>®(Q) with [, f dz = 0 and let usyp, € H(Q) N L>(Q) be the
unique weak solution of problem (1.3.12) with s replaced by s+ h. Then usyy, € H5(Q) for some
e >0 and

\|us+h||Hs+s(Q) <K fO’/’ all h € (—ho, ho) (1.3.15)

for some hg > 0.
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An important piece of information that follows from Proposition 1.3.9 is the uniform bounded-
ness of ugyp in H7¢(Q) with respect to h. This enables us to get a convergence in H57¢(Q) which
is capital for the results of this paper.

Now, we comment on the proof of Theorem 1.3.8. It suffices to check that the map s +— wug
satisfies the assumptions of [106, Lemma 6.6]. The continuity of the map s — wug is obtained
by exploiting Proposition 1.3.9. In fact, from the uniform estimate (1.3.15), it follows that, after
passing to a subsequence, usyp — Us in HT¢(Q) (so in H*()) as h — 0 for some us € H*1¢(Q).
Since the embedding H*(Q) — L?*(Q) is compact, then us,, — s strongly in L?(Q2). Now, by
exploiting that W, solves in the distributional sense the equation (—A)gus = f in Q, then by
uniqueness, it follows that us = us as wanted.

Regarding the existence of 9} us in L?(Q) for all s € (0,1), the strategy is to obtain a uniform

bound of the difference quotient
oy = “s+hh— Us (1.3.16)

in the space H*(2). To this end, one exploits Cauchy-Schwarz inequality, a Logarithmic decays
together with Proposition 1.3.9. Next, utilizing that H*({2) is a Hilbert space, then up to a
subsequence, v, — ws weakly in H*(2) as h — 0% for some ws € H*(Q) satisfying (1.3.13).
Moreover, from compactness, we also have vy, — w, strongly in L?(2). Now, utilizing the continuity
of the map s +— ug, Proposition 1.3.9, and Dominated Convergence Theorem, we obtain that w; is
unique as the limit of v,. Therefore, 9 u, exists in L?(Q) and 9] us = ws.

To prove the last assumption in [106, Lemma 6.6], that is, the continuity of the map s — wg :=
Ot us, we argue as follows: we first prove that ws,j is uniformly bounded in H*(2). To do so, we
again exploit Proposition 1.3.9. By compactness, we have that up to a subsequence, wsi, — Ws
strongly in L?(Q) for some w, € H*(Q2). Now, from the fact that ws solves in the distributional
sense the equation (—A){ws = MJus in Q, we obtain by uniqueness that ws = ws, as needed.

Theorem 1.3.8 is then a direct consequence of [106, Lemma 6.6]. For more details, we refer to
Theorem 4.3.1 of Chapter 4.

In the second part of this paper, we also analyze the eigenvalue problem
(—A)us = psus in Q. (1.3.17)

The main goal of this part is to study the differentiability of the first nontrivial eigenvalue 1 s
regarded as a function of s. We notice that this eigenvalue is not in general simple. This lack
of simplicity causes differentiability breaking. In other words, p s is not in general differentiable
regarded as a function of s. We will then investigate directional differentiabilities.

To alleviate the notation, we write p, in place of p; 5. Also, by us we mean an L?-normalized
eigenfunction associated with ps. The second main result of this paper reads as follows.

Theorem 1.3.10. Regarded as function of s, us is right differentiable on (0,1) and

O pug = lim B THs o inf (T (u) s € M)} (1.3.18)
h—0+ h '
uhere o (u(z) — u(y))?
CN.s w(x) — u(y
To(u) = ZNs e s//lo z —y| dad
(u) ons e TN || T g glz —yl| dzdy

and Mg the set of L?-normalized eigenfunctions of (—A)g, corresponding to ps. Moreover, the
infimum in (1.3.18) is attained.
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We make the following remark. The left differentiability of ps as a function of s can be stated
similarly. But however, as stated above, due to the non-simplicity of ys, the values 9f s and 95 ps
may be different.

In order to prove Theorem 1.3.10, the following is of key importance.

Lemma 1.3.11. Let k > 1 and py, s the k-th eigenvalue of (—A)g in Q. Then, regarded as function
of s, pus s continuous on (0,1) for all k € N.

This lemma is analog to Theorem 1.3 established in [61] for the fractional Laplacian (—A)*. By
taking advantage of Lemma 1.3.11, it follows that Proposition 1.3.9 also applies to eigenfunctions.
Having this lemma in mind, one can now briefly expose the idea behind the proof of Theorem
1.3.10.

As mentioned above, Proposition 1.3.9 implies that ugyp is uniformly bounded in H*(€Q)) with
respect to h. Then, after passing to a subsequence, there exists £ € H*(Q2) such that usyp, — &
weakly in H*(Q) and us,, — & strongly in L?(Q) as h — 0F. Moreover, & is an L%-normalized
eigenfunction associated with ps. Now, since ug p € Hs+h(Q) C H*(Q), one can then use ug,p, as
an admissible test function for ps; and Dominated Convergence Theorem to get

.. Ms+h — Hs asch 55 )) .
1}11351? - > CN,s / / o y‘N+2s log |z — y| dxdy
> inf{Js(u) : u € Mg}, (1.3.19)

Now for the reverse limit, that is limsup, we argue as follows: since from Proposition 1.3.9 one has
us € H**"(Q), then by using it as an admissible test function for yi,,p, we obtain the following

. Hs+h — MUs 8sch / / S y))2
lim su < log |z — y| dxd
oot R ewe e oele = ey
<inf{Js(u) : u € Mg}, (1.3.20)

In the latter, we used the arbitrariness of u; € Mg. Now, Theorem 1.3.10 follows from (1.3.19)
and (1.3.20). For more details, see Theorem 4.4.1 of Chapter 4.

1.3.4 Paper 4. Existence results for nonlocal problems governed by the regional
fractional Laplacian

In this joint work with M. M. Fall, we study existence results of minimizers of the critical fractional
Sobolev constant on bounded domains

Sns(Q) = inf CARKIC) (1.3.21)
’ ueHj() el 725

Under some values of the fractional parameter, we show that the above best constant is achieved.
Moreover, if the underlying domain is a ball, we obtain positive minimizers for all possible values
of the fractional parameter in higher dimension, while we impose a positive mass condition in low
dimension.

Our first main result reads as follows.
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Theorem 1.3.12. Let N > 2 and Q € RY be a bounded domain with C* boundary. There exists
s0 € (3,1) such that for all s € (3,50), any minimizing sequence for Sy s(Q2), normalized in H§(Q)
is relatively compact in H§(2). In particular, the infimum is achieved.

As already mentioned in Section 1.2 (see Subsection 1.2.3), the minimization problem (1.3.21)
was studied in [83] in the case when a portion of the boundary 99Q of Q lies on a hyperplane,
assuming N > 4s. This restriction on the shape of the domain is crucial in establishing the strict
inequality

Sns(Q) < Sns(RY) (1.3.22)

which is the key ingredient for the existence of minimizers. The novelty in our result is that, in
contrast to that in [83], we do not impose any restriction on the shape of the domain. However,
we demand the fractional parameter to be close to % This is due to the fact that in order to get
the key inequality (1.3.22), we needed to study the asymptotic behavior of Sy () as s tends to 3

and we got the following.

Proposition 1.3.13. Let Q C RN be a bounded Lipschitz domain. Then

lim Sy s(€2) = 0.
s\%

This proposition is a direct consequence of the following two lemmas.

Lemma 1.3.14. Let Q C RN be a bounded Lipschitz domain. Fix's € (0,1). Then

limsup Sn,s(2) < Sn(92).
s\

Lemma 1.3.15. Let Q C RY be a bounded Lipschitz domain. Then 1 € H%(Q) In particular

Sy 1(Q) =0.

2

The result of Lemma 1.3.15 clarifies the behavior of the constant Sy ¢(2) in the case when

s = % and hence produces complete qualitative properties (positivity and nullity) of the constant

Sn,s(€2) with respect to s. The strategy behind the proof of this result is to approximate constant
functions with respect to the H %(Q)—norm. Notice that our result in Lemma 1.3.15 is consistent
with the fact that for bounded Lipschitz domains @ € RY, C2°(Q2) is dense in H*(£2) whenever
0 < s < 3 (see e.g. [94, Theorem 1.4.2.4]). Having the above two lemmas in mind, Proposition

2
1.3.13 therefore follows as

0 < lim Sy 4(92) < limsup Sy s(Q2) < Sy 1(2) =0.
5\,4% S\J% 2

From this, and recalling that Sy s(RY) > 0 for all s € (0,1) (see e.g. [71, Lemma 2.1]), we find
some g € (3, 1) such that

1
0 < Sns(Q) < Sys(RY) forall se (5%0)- (1.3.23)

Having the above inequality, we prove our first main result as in [83]. The method used for the
proof of Theorem 1.3.12 is the so-called missing mass method. The strategy behind this method is
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to prove that a minimizing sequence for Sy s(€2) does not concentrate in the interior and on the
boundary of the domain. To this end, one exploits the key inequality (1.3.23) together with the
fact that Sy s(RY) < S s(RY) to rule out such behaviors. This then means that the minimizing
sequence weakly converges to a nontrivial limit. Moreover, by exploiting the nonlinear character
of the minimization problem, one can upgrade this weak limit to a strong one. This completes the
proof of Theorem 1.3.12.

The second and third main results of this paper are related to the radial minimization problem

Qnsp(u) + fB hu? dx

SNsraa(B,h) =  inf (1.3.24)
" ueH; . ,q(B) [Jull?
s L2 (B)
where h € L*(£2) belongs to the class of radial potentials for which
SN,s,rad(87 h) > 0. (1.3.25)

We recall that Hf, ,,(B) is the space of radially symmetric functions of Hg(B).
Our next result is valid for all s € (%, 1) and N > 4s. It reads as follows.

Theorem 1.3.16. Let s € (%, 1) and N > 4s. Then any minimizing sequence for Sy srqd(B,0),
normalized in Hf, . (B) is relatively compact in HS,,,(B) . In particular, the infimum is achieved.

The main difference between minimization problems (1.3.21) and (1.3.24) is that in the latter
case, concentration can only happens at the origin. In order to rule out this behavior, the following
key inequality is crucial.

Lemma 1.3.17. Let s € (3,1) and N > 4s. Then
SN.srad(B,0) < S s(RY). (1.3.26)

The proof of the lemma above takes advantage of the fact that minimizers to Sy s(RY) are
known explicitly and were fully classified by Lieb [117]. In fact, Lieb showed that up to dilations,
translations, and multiplications, the fractional Sobolev constant .S N,S(RN ) is attained exactly by

the function (1 + |x|?) =5 Therefore, for A > 0, one considers the functions

A e
Ux(z) =0 (71 n A2’$|2)

where g is a positive constant (independent of A) such that ||Uy|| 2z ®~y) = 1, which satisfy the
Euler-Lagrange equation i
(—A)*Uy = Sns(RV)U" in RV,

Next, we cut them off in a small ball B, CC B in order to construct an admissible test function
ux =nUy

for Sy srad(B,0). After some calculations, we obtain the following estimates
N K —2s —N+2s .
Sn,s(RY) — 5)\ +CA , if N > d4s,

SN,s,rad(Ba O) < (1 - C)\_N) X K
Sns(RY) — ZA‘QS log\ + CAXN¥25if N =4s,
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where K and C are positive constants independent on A. Since the RHS of the inequality above is
strictly less than Sy s(RY) for A sufficiently large, Lemma 1.3.17 therefore follows.
In addition to (1.3.26), one also needs an approximate inequality of the form

(Sn,s(RY) = &)llull 72 ) < CQN,s,5(w) + Cellulf2s)- (1.3.27)

We recall that such inequality is obtained by exploiting the fractional version of the Strauss radial
lemma as well as the Schur test principle and Young inequality.

Now, the proof of Theorem 1.3.16 follows in the same spirit as the one of Theorem 1.3.12. For
more details, see Chaper 5.

The third main result of this paper is the existence of radial minimizers in low dimensions
2s < N < 4s. In this case, we introduce the mass k of B associated to the fractional Schrodinger
operator (—A)* + h as

k(z) = G(z,0) — R(x)

where G(x,y) is the green function of (—A)* + h and R(x) the Riesz potential of (—A)* in RV,
Our result is a theorem in the spirit of [88,133] which relies on the positivity of mass.

Theorem 1.3.18. Let s € (3,1), 2s < N < 4s and h € L®(B) such that (1.3.25) holds. As-
sume that k(0) > 0. Then any minimizing sequence for Sy sraa(B,h), normalized in Hf . .(B) is
relatively compact in H&md(B). In particular, the infimum is achieved.

Notice that the assumption k(0) > 0 is crucial in obtaining minimizers. It allows us to restore
compactness as we can see in the next lemma.

Lemma 1.3.19. Let s € (1,1) and 2s < N < 4s. Suppose that k(0) > 0. Then
SN.srad(B,h) < Sns(RY). (1.3.28)
To prove this lemma, we use
oA(@) = n(@)Ux (@) + A7 k()

as an admissible test function for Sy s ,qqd(B,h). Here, n is a smooth radial cut-off function com-
pactly supported in By, with n = 1 on B,, and ¢ > 0 a positive constant depending on N, s and
~v0- We then obtain an inequality of the form

SN.srad(Byh) < Sns(RY) — EXENK(0) + oA ) + 0N N)o,(1).

Now by letting A\ — oo in the inequality above, we obtain (1.3.28) provided that k(0) > 0. Once
this lemma is proved, one can then prove Theorem 1.3.18 in the same manner as above. For more
details, see Chapter 5.

1.3.5 Paper 5. A Hopf lemma for the regional fractional Laplacian

This paper, joint work with N. Abatangelo and M. M. Fall, is concerned with Hopf boundary lemma
for regional fractional Laplacian (—A)g, with being Q c RY a bounded open set and s € (1 1).
Our results analyze the behavior of the ratio 5% r near the boundary 902 of 2. Here, the function

u is either a pointwise or weak super-solution to the equation

(—A)yu =c(x)u in Q. (1.3.29)
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Our results strongly use the behavior of the solution to the torsion problem for the regional
fractional Laplacian, that is the function wuy., satisfying

—MA){uier = 1 in
(=A)ow o (1.3.30)
Utor = 0 on 0f2,
which, on smooth domains, satisfy the double-sided estimate
CTH6E ! <oy <CSF™H in O (1.3.31)

for some C' > 1, see [26,44]. In the case of fractional Laplacian, the torsion solution is known

explicitly in the case of the ball (see [34, Section 3.6]). Taking advantage of this, the Hopf lemma

for (—A)® follows in a standard way: the approach consists of proving first a Hopf lemma in the

ball, and from an interior ball condition, the result is recovered on the whole domain. However, for

the regional fractional Laplacian, there is no explicit formula for us,-, even in the case when €2 is a

ball. This function has been numerically studied in [69] in the one-dimensional case 2 = (—1,1).
Now, for n € N, we define

vp(x) = %utm(x) and wp(z) = vo(z) —u(z) for z € Q.

Then, by definition and (1.3.31), by the boundedness of 2, it follows that
vp — 0 uniformly in Q. (1.3.32)

Before stating our main results, we recall the following definitions.

Definition 1.3.20. We say that a function u :  — R is a pointwise super-solution of (1.3.29) if
u € C257¢(Q) N L®(Q) for some & > 0 and

loc
(—A)du(x) > c(x)u(zx) for any x € Q.
Definition 1.3.21. We say that a function v : @ — R is a weak super-solution of (1.3.29) if
u e H*(Q) and

E(u, ) 2/cug0 for any ¢ € C°(2), ¢ > 0in .
Q

Definition 1.3.22. We say that a function u : Q — R is a distributional super-solution of (1.3.29)
if w € L'(Q) and

/ u(—=A)ge > / cup for any ¢ € C°(2), ¢ > 0 in Q.
Q Q

Our first main result is concerned with Hopf boundary lemma for pointwise super-solutions to
(1.3.29) and it reads as follows.

Theorem 1.3.23 (Hopf lemma for pointwise super-solutions). Let @ C RN be an open bounded set
with CY1 boundary and s € (1/2,1). Let ¢ € L®(Q) and let u : Q — R be a lower semicontinuous
super-solution (in the sense of Definition 1.3.20) of (1.3.29).
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(7)) If c <0 in Q and uw > 0 on 0N, then either u vanishes identically in 2 or

lim inf L&:)

Bt S e >0 for any z € 0Q. (1.3.33)
x—z 0Q)

(i) If u >0 in Q, then either u vanishes identically in Q or (1.3.33) holds true.
Its proof requires the following strong maximum principle.

Lemma 1.3.24 (Strong maximum principle for pointwise super-solutions). Let Q@ C RY be a
bounded open set. Let ¢ € L () and u : Q@ — R be a lower semicontinuous function super-solution
(in the sense of Definition 1.3.20) of (1.3.29).

(1) If ¢ <0 in Q and u > 0 on 9N, then either u vanishes identically in Q, or u > 0 in €.

(ii) If u >0 in Q, then either u vanishes identically in 0, or u > 0 in Q.

We notice that under the hypotheses of assertion (i) one gets that u > 0 on 2. Therefore, Lemma
1.3.24 follows if we only show that either u vanishes identically in € or u > 0 in . Exploiting
the lower semicontinuous property of u, we get from a contradiction argument, the desired strong
maximum principle.

Once this lemma is established, one can then explain the main ideas of the proof of Theorem
1.3.23. The strategy is based on constructing a barrier of v from below with respect to us,, assuming
that v does not vanish identically in 2. In other words, we have to show that there exist ng € N
such that

wy, <0, ie. u>wv, on , forall n>ng. (1.3.34)

To this end, we argue by contradiction assuming that for any n € N, the function w, is positive
somewhere in 2. Exploiting the lower semicontinuity of v and the fact that w, < 0 on 9Q = Q\ €,
then a positive maximum of w, is attained in €2, say at some x,. Now, from Lemma 1.3.24 and
(1.3.32), one gets u(z,) — 0, and then z, — 9. Consequently, x,, keeps far from y whenever y
runs in a compact subset of 2. From this, and by using once again Lemma 1.3.24, the boundedness
of ¢ and (1.3.32), and recalling that u(z,) — 0, one gets

0> (—A)du(zy) > c(zp)u(x,) =0 as n — oo,

which is a contradiction. Therefore, (1.3.34) must be true and thereby proving Theorem 1.3.23.
For more details, see Chapter 6.

Our second main result deals with Hopf boundary lemma for weak super-solutions to (1.3.29).
We establish the following.

Theorem 1.3.25 (Hopf lemma for weak super-solutions). Let Q@ C RN be an open bounded set
with CY' boundary and s € (1/2,1). Let c: Q — R be a measurable function and let u € H*(Q) be
a weak super-solution (in the sense of Definition 1.3.21) of (1.3.29). Suppose that either

ce L™(N)

or
N
s

ce L1Q), q> " and u € L35.(),

loc

hold.
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(7)) If c <0 in Q and uw > 0 on 0N, then either u vanishes identically in 2 or

there exists eg > 0 such that ————
0 o ()21

> €. (1.3.35)

(13) If u >0 in Q, then either u vanishes identically in Q or (1.3.35) holds true.

The proof of Theorem 1.3.25 follows the same line of thought as the one of Theorem 1.3.23,
although with some more technical difficulties due to the weak character of super-solutions involved.
For example, when ¢ € L9(Q)) the strong maximum principle involved in our strategy takes the
following form.

Lemma 1.3.26 (Strong maximum principle for distributional super-solutions). Let Q C RN be
a bounded open set and u € LS () be a distributional super-solution (in the sense of Definition
1.3.22) of (1.3.29) with

N
ceLL.(Q), q> %%
If u>01inQ, then
either u=0 1in or essinfgu >0  for any K CC Q.
A more detailed exposition can be found in Chapter 6.
1.3.6 Paper 6. Qualitative properties of positive solutions for elliptic problem

driven by the regional fractional Laplacian in the half-space

In this note, we study symmetry and monotonicity of weak solutions to the Dirichlet problem

(—A)]fwu =u®1 in RY
u>0 in  RY (1.3.36)
u=20 on 8Rf =RN-!

where s € (0,1) \ {3} and N > 2s. We recall that from critical point theory, weak solutions

to (1.3.36) correspond to positive critical points of the associated Euler-Lagrange functional J :
H§(RY) — R defined by

s — 2 1 .
J(u) = CN/ / (ulz) Z(ergs) dxdy — */ u® d. (1.3.37)
4 Jry Jry |z —yl 25 JrY

Notice also that positive minimizers of the fractional Sobolev constant Sy s(RY) are weak solutions
of (1.3.36). As stated earlier, Sy (RY) is attained for s € (0,1) \ {3} assuming N > 4s, see [83].

Putting = (2/,zn) € RY, we establish in this paper the symmetry and monotonicity of
solutions of (1.3.36) with respect to the horizontal variable 2’ by exploiting the moving plane
method. Concretely, we prove the following.

Theorem 1.3.27. Let u € HS(Rf) be a weak solution to (1.3.36). Then u is radially symmetric
in ' and monotonic in the radial variable. In other words, there exists a monotonic function
(0,00) x (0,00) 3 (r,zn) — v(r,zN) with respect to r such that

w@' zy) =v(r,zy)  with r=|2']. (1.3.38)
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Before going further, an interesting question is whether Theorem 1.3.27 apply to solutions of
the problem

(-A)ju=u*"1, wu>0in B, u=0 on dB. (1.3.39)

We recall that in (1.3.39), the fractional parameter s runs in (%, 1). The results of Paper 4 tell
us that the Dirichlet problem (1.3.39) possesses symmetric solutions. However, since the operator
(—A)% depends on the domain, the moving plane method for the problem (1.3.39) remains a
challenging question. The main difficulty in this setting is that, upon reflecting the domain, the
operator changes as well. We think that a symmetry breaking can occur.

We now aim to state the key ingredient for the proof of Theorem 1.3.27. Before doing so,
let us first introduce the following notations. For A € R, we set T\ = {z € Rﬂ\rf :x1 = A} and
¥y = {z € RY : 21 < A}. Moreover, we put x\ = (2A — x1,22,...,2y) and uy(z) = u(zy).

Our key ingredient concerns the strong maximum principle for odd functions and it is stated as
follows.

Proposition 1.3.28 (Strong maximum principle). Let s € (0,1/2)U(1/2,1), A€ R and U CC X,
be a bounded set. Let v € Hg(Rf) be a continuous function on U, satisfying

A yv>0 in U 1.3.40

(~A)gyv >0 in (1.3.40)
If v is nonnegative in Xy and odd with respect to the hyperplane T, then either v = 0 in Rﬂ\_f or
v>0inU.

We recall that a function v € H§(RY) satisfying (1.3.40) is called weak superharmonic with
respect to (—A)%N. Now, let us say a few words about the proof of the proposition above. For
+

s € (0,1)\ {3} it is known that H(RY) can be identified with H§(RY) thanks to Hardy’s inequality
(see [94]). Taking advantage of this, we can then identify v with its trivial extension so that
v € H§(RY). Exploiting the inequality (1.3.40) we see that v € H§(RY) is a continuous function
on U satisfying

(=A)’v >0 in U.

One can then use a strong maximum principle result for (—A)*

complete the proof of Proposition 7.3.1.

In the sequel, we briefly present the idea of the proof of Theorem 1.3.27. Before doing so, let us
mention that utilizing Moser’s iteration method, one can prove that any weak solution to (1.3.36)
is bounded and therefore continuous in RY thanks to [122, Theorem D).

The main idea of the proof of Theorem 1.3.27 is to compare the values of u and u) along the
(N — 1)-variables z1,x2,...,xn—1. For this, we exploit the nonlinear structure of the problem
together with Proposition 1.3.28. For more details, see Chapter 7.

(see e.g. [68, Proposition 3.1]) to

1.3.7 Paper 7. Mountain pass solutions for the regional fractional Laplacian
In this last paper, we obtain nontrivial mountain pass solutions to the nonlinear Dirichlet problem

{Fﬁﬁuzﬂw in 0

(1.3.41)
u=20 on 0f)
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where Q € RY is a bounded Lipschitz domain, s € (%, 1) and f: R — R a function satisfying some
growth conditions. In this framework, the solutions are constructed with a variational method
by a minimax procedure on the associated energy functional. In other words, in order to detect
nontrivial solutions of mountain pass type, we analyze the existence of nontrivial critical points of
the corresponding functional energy to (1.3.41) define by

J(u) = CZ’S /Q/Q (T‘L:(sz;‘x%2)8)2 dxdy — /QF(u) dx, ue€ Hy(Q)

where F(t) = fot f(7) dr is the primitive of f. To this end, one imposes some nice growth on the
nonlinearity f. For our purposes, we assume that the nonlinearity f fulfills the conditions below.

(F1) There is C > 0 and p € (2,2}) such that
[fB)] < O+,

o L) .
(F2) %I_%T < 0;

(F3) lim LGN +00;

toc ¥
(Fy) Denote by H(t) =tf(t) — 2F(t). Then there is ¢y > 0 such that
H(ty) < H(t2) + ¢
forall 0 < t; <tgority <ty <O.

It is important to point out that from the above assumptions, the nonlinearity f is of subcritical
growth. Therefore, our result does not applied to the critical power nonlinearity considered in
Paper 4.

Our main result reads as follows.

Theorem 1.3.29. Let f be a function satisfying conditions (Fy)-(Fy). Then, there exists nontrivial
Mountain Pass solution to the problem (1.3.41).

We mention that Theorem 1.3.29 remains valid if f(u) is replaced by f(x,u) provided that
assumptions (F) and (F3) hold uniformly in the first variable, that is, in z. In the case of fractional
Laplacian with homogeneous exterior Dirichlet data, such type of existence result were obtained
in [136,148).

Wishing to apply the mountain pass Theorem to prove Theorem 1.3.29, the following lemmas
are of key importance.

Lemma 1.3.30. Under the condition (F3), the functional J is unbounded from below.

Lemma 1.3.31. Under the conditions (F1) and (F3), there exist p, 5 > 0 such that for any
u € Hi(S2) with HUHHS(Q) = p, it follows that J(u) > f3.

Lemma 1.3.32 (Palais-Smale condition). Under the conditions (Fy), (F3) and (Fy), every Palais-
Smale sequence for J strongly converges in HF(2), up to a subsequence.
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Once we have the above lemmas, we can then prove Theorem 1.3.29 as follows.

Lemmas 1.3.30 and 1.3.31 reveal that the functional J possesses the mountain pass geometry.
Moreover, it also satisfies the Palais-Smale condition, thanks to Lemma 1.3.32. Then by the
mountain pass Theorem (see [7]), there exists a critical point u € H(€2) for J. Furthermore, since
by Lemma 1.3.31, J(u) > 8 > 0 = J(0), it follows that u # 0, that is, u is a nontrivial mountain
pass solution. This concludes the proof.

From the classical De Giorgi iteration method, we also obtain the following a priori L*° bounds.

Proposition 1.3.33. Let f be a function satisfying conditions (F1)-(Fy), and u be a solution of
(1.3.41). Then u € L=(Q).

More details can be found in Chapter 8.



Chapter 2

Morse index versus radial symmetry
for fractional Dirichlet problems

The main focus of this chapter is to analyze the Morse index of a solution to a semilinear problem
involving the fractional Laplacian with exterior Dirichlet data. The present content follows the
original article [R1]. This paper is a collaboration with Mouhamed Moustapha Fall, Pierre Aime
Feulefack, and Tobias Weth. The notation may be slightly different from those used in chapter 1.

2.1 Introduction and main result

The purpose of this paper is to estimate the Morse index of radial sign changing solutions of the
problem

{(—A)Su:f(u) in B (2.1.1)

u=0 in RV \ B,

where s € (0,1), B C RY is the unit ball centred at zero and where the nonlinearity f : R — R is
of class C'. The fractional Laplacian operator (—A)? is defined for all u € C2(RY) by

u(r) — u(y)

(—=A)’u(x) = ¢(N,s) lim s W

e—0t RN\ B, (z) ‘.%' —

N T(NE2sy . .
where ¢(N, s) = 22577773% is a normalization constant. The operator (—A)® can be seen as

the infinitesimal generator of an isotropic stable Lévy processes (see [12]), and it arises in specific
mathematical models within several areas of physics, biology, chemistry and finance (see [12,13,34]).
For basic properties of (—A)® and associated function spaces, we refer to [65].

In recent years, the study of linear and nonlinear Dirichlet boundary value problems involving
fractional Laplacian has attracted extensive and steadily growing attention, whereas, in contrast
to the local case s = 1, even basic questions still remain largely unsolved up to now. Even in
the linear case where f(t) := At, the structure of Dirichlet eigenvalues and eigenfunctions of the
fractional Laplacian on the unit ball B is not completely understood. In particular, we mention a
conjecture of Banuelos and Kulczycki which states that every Dirichlet eigenfunction u of (—A)® on
B corresponding to the second Dirichlet eigenvalue is antisymmetric, i.e., it satisfies u(—z) = —u(x)
for x € B. So far, by the results in [15,72,81,112], this conjecture has been verified in the special

29
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cases N < 3, s € (0,1) and 4 < N <9, s = % In the present paper, we will derive the full
conjecture essentially as a corollary of our main result on the semilinear Dirichlet problem (2.1.1),
see Theorem 2.1.2 below.

Our main result on sign changing radial solutions of (2.1.1) is heavily inspired by the seminal
work of Aftalion and Pacella [2], where the authors studied qualitative properties of sign changing
solutions of the local semilinear elliptic problem

—Au=f(u) in Q, wu=0 on 01, (2.1.2)

where 2 C R¥ is a ball or an annulus centered at zero and f € C*(R). It is proved in [2, Theorem
1.1] that any radial sign changing solution of (2.1.2) has Morse index greater than or equal to N +1.

In the following, we present a nonlocal version of this result in the case where € is the unit ball
in RV, We need to fix some notation first. Consider the function space

H(B) :={uec H*RY):u=0 on RY\ B} c HRM). (2.1.3)
By definition, a function u € H{(B) N L>°(B) is a weak solution of (1.3.1) if

Es(u,v) = /Bf(u)v dz  for all v € H{(B),

where

(v,w) = Es(v,w) = C(]\; ) /RN /]RN (v(z) — v(y)(w(z) — w(y)) dxdy. (2.1.4)

|.I‘ _ y|N+2s

is the bilinear form associated with (—A)®. By definition, the Morse index m(u) of a weak solution
u € H{(B) N L>(B) of (2.1.1) is the maximal dimension of a subspace X C H§(B) where the
quadratic form

(v, w) = Es(v,w) — /Bf’(u)vw dx (2.1.5)

associated to the linearized operator L := (—A)®*— f/(u) is negative definite. Equivalently, m(u) can
be defined as the number of the negative Dirichlet eigenvalues of L counted with their multiplicity.
Our first main result reads as follows.

Theorem 2.1.1. Let u be a radially symmetric sign changing solution of problem (2.1.1), and
suppose that one of the following additional conditions holds.

(A1) s € (3,1).
(A2) s € (0,3], and

/D fryar> Y 2;\725 L) fort e R\ {0). (2.1.6)

Then u has Morse index greater than or equal to N + 1.

We briefly comment on the inequality (2.1.6). In our proof of Theorem 2.1.1, this assumption
arises when we use the Pohozaev identity for the fractional Laplacian, see [131, Theorem 1.1]. It is
satisfied for homogeneous nonlinearities with subcritical growth, i.e., if

ft) = /\|t|p_2t with A >0and 2 <p< N o5



31

We also note that, in the supercritical case where fg f(r)dr < 2251 f(¢) for t € R\ {0}, problem
(2.1.1) does not admit any nontrivial weak solutions u € H{(B) N L>°(B). This is a consequence of
the Pohozaev identity stated in [131, Theorem 1.1].

In particular, assumption (2.1.6) is satisfied in the linear case ¢t — At with A > 0. In fact, we
can deduce the following result for the Dirichlet eigenvalue problem

(=A)Y’u=Au in B
u=0 in RV\B,

(2.1.7)

from Theorem 2.1.1, thereby providing a complete positive answer to a conjecture by Banuelos and
Kulczycki (see [72]).

Theorem 2.1.2. Let N > 1 and 0 < s < 1, and let Ao > 0 be the second eigenvalue of prob-
lem (2.1.7). Then every eigenfunction u corresponding to \e is antisymmetric, i.e. it satisfies
u(—x) = —u(z) for z € B.

In recent years, partial results towards this conjecture have been obtained in [15,72,81,112],
covering the special cases N <3, s € (0,1) and 4 < N <9, s = % More precisely, in [15, Theorem
5.3], Banuelos and Kulezycki proved antisymmetry of second eigenfunctions in the special case
N =1, s = 5. In [112], this result was extended to N = 1, s € [3,1). Recently in [72], the
conjecture was proved in the cases N < 2, s € (0,1) and 3 < N <9, s = % Moreover, in [81], the
result has been proved for N =3, s € (0,1).

While the proofs in these papers are based on fine eigenvalue estimates, our proof of Theo-
rem 2.1.2 is completely different: In addition to Theorem 2.1.1, we shall only use the following
important alternative which is implicitely stated in [72, p. 503]: FEither (2.1.7) admits a radially
symmetric eigenfunction corresponding to the second eigenvalue Ao, or every eigenfunction corre-
sponding to Ag is a product of a linear and a radial function. Since every such eigenfunction u is a
sign changing solution of (2.1.1) with ¢ — f(t) = Aot and has Morse index 1 < N + 1, it cannot be
radially symmetric as a consequence of Theorem 2.1.1. Hence u must be a product of a linear and a
radial function, and therefore w is antisymmetric. This completes the proof of Theorem 2.1.2. For
a more detailed presentation of this argument and the underlying results from [72], see Section 2.5
below.

We briefly comment on the proof of Theorem 2.1.1. The general strategy, inspired by the
paper [2] of Aftalion and Pacella for the local problem (2.1.2), is to use partial derivatives of u to
construct suitable test functions which allow to estimate the Morse index of u. In the nonlocal
case, several difficulties arise since local PDEs techniques do not apply. The most severe difficulty
is related to the fact that weak solutions v € H§(B) N L*>°(B) of (2.1.1) have much less boundary
regularity than solutions of (2.1.2), see Proposition 2.3.1 for details. Moreover, even though there
exists a fractional version of the Hopf boundary lemma related to the fractional boundary derivative
5+ (see [75, Proposition 3.3]), it does not apply to sign changing solutions of (2.1.1) due to the non-
locality of the problem. We mention at this point that the classical Hopf boundary lemma is used
in [2] together with an extra assumption on f(0), but a slight change of the proof, exploiting the
local character of the problem, allows to deal with solutions u having a vanishing derivative on
the boundary; therefore [2, Theorem 1.1] extends to arbitrary nonlinearities f € C1(R)!. In the
nonlocal case of radial solutions u of (2.1.1), it is more difficult to deal with possible oscillations
of the radial derivative of u close to the boundary. In our proof of Theorem 2.1.1, we distinguish

We wish to thank the referee for pointing out this fact.
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two cases. In the case s € (%, 1), we use a regularity result of Grubb given in [96, Theorem 2.2]
to complete the argument in the case where 5t vanishes on dB. Moreover, in the case s € (0, %],
we use the extra assumption (2.1.6) to ensure that g% does not vanish on the boundary. Here we
point out that (2.1.6) implies f(0) = 0, while no extra assumption on f(0) is needed in the case
s € (3,1).

We point out that our proof of Theorem 2.1.1 does not use the extension method of Caffarelli
and Silvestre [42], which allows to reformulate (2.1.1) as a boundary value problem where (—A)?
arises as a Dirichlet-to-Neumann type operator. We therefore expect that our approach applies to
a more general class of nonlocal operators in place of (—A)°.

We wish to add some remarks on the role of Morse index estimates in the variational study of
(2.1.1). In the case where f € C''(R) has subcritical growth, weak solutions of (2.1.1) are precisely

the critical points of the associated energy functional J : H§(B) — R defined by

N s )\2
J dedy — | F(u) d
=S [ e astr— [P d

where F(t fo ) ds. Moreover, J is of class C?, and thus the behaviour of J near a critical
point u is Closely related to the Morse index m(u). Typically, critical points detected via minimax
principles lead to bounds on the Morse index. In combination with Theorem 2.1.1, this allows to
show the non-radiality of certain classes of sign changing critical points. In this spirit, it is proved
in [2] that, under suitable additional assumptions on f, least energy sign changing solutions of the
local problem (2.1.2) are non-radial functions.

With regard to the existence of least energy sign changing solutions of the nonlocal prob-
lem (2.1.1), we refer to the recent paper [143]. For existence results for sign changing solutions to
related nonlocal problems, see e.g. [118,146] and the references therein.

The paper is organized as follows. In Section 2.2 we introduce preliminary notions and collect
preliminary results on function spaces. In Section 2.3, we investigate radial solutions of (2.1.1)
and properties of their partial derivatives. In Section 2.4 we complete the proof of Theorem 2.1.1.
Finally, in Section 2.5, we complete the proof of Theorem 2.1.2.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within the
project 57385104. Mouhamed Moustapha Fall’s work is also supported by the Alexander von
Humboldt foundation. The authors would like to thank Xavier Ros-Oton and Sven Jarohs for
helpful discussions. Moreover, they would like to thank the referee for valuable comments and
suggestions.

2.2 Preliminary definitions and results

In this section, we introduce some notation and state preliminary results to be used throughout
this paper.

We first introduce and recall some notation related to sets and functions. If Qi,Qy C RN are
open subsets, we write Q; CC Qs if ; is compact and contained in Q3. We denote by 17 : RV — R
the characteristic function of a subset U C RY. For a function u : RV — R, we use u* := max{u, 0}
and v~ := —min{u, 0} to denote the positive and negative part of u, respectively.
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Next we recall some notation related to function spaces associated with the fractional power
€ (0,1). We consider the space

N ju(@)|
L= {u €L} (RY): Jull g1 < oo}, where ||uf|z1 = /RN T e dx. (2.2.1)

If w € £, then (—A)%w is well defined as a distribution on RY by setting
[(=A)wl(e) = / w(=A)pdz  for p € C(RY).
RN

Here and in the following, for an open subset 2 C RY, we denote by C°(f2) the space of smooth
functions on RY with compact support in . We recall a maximum principle for the fractional
Laplacian in distributional sense due to Silvestre.

Proposition 2.2.1. [137, Proposition 2.17] Let Q C RN be an open bounded set, and let w € L}
be a lower-semicontinuous function in Q such that w > 0 in RN \ Q and (=A)*w > 0 in Q in
distributional sense, i.e.,

/ w(—A)’pdr >0 for all nonnegative functions ¢ € C°(Q).
RN

Then w > 0 in RV,

For an open subset 2 C R, we now consider the fractional Sobolev space

u(z) — u(y)[?
H*(Q) = {u e L*(Q) : /Q ; m dxdy < oo}. (2.2.2)

Setting

[u]s,0 = (1/Q M dxdy); for u € H*(Q),

2 ‘x _ y‘N+2s
we note that H*(Q) is a Hilbert space whose norm can be written as
1

lullzsqoy = (Ilulaqy + )2 (2.2.3)

We will also use the local fractional Sobolev space H}
L2 () with ¢ € H*(Q) for every Q' CC .

For a bounded open subset Q C RY, we let Hg(2) denote the closure of C°(Q) in H*(RY).
Then H§(2) is a Hilbert space with scalar product

(u,v) = Es(u,v) 1= (u, v)ysQ) = (N, s /RN /RN )) ‘(]zggl_v(y)) dxdy

and corresponding norm

(Q) defined as the space of functions 9 €

w22 (02) = /E(u,u) = /¢e(N,s) [u Ul jN -
This is a consequence of the fact that

inf{&(u,u) : v e H{(Q), [[ullp2) =1} > 0,
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which in turn follows from the fractional Sobolev inequality (see e.g. [65, Theorem 6.5]) and the
boundedness of Q. In particular, H3(£2) embeds into L2(Q2). We also note that, by definition,

H5(Q) C H(Q) for bounded open sets Q, Q with Q c Q. (2.2.4)

We also recall the following property, see e.g. [94, Theorem 1.4.2.2]:
For any bounded domain Q) with continuous boundary,
we have HE(Q) = {u e H¥(RY):u=0 on RV \Q}.

Consequently, the definition of H§(€2) is consistent with (2.1.3).
For the remainder of this section, we fix a bounded open subset € RY. The following lemma
is known, but we include a short proof for the convenience of the reader.

(2.2.5)

Lemma 2.2.2. Let p € H}} () be compactly supported in Q. Then ¢ € H(52).

Here and in the following, we identify ¢ with its trivial extension to R,

Proof. Without loss of generality, we may assume that €2 has a continuous boundary, since otherwise
we may use (2.2.4) after replacing 2 by a bounded open subset Q with continuous boundary
containing the support of .

Let ' CcC Q be an open subset of 2 which contains the support K of ¢p. Then we have

Pyl / /
dady = [p]? o T dyde, 2.2.6
/RN /RN |IJ - y‘N+23 Q / RN\Q’ ‘CL’ — y’N+25 ( )

where [p]? ,, < oo since ¢ € H} (Q) Moreover,

loc

dy
dydz _/ / S —
// /RN\Q’ |z — y|N+25 ol rV\Q |7 — Y[V T2

2 dy
< lellzaey sup gy o — g <%

since dist(K, RY \ ') > 0. Since Q has a continuous boundary and ¢ = 0 in R \ Q, we conclude
that ¢ € H{(£2) as a consequence of (2.2.5). O

We also need the following lemma.

Lemma 2.2.3. Let v € L1 N HE (Q), and let ¢ € H}

e 2 .(Q) be a function with compact support.
Then the integral

v(y)) (p(x) — (y))

Es(v, p) |x _ y|N+25

dxdy

RN JRN

is well defined in Lebesgue sense. More precisely, for any choice of open subsets
VccQ'cc

with supp ¢ C /, there exist constants c1,co — depending only on Q', Q" N and s but not on v and
o —such that

Y
/RN /RN Hﬁ\/ﬂs #)] dxdy (2.2.7)

< [sorlelsor + allvll2 @ el @) + eallello @ ol e
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Proof. We put k(z) = 2|~V 725, Since supp ¢ C Q', we see that
3 Lo [ 0@ —olete) -~ pllko ) dody =
1 |v(z) —v(y)||e(@) — o(y)] [v(z) —v(y)]|¢(x)|
= dxd dyd
2 /” /” ’IIZ‘ - y’N-‘rQS vy =+ // /]:QN\Q// ’Jj — y’N"‘QS yaxr

< ocr o + | 10(@) / v() — v(y)|k(z — ) dyda,
o RN\Q

where
[ el [ o) = o)k - y) dyd
’ RN\Q//
< / lp(z)|[v() ko () do +/ ()] v(y)k(z — y)dydx
Q/ Q/ RN\Q//

< allellrz@nllvlizz @y + callell L@y llvllc

with
k)= [ ka-ydy ae®
]RN\Q”
and
c1 = sup Ko (z), cpi= sup  k(z—y)(1+ [y
e zeQ yeRN\Q/

Note that the values ¢; and c¢g are finite since ' CC Q”. Tt thus follows that & (u, v) is well-defined
in Lebesgue sense and that (2.2.7) holds. O

Corollary 2.2.4. Let v € L1 N H (). If ¥ CC Q and (¢n)n is a sequence in Hp (Q) with
supp @, supp ¢n, C ' for alln € N and ¢, — ¢ in Hf (), then we have
Es(v, on) — Es(v, ) as n — oo.

Proof. By Lemma 2.2.3,

|Es(v, o — )| <
c(N, 8)[v]s arlen — @ls.a + Cillvli Lz llen — @llz) + C2llon — ellLr@nllvll 1,

where C; and Cj are positive constants. Thanks to the embeddings Hj (€2) < L?

loc(Q) = Llloc(Q)’
we conclude that & (v, ¢, —¢) — 0 as n — 0. O

2.3 Properties of radial solutions and their partial derivatives

In the following, we restrict our attention to the case 2 = B and to bounded weak solutions of
equation (2.1.1). Here and in the following, we fix a nonlinearity f : R — R of class C!, and we
call a function u € H{(B) N L>°(B) a weak solution of (2.1.1) if

Es(u, @) = /Bf(u)cp dx for all ¢ € H{(B).
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We note the following regularity properties for weak solutions of (2.1.1). For this we consider the
distance function to the boundary

§:B—R, d(z) = dist(z,0B) =1 — |z|.

Proposition 2.3.1. (¢f. [74, 96,130, 137])
Let uw € H§(B) N L>®(B) be a weak solution of (2.1.1). Then u € Ci)j(l’j’) N C§(B). Moreover,

Y= % € C*(B) for some a € (0,1), (2.3.1)

and the following properties hold with some constant ¢ > 0:
(i) |Vu(z)| < c6* Y (z) for all z € B.
(i3) |Vy(z)| < c6* () for all v € B.

(iii) For every zo € OB, we have lim §'7%(2)0,u(z) = —sy(x0), where Opu(z) = Vu(z) - |i

T—T0 z|
denotes the radial derivative of u at x.

(iv) If s € (3,1), then ¢ € C1(B).

Proof. Since u € L*>®(B) and f is of class C', we have f(u(-)) € L>®(B). Hence the regularity
theory for the fractional Dirichlet-Possion problem developed in [130] shows that u € C§(B), and
that (i) holds. It is also shown in [130] that ¢ := & € C*(B) for some o € (0,1). Moreover, (ii)
and (iii) are proved in [74].

Finally, noting that f(u(-)) € C*(B) since u € C{(B), it follows from interior regularity (see
e.g. [137]) that u € CZQOCS(B) Moreover, if s € (3,1) we have ¢ € C?*(B) C C'(B) by [96, Theorem

2.2). O

The regularity estimates above allow to apply the following simple integration by parts formula
to weak solutions of (2.1.1).

Lemma 2.3.2. Let u € C%(B) N CL_(B) be a function satisfying u =0 on 0B and |Vu| € L'(B).
Then
/((%u)np dx = —/ udjp dx forpe CY(B), j=1,...,N. (2.3.2)
B B

Proof. Let ¢ € C*(B), and let Q,, := B, _1(0) C B for n € N. Then u € C'(,) for n € N since
u € C}OC(B). Integrating by parts over {2, and using a change of variables, we find that

/ (Byu)p + udjp) dw = / wovy do = (1— 2)N-1 /83 (1= Ho)e((1 — %)a)uj do,

n n

n 0Qn

where v; is the j-th component of the unit outward normal to 9B at z. Since u € C%B), u=0on
0B, Q, T B and ¢ € C'(B), we can apply the Lebesgue dominated convergence theorem to both
sides of the equation above to deduce (2.3.2). O

In the following, we fix a radial solution v € H{(B) N L*°(B) of (2.1.1), and we consider the
function ¢ defined in (2.3.1) which is also radial. Hence we write

() = o(r) for r = |z| with a function g : [0,1] — R (2.3.3)
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which is of class C'* for some a > 0 by Proposition 2.3.1. Moreover, by Proposition 2.3.1 we have
1
= —= lim (1 —|2z))' 750, u(x). (2.3.4)

By the Pohozaev type identity given in [131, Theorem 1.1], this value also satisfies

1
Y1) = ST TP /B[(25—N)uf(u)+2NF(u) dz. (2.3.5)

Here F': R — R is given by F(t) = fg f(r) dr.

The aim of this section is to construct test functions related to partial derivatives of u, which
allow to estimate Dirichlet eigenvalues of the linearized operator

L= (=) — f'(u). (2.3.6)

For j € {1,..., N}, we consider the partial derivatives of u given by

ou
) ) diu(x) = —(z), r e B,
v RN 5 R, v () = ju() aﬂUj() j=1,...,N.
0, xRN\ B,
From Proposition 2.3.1, it then follows that
v e LnH] (B)  forje{l,...,N}. (2.3.7)

Hence Es(v7, ¢) is well defined for every ¢ € H5(B) with compact support by Lemma 2.2.3. We
have the following key lemma.

Lemma 2.3.3. For any j € {1,..., N}, we have Lv) = (=A)*vI — f'(u)v’ = 0 in distributional
sense in B, i.e.

/ v (=A)Sp dr = E,(v?, p) = / f'(w)v’p dx for all ¢ € C°(B). (2.3.8)
B B

Moreover, if ¢ € H§(B) has compact support in B, then we have
Es(v7,p) = / ()l o da. (2.3.9)
B

Furthermore, if v/ € H{(B), then (2.5.9) is true for all ¢ € HE(B).

Proof. Since u € Cfoj(B) by Proposition 2.3.1, we have v/ € Cll(;‘cs(B) C Hj .(B). Let ¢ € C°(B) C
C°(RY). Then
D0 €C(B), (=AYpeC®MRY), and  9;(~A)p=(~A)°0jp onRY.

Consequently, since u satisfies the assumptions of Lemma 2.3.2, (2.3.2) implies that

/ij(—A)Scp do = — /Buaj(—A)s(p do = —/ W(=A) oy da

B
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Es(u, 05p) = /f ]cpdaz—/af godx—/f Wi d.
Hence v/ solves Lv/ = (—A)*v? — f'(u)v? = 0 in distributional sense. Next we show that
Es(v),p) = / f'(w)v’ o dx for all p € C°(B). (2.3.10)
B

Since vJ € El NnH?

loc

(B), the integral

|vi (z) —v] W)||e(x) — o)
/]RN /RN | N+ dxdy

exists by Lemma 2.2.3, and therefore we have, by Lebesgue’s Theorem,

gs(vjjsp)zc(f\;’é*) ;E%/RN/ | () = (W) (pe) — W) 0
T—y|>e

’l‘ _ y’N+2s

@) —ely) ,
= ¢(N, s) lim ox v (2 /RN\BE dyd

e—0 |z — y|N+2s
_ J o(@) — $(y)
oN.s) [ (e tim e oy Qe

= /RN v (=A)Sp dx = /ij(—A)sgp dx = /Bf’(u)ngo dx.

Next, let ¢ € HE(B) with compact support in B, and choose an open subset € CC B such that
suppe C . By definition of H{(€'), there exists a sequence (pp), in C°() C C°(B) with
on — ¢ in H(Q'), hence also ¢, — ¢ in H5(B). Then Corollary 2.2.4 and (2.3.10) imply that

Es(v7,p) = li_)m Es(v,pp) = lim [ f(u)! g, do = / f'(w)v? o de, (2.3.11)
n—oo B

n—0o0 B

and thus (2.3.9) holds.
Finally, assume that v/ € H§(B), let ¢ € H5(B), and let (¢n), be a sequence in C2°(B) with

©n — ¢ in H(B). Then (2.3.11) holds again by the continuity of the quadratic form & on H{(B),
as claimed. ]

We now have all the tools to build suitable test functions from partial derivatives in order to

estimate the Morse index of u as a solution of (2.1.1). As remarked before, the construction is
inspired by [2].

Definition 2.3.4. Let vy be the function defined in (2.3.3). For j = 1,..., N, we define the open
half spaces

HL = {z eRY : +z; >0} (2.3.12)
and the functions d; : RY — R by
()" Ly — ()" 1 if ¥o(1) = 0
(W) 1y — (7))~ 1Hi if (1) <0
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We note that, for j =1,..., N, the function d; is odd with respect to the reflection
. TRN N — . . — )
oj : RY = RY, r=(z1,....,25,...,2N) = 0j(x) = (z1,...,—Tj,...,ZN)
at the hyperplane {z; = 0} since the function v/ is odd.
Lemma 2.3.5. d; € Hj (B) forj=1,...,N.

Proof. By definition of d;, it suffices to show that
(W) 1y € Hiy(B). (2.3.13)

the proof for the other functions is essentially the same.

(B), and therefore also (v/)* € Hj (B) by a standard
v:= (v/)*, and we let ' CC B be an open subset

We only consider the function (v7)* 1,

, +

As noted in (2.3.7), we have v/ € H}

estimate. To abbreviate, we now put x =1, ,

+

of B. Making € larger if necessary, we may assume that ' is symmetric with respect to the
reflection o;. To show that vx € Hf .(Q'), we write

loc

2 2 2 —N—-2s
v r = |V , i+ v\x Tr — dydzx
[ X]S,Q [ ]S,Q mHi /’ﬁ i ’ ( )| //ﬁ J_ | y‘ Y

<bRo+ [ peP [ o=yl 2 dyde
UNHY, {yeRN Jy—z|=|a;[}

—(Ro+ [ @) [ 2N dzda
’ UNHY, {2€RN |z]>[z;(}

S

2s j
Q'NHY

=i + [o() |5 | 7> da.

Since v = (v/)* € C; (B) by Proposition 2.3.1 and v = 0 on {z; = 0}, we have |v(z)| < C|z;|* for
x € ' N H.. Therefore, the latter integral is finite, and (v/)* 1,,;, =vx € H (B). O
+

The next lemma, is of key importance for the proof of Theorem 2.1.1.
Lemma 2.3.6. Let j=1,...,N.
(1) If ¥o(1) # 0, we have d; € H§(B), and d; has compact support in B.
(ii) If s € (3,1) and ¢o(1) = 0, then we have v/ € H§(B) and d; € H(B).

Proof. (i) By Lemma 2.2.2 and Lemma 2.3.5, it suffices to show that d; has compact support in 5.
We now distinguish the cases ¢y(1) > 0 and (1) < 0.
If ¢o(1) > 0, we have d,u(x) <0 in B\ By, (0) for some r, € (0,1) by (2.3.4), and therefore

%&u(x) <0 forz € B\ B, (0) with z; > 0.
x
Consequently, d;(z) = (v/)*(z) = 0 for € B\ B, (0) with z; > 0. Since d; is odd with respect to
the reflection o it follows that suppd; C By, (0), so d; is compactly supported in B.

If 9o(1) < 0, we have d,u(z) > 0 in B\ B,,(0) for some r, € (0,1) by (2.3.4), which in this
case, similarly as above, implies that dj(z) = —(v7)~(z) = 0 for z € B\ B, (0) with z; > 0. Again

v (x) = dju(x) =
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we conclude that d; is compactly supported in B since it is odd with respect to the reflection o;.
(ii) Since s € (3,1), it follows from Proposition 2.3.1(iv) that ¢ € C'(B) and therefore 1y €
C1([0,1]), whereas (1) = 0 by assumption. Consequently, 1 (z)6* *(z) — 0 as |z| — 1, and
therefore

Vu(z) = 6% (x)V(x) + s1b(x)6*H(2)Vi(z) - 0 as |z| — 1.
It thus follows that u € C'(RY) with u = 0 on RV \ B, and therefore v/ € CO(RY) with v/ =0
in RV \ B. To see that v/ € H§(B), we shall use Proposition 2.2.1 as follows: Since the function

f'(u)v? is continuous and therefore bounded in B, there exists a unique weak solution w € H§(B)
to the Poisson problem

(=A)*w = f'(u)v’ in B, w=0 inRY\B (2.3.14)

which satisfies w € C§(B) by [130, Proposition 1.1]. By setting V := w — v?, it follows that
V € CORN) with V = 0 in RV \ B. Moreover, by Lemma 2.3.3 the function V satisfies the
equation (—A)*V = 0 in B in the sense of distributions. Since V' is continuous, Proposition 2.2.1
— applied to £V — implies that V =0 in RV, i.e.,

v = w e HY(B) N C3(B). (2.3.15)

By a similar argument as in the proof of Lemma 2.3.5, we will now see that d; € H{(B). For the
convenience of the reader, we give the details. It is clearly sufficient to show that

(vj)i1Hi € Hi(B). (2.3.16)

We only consider the function (v7)*1 the proof for the other functions is the same. Since

H

vl € HE(B), we also have (v/)* € H{(B) by a standard estimate. To abbreviate, we now put

X =1y and v = (v))*. To show that vy € H5(B), we note that vy = 0 in RN \ B, and we
+

estimate

o) [ e =gl s

H.nB
<Wlar+ [ P [ Nz
' HY.nB {2€RN|2[> [z}
2 |SV 20, |—2s
o2 + o(a) 2|2 d

2s H.nB

Since v = (v/)T € C*(B) by (2.3.15) and v = 0 on {z; = 0}, we have |v(z)| < C|z;|* for x € Hiﬂ[)’.
Therefore, the latter integral is finite, and (v/)* 1, =vx € Hy(B). O
+

Corollary 2.3.7. If ¢o(1) # 0 or s € (3,1), then the values Es(dj, dy) and Es(v?,dy) are well-
defined and satisfy

E(W7,dy) = / f'(w)vidy, de  forj,k=1,...,N.
B

Proof. This follows from Lemma 2.2.3, Lemma 2.3.3 and Lemma 2.3.6. O
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2.4 Proof of Theorem 2.1.1

In this section we complete the proof of Theorem 2.1.1. As before, we consider a fixed radial weak
solution u € H{(B) N L*>(B) of (2.1.1), and we will continue using the notation related to u as
introduced in Section 2.3. Moreover, in accordance with the assumptions of Theorem 2.1.1, we
assume that u changes sign, which implies that

(vj)ilHigéO and (v))" 1, £0  forj=1,...,N, (2.4.1)

where the half spaces Hi are defined in (2.3.12). We first note that, under the assumptions of

Theorem 2.1.1, we have
1

Po(1) #0 or s € (5, 1). (2.4.2)

Indeed, if s € (0, 1], then ¢2(1) > 0 by (2.1.6) and (2.3.5).
Next we recall that the n-th Dirichlet eigenvalue A, ;, of the linearized operator L defined in
(2.3.6) admits the variational characterization

AL = Hél]i 5161%)‘5 Es.1(v,v) (2.4.3)
where
(v,w) = & 1(v,w) = Es(v,w) — / f(u)vw dx (2.4.4)
B

is the bilinear form associated to L, V,, denotes the family of n-dimensional subspaces of H{(B)
and Sy :={v eV : |v|p2p) =1} for V € V,.

To estimate A, 1 from above, we wish to build test function spaces V' by using the functions d;
introduced in Definition 2.3.4. By Lemma 2.3.6 and (2.4.2), we have d; € H§(2) for j =1,...,N.
Moreover, as a consequence of Corollary 2.3.7, the values & (v, dy) are well-defined and satisfy

Esp(v,dy) =0  forjk=1,...,N. (2.4.5)
We need the following key inequality.
Lemma 2.4.1. Forj e {1,...,N} we have & 1,(d;,d;) < 0.

Proof. To simplify notation, we put k(z) = c¢(N, s)|z| V=2 for € RV \ {0}. Since v/d; = d? in
RY by definition of d; and therefore

[ £t o= [ de

we have, by (2.4.5),

Es.p(dj, dj) = E p(dj —v7, dj)
% /RN /RN < — () = (d;(y) — o (y))) (d; () — dj(y))) k(z — y)dzdy
! J
9 /RN /RN ( )dj(y) + v (y)dj(z) — 2dj(a:)dj(y)>k:(a: —y) dzdy
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In the following, we put
Ui(z,y) :==k(x —y) — k(oj(z) —y) for x,y € RV, # .

Using the oddness of the functions v’/ and d; with respect to the reflection o;, we deduce that

Es,L(dj, d;) /RN/H] ( y) + vl (y)d; () — 2d;(x)d; (y)>ej(a;,y) dady
/H] /HJ ( y) + v (y)d;(2) — 2d;(x)d; (y)> (4j(z,y) = £i(z,05(y))) dady
/HJ /H] < y) + v (y)d;(x) — 2d;(x)d; (y)>fj(w,y)dwdy- (2.4.6)

Here we used in the last step that

k(oj(x) —oj(y)) =k(z—y)  and  k(oj(x) —y) = k(z —0;(y))
for z,y € RN, x # y and therefore
li(z,y) = L@, 05(y)) = k(z —y) = k(oj(z) —y) = (k(z — 0;(y)) — k(oj(2) - 0;(y)))
= 2(;(z,y).
Next, we note that
li(x,y) =k(x —y) — k(oj(z) —y) >0 for z,y € Hi (2.4.7)
Moreover, we claim that the function
(@,y) = hj(z,y) = o' (2)d;(y) + v (y)d;(z) — 2d;(x)d;(y)
= (07 (z) — dj(@))d;(y) + (V (y) — & (y))d;(x)

satisfies ' '
hj <0 and h; #0  on H) x H. (2.4.8)

Indeed, if 19(1) > 0, we have d; = (v/)* and therefore v/ — d; = —(v/)~ on Hj Hence (2.4.8)
follows from (2.4.1). Moreover, if (1) < 0, we have d; = —(v7)~ and therefore vJ dj = (v/)* on
HY . Again (2.4.8) follows from (2.4.1). The claim now follows by combining (2.4.6), (2.4.7) and
(2.4.8). O

N
Lemma 2.4.2. Let a = (a1,...,ay) € RY and d = Zajdj. Then we have
j=1

Es,1(d,d) = ZaSLdj,d <0.

Moreover,

Er(d,d) <0 if and only if a # 0, (2.4.9)

and therefore the functions di,...,dy are linearly independent.
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Proof. We first note that
557L(dj,dk) =0 for 7,k € {1,...,N},j7ék. (2.4.10)

Indeed, since u is radially symmetric, the function d; is odd with respect to the reflection o; and
even with respect to the reflection o for k # j. Hence, by a change of variable,

€0 1(ds, dy) = ¢(N, s /RN /RN dj(Uj(y))> (dk(Uj($))—dk(Uj(y))) o

o (2) — o (y) |V +2¢

- /B f (o (@))d; (0(2))di (0 (2)) da

= /RN /RN |9§x—))y\(fc\ifi(2$s) - dk(y)) dxdy+/lgf/(u($))dj($)dk(x) dx

- - sL(d]adk

N
Hence (2.4.10) is true. Now, for a = (aq,...,an) € RN and d = Y a;d;, we have
j=1

Ear(d,d) = ZaSSLd],d Zajaké'sLdJ,dk ZaSsLd],d

7,k=1

i#k
by (2.4.10) and Lemma 2.4.1. Moreover, if a # 0, it follows from Lemma 2.4.1 that & (d,d) <
0, which in particular implies that d # 0. Consequently, the functions di,...,dy are linearly
independent, as claimed. ]

Lemma 2.4.3. The first eigenvalue A1 1 of the operator L = (—A)* — f'(u) is simple, and the
corresponding eigenspace is spanned by radially symmetric eigenfunction 1 1. Furthermore,

Esp(dj,o1,L) =0 forj=1,2,...,N and M,n=Es (01,0, ¢1,0) <O0.

Proof. The simplicity of A\ 7 and the radial symmetry of ¢y ;, are well known, but we recall the
proof for the convenience of the reader. The variational characterization of Ay 1, is given by

Es.1.(v,v)

AL =
ve%&(zs)\{o} V11725

= i]r\l/[f857L(v,v) with M = {v € Hy(B) : [[v][z2m) = 1},

and the associated minimizers ¢ € M are precisely the L?-normalized eigenfunctions of L corre-
sponding ot A; 1, i.e., the L?-normalized (weak) solutions of

Lo=Mrp inB, =0 inRV\B (2.4.11)
Moreover, if ¢ € M is such a minimizer, then also |¢| € M and

Az = En(p, ) > Es (|l [0l]) > i}\yfgs,L(U’U) = ALLs

which implies that || is also a minimizer and therefore a weak solution of (2.4.11). By the strong
maximum principle for nonlocal operators (see e.g. [25, p.312-313] or [108]), |¢] is strictly positive
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in B. Consequently, every eigenfunction ¢ of L is either strictly positive or strictly negative in B.
Consequently, A ;, does not admit two L?-orthogonal eigenfunctions, and therefore A1, is simple.

Next we note that, by a simple change of variable, if ¢ is an eigenfunction of L corresponding to
A1,L, then also ¢ o R is an eigenfunction for every rotation R € O(NN). Consequently, the simplicity
of A1,z implies that the associated eigenspace is spanned by a radially symmetric eigenfunction
©1,L-

Next, using the radially symmetry of v and ¢;,;, and the oddness of d; with respect to the
reflection o, we find, by a change of variable, that

o) [ (lose) = oD erales) = oraled) o,

o — g+

Er(dj,o1,) =

- /B £ (ulo(2))d; (03 (1)) or, (05 (2)) d

C(N, S) (dj(y) - dj(x))((Pl,L(-T) — @I,L(y)) , (o Ve
2 /RN /RN z — y|N+2s dxdy+/Bf(u(x))dj( Jo1.n(x)d

= —&1(dj, 1,1)

and therefore & 1(dj,p1,1) = 0 for j = 1,...,N. Finally, by Lemma 2.4.1 and the variational
characterization of A\; 1, we have A1 1, = & 1.(v1,0,¢1,1) <0, as claimed. ]

Proof of Theorem 2.1.1(completed). Let @11, € H§(B) be an eigenfunction of L corresponding to
the first eigenvalue A; 1, as given in Lemma 2.4.3. We consider the subspace V = span{¢i r,d1,...,dn}.

N
For a € RV*1\ {0} and d = app1, .+ Y. a;d; € V, we then have, by Lemma 2.4.2 and Lemma 2.4.3,
j=1

N N
Ear(d,d) = 0§ Es (P11, 1.0) + Er (D ajd;, Y aydy) < 0.
j=1 j=1
In particular, it follows that the functions ¢1 1,d1,...,dy are linearly independent and therefore

V is N + 1-dimensional. By (2.4.3) and the compactness of Sy = {v € V' : [[v|12(5) = 1}, it then
follows that Ay11,1 < 0, which means that u has Morse index greater than or equal to N +1 > 2,
as claimed. ]

2.5 The linear case

In this section we discuss the linear eigenvalue problem (2.1.7) and complete the proof of Theo-
rem 2.1.2. In particular, we wish to recall a useful characterization of eigenvalues and eigenfunctions
of (2.1.7) derived in [72]. For this we need to consider the following radially symmetric version of
(2.1.7) in general dimensions d € N:

(-A*u =X u in BcCR? (25.1)
u € Hy(B),  wradially symmetric. o
In the following, we let A\jo < Ag1 < ... denote the increasing sequence of eigenvalues of this

problem (counted with multiplicity).
The following characterization is essentially a reformulation of [72, Proposition 1.1].
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Proposition 2.5.1. The eigenvalues of (2.1.7) in B C RN are of the form A = Ayior, with
integers £,n > 0. Moreover, if

Z)\ = {(ﬂ, TL) : )\N+2£,n = )\},

then the eigenspace corresponding to X is spanned by functions of the form u(z) = Vi(x)ontoen(|z]),
where (£,n) € Zy, V; is a solid harmonic polynomial of degree { and x — pnyo0n(|2|) is a (radial)
eigenfunction of the problem (2.5.1) in dimension d = N + 2¢ corresponding to the eigenvalue
AN+26n-

Here and in the following, a solid harmonic polynomial V' of degree ¢ is a function of the form
V(z) = |ZE‘£Y(|%|), where Y is a spherical harmonic of degree £. Hence V : RY — R is a homogenous
polynomial of degree £ satisfying AV = 0.

Regarding the eigenvalues Ay, of (2.5.1), it is also proved in [72, Section 3] that

the sequence (Ag0)q is strictly increasing in d > 1. (2.5.2)

Moreover,
A > Ado for every d,n > 1 (2.5.3)

by the simplicity of the first eigenvalue of (2.5.1). Consequently, the first eigenvalue A; of (2.1.7)
equals Ay, whereas the second eigenvalue Ay of (2.1.7) is given as the minimum of Ay20 and
AN

Theorem 2.1.2 is now a direct consequence of the following result, which we will derive from
Theorem 2.1.1 and from the observations above.

Theorem 2.5.2. We have Anj20 < An,1. Consequently, the second eigenvalue Ao of (2.1.7)
is given by An420, and every corresponding eigenfunction w is antisymmetric, i.e., it satisfies
u(—x) = —u(x) for every x € B.

Proof. Suppose by contradiction that Ao = Anx1 < Ayg20. Then, noting that the only solid
harmonic polynomials of degree zero are the constants, it follows from Proposition 2.5.1 that (2.1.7)
admits a radially symmetric eigenfunction corresponding to As. But then u is a radially symmetric
sign changing solution of (2.1.1) with ¢ — f(t) = Aat, so it must have Morse index greater than or
equal to N + 1. This contradicts the fact that A2 is the second eigenvalue.

We thus conclude that Ay = Ayy2,0 < An,1. Combining this inequality with (2.5.2) and (2.5.3), we
then deduce that Z,, = {(1,0)}, and therefore the eigenspace corresponding to Az is spanned by
functions of the form x — Vi(z)on2,0(|z|), where V; is a solid harmonic polynomial of degree one,
hence a linear function, and z — @n42,0(|x|) is an eigenfunction of the problem (2.5.1) in dimension
d = N + 2 corresponding to the eigenvalue Ay 12 0. Since every such function is antisymmetric, the
claim follows. O



Chapter 3

The eigenvalue problem for the
regional fractional Laplacian in the
small order limit

In this chapter, we try to understand the behavior of eigenvalues of the regional fractional Laplacian
as the fractional parameter is close to zero. The presentation below obeys the original paper [R2].
This is a collaboration with Tobias Weth. We notice that the notation may be different from the
one of the previous chapters.

3.1 Introduction and main results

In recent decades, the study of nonlocal operators has been an active area of research in different
branches of mathematics. In particular, these operators are used to model problems in which
different length scales are involved. In this work, we study the regional fractional Laplace operator
of order s, which we will denote by (—A)g,, where, here and in the following, 2 C RY is a bounded
open set with Lipschitz boundary. This operator is known to be the infinitesimal generator of the
so-called censored stable Lévy processes and has received extensive attention in this context in
recent years, see e.g. see [24,48,97-99] and the references therein. The censored stable process
is a jump process restricted to the underlying open set €2, so it only involves jumps from points
in 2 to points in €2. From the point of view of partial differential equations, equations involving
the regional fractional Laplacian arise as nonlocal, lower order variants of elliptic second order
equations on  with homogeneous Neumann boundary conditions, see e.g. [8] and [76, Theorem
1.1].

If the underlying open set Q equals RY, then (—A)g coincides with the standard fractional
Laplacian (—A)®. Recently, Chen and the second author [55] have studied Dirichlet problems
for the Logarithmic Laplacian operator La, which arises as formal derivative 85}3:0 (—A)*. In
particular, they provide a relationship between the first non-zero Dirichlet eigenvalue of (—A)*
on  with that of Lx. More precisely, denoting by A;(2) resp. A¥(Q) the first non-zero Dirichlet
eigenvalue of (—A)* with corresponding L?-normalized eigenfunction us and L with corresponding
L2-normalized eigenfunction &, respectively, they have shown that AL () = L[,_oA\{(Q) and us —
& in L?(Q) as s — 07. Related results for higher eigenvalues and eigenfunctions, including refined
uniform regularity results and uniform convergence estimates, have been obtained more recently

46
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in [82]. The main aim of this work is to establish analogous results in the case of the regional
fractional Laplacian. As a motivation, we mention order-dependent optimization problems arising
e.g. in image processing [9] and population dynamics [126,139]. In many of these problems the
optimal order s is small. Hence the small order limit s — 0T in s-dependent operator equations
arises as a natural object of interest and has even been studied even in the framework of nonlinear
problems recently [102].

To state our main results, we need to introduce some notation. Let s € (0,1). The regional
fractional Laplacian (—A)&u of a function u € L'(Q) is defined at a point = € Q by

(—=A)gu(r) = en,sDou() (3.1.1)

. (@) - u(y) (@) - uly)
D¢ =P.V. — " dy =1 — "2 3.1.2
ou(r) /Q |z — y|N+2s Y 8_1>%1+ NB.(e) |7 — y| N2 Y ( )

provided that the limit exists. Here the normalization constant cy s coincides with the one of the
fractional Laplacian and is given by

s45T N+-2s s(1 — $)45T N+-2s
CNs = N( z ) _ s N) (5 ). (3.1.3)
2 (1 —s) m2[(2— )

As a consequence, we have
(—A)du(z) = (—A)u(z) — kas(x)u(z) with kas(x) = CN7S/ |z — y|_N_25 dy (3.1.4)
RN\Q

for u € LY(Q) and = € Q whenever the limit in (3.1.2) exists. Here we identify u with its trivial
extension on RY to compute (—A)%u(x).

It is important to note here that the definition of the renormalized operator D¢, in (3.1.2)
extends to the case s = 0. More importantly, we shall see in our first preliminary result that the
family of operators Dg), s € [0,1) can be expanded, in a suitable strong sense, as a convergent
power series in the fractional order s at s = 0.

Theorem 3.1.1. Let Q be a bounded open Lipschitz set in RN, and a € (0,1). Then we have

o
Diu = Ddu + Zskau for u € C%(Q) and s € (0, %), (3.1.5)
k=1

where, for k € N, Dyu € C(Q) is defined by

Pua(a) = (~1)¢2* [ M= og (o — ) dy. (316)

Here the series on the RHS of (3.1.5) converges in L>°(Q2), and the convergence is uniform if s is
taken from a compact subset of [0,5) and u is taken from a bounded subset of C*(f2).

Since

N
T(—
(2

cns = scy +o(s) as s— 0T, with cy:=m ), (3.1.7)

the following is a direct corollary of Theorem 3.1.1.
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Corollary 3.1.2. Let Q C RY be an open bounded Lipschitz set and o € (0,1). For u € C%(Q),
we then have

(—A)yu = sLXu +o(s) in L=(Q) as s — 07, (3.1.8)
where
[Lgu] (z) = enDu(x) = CN/ u(é) _ylr]gy) dy, x €L (3.1.9)
a _

Moreover, the expansion in (3.1.8) is uniform in bounded subsets of C“(€2).

In analogy to the work [55], we call LX = cND?2 the regional logarithmic Laplacian on ). So
Corollary 3.1.2 states that the nonlocal operator Lg arises as formal derivative ds| _, (—A)§ of
regional fractional Laplacians at s = 0. As we shall see now in our second main result, this operator
arises naturally when studying the asymptotic behavior of eigenvalues and eigenfunctions of (—A),

for s close to 0.

Theorem 3.1.3. Let Q C RY be a bounded open Lipschitz set, let n € N, and let u%s resp. :“7?,0

denote the n-th eigenvalues of the operators (—A)g, LX i increasing order, respectively. Then we

have 0
MQ -0 ass—07" and i /LQ = lim Pns _ ,uQ
8 dsls=0"™° s—0t S n.0

Moreover, if, for some sequence s — 07, {&,5, }r s a sequence of L?-normalized eigenfunctions
of (=A)¢F corresponding to M%Sk, then &, s, € C(Q) for every k € N and

ns — & uniformly in Q,
where &, is an eigenfunction of LX corresponding to #2,0-

We stress that, here and in the following, an open bounded set Q C R will be called a Lipschitz
set if every point p € Q2 has an open neighborhood N, C RY with the property that 9Q N Np can
be written as the graph of a Lipschitz function after a suitable rotation. In the literature, this is
sometimes called a strongly Lipschitz set.

The main difficulty in the proof of Theorem 3.1.3 is the lack of boundedness and regularity
estimates for the renormalized regional fractional Laplacian D¢, which are uniform in s € (0,1). In
fact, even for fixed s € (0, 1), the elliptic boundary regularity theory for this operator has only been
developed very recently with regularity estimates containing s-dependent constants, see [14,73,76].
For the proof of Theorem 3.1.3, we need to consider uniform L°°-estimates related to the operator
family Dg,, s € [0,1) first. In this context, we note the following result of possible independent
interest.

Theorem 3.1.4. Let s € [0,1), let Q@ C RY be a bounded open Lipschitz set, let V, f € L>(Q),
and let u be a weak solution of the problem

Dou+V(x)u=f in K. (3.1.10)

Then u € L*(Q), and there exists a constant co = co(N, Q, [|V || g (), [1f (@), |l 22()) > 0
independent of s with the property that [|ul| e ) < co in 2.
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For the notion of weak solution, see Section 3.3. While the uniform boundedness of the sequence
(&n,s, )k in Theorem 3.1.3 follows rather directly from Theorem 3.1.4, it is more difficult to see that
this sequence is equicontinous on Q. We shall prove this fact in Theorem 3.5.5 below based on a
series of relative oscillation estimates and a contradiction argument.

In view of Theorem 3.1.3, it is natural to ask for upper and lower bounds for the eigenvalues
of LX depending on (2. This remains an open problem. In the case of the standard fractional
Laplacian, upper and lower bounds have been obtained recently in [114] by means of Fourier
analysis and Faber-Krahn type estimates. We believe that different methods have to be developed
to tackle the problem for the regional logarithmic Laplacian.

The article is organized as follows. In Section 3.2, we introduce some notation and give the
proof of Theorem 3.1.1. In Section 3.3, we present the functional analytic framework for Poisson
problem for the operator family D¢, and the associated eigenvalue problem. In Section 3.4, we first
derive a one-sided uniform estimate for subsolutions of equations of the type Dju + V(z)u = f in
2 with potential V' € L*>°(2) and source function f € L*°(Q2). As a corollary of this uniform esti-
mate, we then derive Theorem 3.1.4. Finally, in Section 3.5, we complete the proof of Theorem 3.1.3.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within the project
57385104. The authors would like to thank Mouhamed Moustapha Fall and Sven Jarohs for valuable
discussions.

3.2 Preliminaries and proof of Theorem 3.1.1

In this section, we first introduce some notation. After that, we will give the proof of Theorem 3.1.1.
For an arbitrary subset A C RY™, we denote by |A| resp. xa the N-dimensional Lebesgue
measure and the characteristic function of A, respectively. Moreover, we let d4 := sup{|z — y| :
z,y € A} denote the diameter of A. For x € RY, r > 0, B,(x) denotes the open ball centered
at = with radius r, and B, := B,.(0). Given a function u : A — R, A ¢ R, we denote by
ut := max{u, 0} resp. v~ := —min{u,0} the positive and negative part of u, respectively.
Throughout the remainder of the paper, Q C RV always denotes a bounded open Lipschitz set.

For a function u € C*(2), we put

U,z = SUP for x € Q
[u]ae iy
and
[u]o = SUP[U]a,wv ullce = HUHLOO(Q) + [Ula-
z€e)
We may now give the
Proof of Theorem 3.1.1. We first note that
oo
_ _ (—2Ilnr)*
r28 = g7 2slnr — Z Tsk forr >0 (3.2.1)
k=0

We now fix u € C*(Q), z € Q and s € (0, §). Moreover we define, for s € (0,1),

f:Q\{z} >R, fy) == ufz) — uly) (3.2.2)

Tz -y
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o0

By (3.2.1), we have f(y) = 3 s*fi(y) for y € Q\ {z} with
k=0

2k

= (@) —u())(=1n |z = y)*le -y~

fe: @\ {z} = R, fi(y) :

Next we choose R > 0 such that Q C Bg(z) for every x € Q, and we note that

2k -
[ 1001y < ke [ fo =y 1og" o~ yl| dy
Q k! Q

2k
< ‘[u]a<(—1)k/ ]z\a_NlogkLz]dz—i—/ \z|a_Nlogk]z\dz>
k! By Br\B1
2k; 1
< [u]a\SN1|((—1)k/ r*ogh rdr + R*log" R)
Kl A

Since
1 00 oo k!
(=) [ r*Lloghrdr = the=otdt = o k1 the tdt = ——,
0 0 0 ak+1

we thus find that

. ok R*(2log R k
/Q’fk(y)‘dy < [ula ck with ¢, = pYES I ( Kl : :
Since lim sup (ck)% = % < % by assumption, we conclude that
k—o0
Z(/Q | fx(y)] dy) sk < [u]ad;(s) with  d;(s) := chsk < 00
k=j k=j

o0
for j € N. Hence the function g := > s¥|f;| is integrable on Q. Since
k=0

J
‘ka‘ <g in Q\ {z} for every j € N,
k=0

it thus follows from the dominated convergence theorem that

Dou(x) = /Q (l;) 5" fi(y) ) dy = kz:%sk /Q Fr(y) dy = Dou(x) + k; s"[Dyul(x),

where [Diu](x) is defined in (3.1.6). This holds for every = € 2. Moreover,

Diu(w) - Dhu() - ]i sHDra ()| < i( /Q )l dy)s* < [ula d;(5)
k=1 k=j

for x € Q, u € C%(N2), where d;(s) — 0 as j — oo. Consequently, the series expansion holds in

L*>(9) and uniformly for u taken from a bounded subset of C*(£2). O
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3.3 Functional setting for the Poisson problem and the eigenvalue
problem

In this section, we discuss the variational framework for the study of weak solutions to the Poisson
problems
Dou=f in Q, (3.3.1)

related to the operator family D¢, for s € [0,1) and f € L?(£2). Here and throughout this section,
Q c RY is a bounded open Lipschitz set. The variational framework for this problem is well-known
for s € (0,1), and some aspects have also been studied recently in a setting related to the case
s = 0, see e.g. [57]. Since we need additional properties which are not addressed in the present
literature, we give a unified account for general s € [0, 1) in the following.

Let us denote by (-, )2 the usual scalar product in L*(2), i.e. (u,v)s = [ uv dz for u,v € L*(Q).
We define the space L3(f2) consisting of functions u € L?(2) with zero average over 1, i.e.

L3(Q) = {u e L2(Q) - /Qu do = o}.

Moreover, we put

H*(Q) := u e L*(Q / / p— y’N+2s dxdy < oo}

// ’x_ %@S_”(y)) dxdy (3.3.2)

is well-defined for functions u,v € H*(€2). We have the following.

Then

Proposition 3.3.1. Let s € [0,1).
(i) H*(Q2) is a Hilbert space with inner product

(u, v)ms (@) = (u,v)2 + Es(u, v);
(i1) Moreover, H*(2) is compactly embedded into L*(Q).

Before given the proof of this Proposition, we first recall that, for s € (0, 1), the space H*(2)
coincides, by definition, with the usual fractional Sobolev space H*(2). For s € (0, %) this space
can be identified, by trivial extension, with the space H3(Q) of all functions u € H*(RY) with
u=0on R\ Q see e.g. [94, Chapter 1]. This is a consequence of the fractional boundary Hardy
inequality. For the case s = 0, we have the following related property.

Lemma 3.3.2. Let H(S) be the space of all measurable functions u : RN — R with u = 0 on

RN\ Q and
(u(z) — ul(y))?
s M ety <

lz—y|<1

fulbicar = (5 [ yeu ‘:E - y’gv D doay)?,

lz—y|<1

endowed with the norm
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Then, by trivial extension, the space H° () is isomorphic to H(SY), so there exists a constant C > 0
with )
6”“”7—[(9) < lullgoy < Cllully@) — for ue H(Q),

where we identify a function u on Q with its trivial extension to RY.

We note that the space H(2) has been introduced in [55] as the form domain for Dirichlet
problems for the logarithmic Laplacian.

Proof. Let u € H°(Q). In the following, C' > 0 stands for a constant which may change its value
from line to line but does not depend on u. We first note that

//,yeRN yg;_ ]SV)) drdy+ 3 //xyeﬂ Wdﬂ?dy

yl<1 |lz—y|>
< NulBioy + Fmaluloy  with s = 2max [ oy Ny,
2€Q JO\B) (z)
Since [lulp2(q) < Cllullyq) for all u € H(Q) e.g. by [80, Lemma 2.7], we conclude that

[ullfo () = Eolu,u) + [ull72q) < Cllull3q-

The opposite inequality will be derived from the logarithmic boundary Hardy inequality given
in [55, Corollary 6.2.], which states that there exists a constant C'(2) > 0 with the property that

/QCQ(x)uz(x) dx < C(% /Q /Q(u(a;) —u(y))*J(z —y) dedy + HuH%z(Q)> for u € H(Q) (3.3.3)

with the kernel J given by J(2) := cnxp, (2)|z| ™V for z € RV \ {0} and

(m@>=/° o~y dy.
Bi(z)\Q

It follows from (3.3.3) that
ey <&ww+/qz>%mm
< Eofuu) + / / 2T~ y) dady + 30
< C<50(U,U) + HUHL2(Q)) < Cllullfoqy

The proof is thus finished. O

We may now complete the
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Proof of Proposition 3.3.1. The proof is well-known for s > 0, so we restrict our attention to the
case s = 0 in the following.
(i) Obviously, (-,-)po(q) is a scalar product in H(2). In the following, we prove that H°(€2) is

complete for the norm || - [[go(q) := 1/ (-, )0 - Let {un}n be a Cauchy sequence with respect to

this norm, and set
1 _N
on(@,y) = ﬁ(un(w) —un(y))lz —y[" 2.

Since L%(Q) is complete, u, — u in L*(Q). Passing to a subsequence, we may thus assume that u,,
converges a.e. to u on {2 and therefore v, converges a.e. on  x € to the function

v(z,y) = (u(@) —u(y))le —y| ==

Now, by Fatou’s lemma, we have that

n—oo

/ / lu(x) — u(y) |z —y| ™ dedy < liminf/ / |vn (2, y)|? drdy = lim inf ||“nHI2Hl0(Q) < 00,
QJQ QJQ o

since the sequence (uy), is bounded in H°(€2). Hence u € H(f2). Applying again Fatou’s lemma,
we find that

Eo(ttn — , up — ) = / / fon(,) — (@, y)[? dady < liminf / / on(2 ) — v (@, )| dady
QJQ m—= Jo Jo

.. )
= 1$1£f [tun = tmllfo) =0 as n— oc.

Since we have already seen that u, — u in L?(€), it follows that u, — u in H°(2). Hence, we infer
that H°(Q) is complete and therefore is a Hilbert space.
(ii) This merely follows from the fact that, as noted in Lemma 3.3.2, the space H’(2) is isomorphic to
H () by trivial extension, and the space H(f2) is compactly embedded into L?(Q2) by [57, Theorem
2.1.].

O

Remark 3.3.3. (i) The space C°((2) is dense in H*(Q) for s € (0, ]. For s € (0, 3], this is proved
e.g. in [64, Corollary 2.71.]. Moreover, for s = 0, it follows from Lemma 3.3.2 and [55, Theorem
3.1.].

(i) We have C?(Q) C H*() for s € [0,1) and

/ [Déulv de = Es(u,v) for all u € C*Q),v € H(Q). (3.3.4)
Q

Moreover, integrating the Poisson problem (3.3.1) over © and using (3.3.4) with v = 1 € C1(Q),
we see that f € L3(f) is a necessary condition for the existence of a solution of (3.3.1).

For s € [0,1), we consider the closed subspace

X5(Q) := {u € H*(Q) : /

udr = 0} C H(Q).
Q

By Proposition 3.3.1, the embedding X*(2) < L?(Q) is compact. Furthermore, the following
uniform Poincaré-type inequality holds with a constant Cq > 0:

HUH%Q(Q) < Caés(u,u) for s € [0,1) and u € X*(Q). (3.3.5)
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Indeed, for u € X*(Q2) we have ug := ﬁ fQ u dy = 0 and therefore, by Jensen’s inequality,

/Qu2 dx:/ Ju(z) — ug|? dm:/ ‘|Q1|/(u(:v)u(y)) dyf dz
2
!QI// )? dyda = |Q|// y|N+25 o =y N dyda

max{d}, d?{”}

< Coés(u,u) with Cgq:=2 Q)

We note that, thanks to Proposition 3.3.1 and (3.3.5), X*(Q2) is a Hilbert space with scalar product
given by the bilinear form (u,v) — &s(u,v).

Definition 3.3.4. Let f € L?(2). We say that a function u € H*(2) is a weak solution of (3.3.1)
if
Es(u,v) = / fv dzx, for all v e H*(Q). (3.3.6)
Q
Proposition 3.3.5. For s € [0,1) and f € L3(Q2), there exists a unique weak solution u € X*(f2)
of (3.3.1).
Proof. Let f € L3(9). Since X*(Q) is a Hilbert space with scalar product &, the Riesz represen-
tation theorem implies that there exists u € X*(Q2) with
Es(u,v) = / fv dz, forall veX*(Q).
Q
Moreover, since f € LZ(Q), it follows that (3.3.6) also holds for constant functions v € H*(().
Hence (3.3.6) holds for every v € H*(2), and thus u is a weak solution of (3.3.1). O

Our next aim is to study, for s € [0,1), the eigenvalue problem related to Dg,, that is the
problem
Ddu=Au in Q. (3.3.7)

We consider corresponding eigenfunctions in weak sense i.e., a weak solution of (3.3.1) with f = Au.

Proposition 3.3.6. For every s € [0,1), the problem (3.8.7) admits a sequence of eigenvalues
0=A0 <AL, <AL, < <AL, < 20 (3.3.8)

counted with multiplicity and a corresponding sequence of eigenfunctions which forms an orthonor-
mal basis of L*(Y). Moreover, we have:

(i) The eigenspace corresponding to )\88 = 0 is one-dimensional and consists of constant func-
tions.

(it) The first non-zero eigenvalue of D§ in § is characterized by

AL, —u{fﬁ e x50 )\{0}} mf{ (u,u):uEXS(Q),HuHLg(Q)zl}. (3.3.9)
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For s € (0,1), the proof of the characterization (3.3.9) can be found in [63, Theorem 3.1.]. For
the reader’s convenience, we briefly sketch a proof which covers the case s = 0.

Proof. We first note that it follows in a standard way from Proposition 3.3.1 and the nonnegativity
and symmetry of the quadratic form & that (3.3.7) admits a sequence of eigenvalues

OS)\%Z,SSA&S)\%SS--~§>\%SSW—>OO

Moreover, by definition, a function v € H*(Q2) is an eigenfunction of (3.3.7) corresponding to the
eigenvalue A = 0 if and only if E(u,v) = 0 for every v € H¥(Q2), and this is true if and only if
u is constant. Hence we have )‘(f)l,s = 0 with a one-dimensional eigenspace consisting of constant
functions, and thus )\?75 > 0. To prove (3.3.9), we first note that

AR, 2 inf (&0 ) : u € K@), Jul () = 1} (3.3.10)

since every eigenfunction u corresponding to )‘512,5 > 0 is L?-orthogonal to constant functions and
therefore contained in X*(Q2), whereas &(u, u) = )‘512,3 if fullL2(0) = 1.

Moreover, it follows from the compactness of the embedding H*(Q2) — L?(Q) and the weak
lower semicontinity of the functional u — &s(u,u) on H*(§2) that the infimum on the RHS of
(3.3.10) is attained by a function u € X*(2) with [[ul|z2() = 1. By Lagrange multiplier rule, we
can thus find A € R such that

Es(u,v) = )\/ wo dz for all v e X%(Q).
)

As in the proof of Proposition 3.3.5, it then follows that u weakly solves D¢u = Au, which implies
that A\ = AHuH%Q(Q) = E(u,u) < )\%S by (3.3.10). Moreover, A > 0 since u is non-constant. Since

)\?75 is the smallest positive eigenvalue by definition, it thus follows that A = /\8 s> and hence we

have equality in (3.3.10). O

Remark 3.3.7. In a standard way, it can also be shown that, for s € [0, 1) the higher eigenvalues

)\’fhs’ n € N are variationally characterized as
A = inf sup & u,u). 3.3.11
n,s Vevs ueg‘)/ S( ) ( )

Here V,; denotes the family of n-dimensional subspaces of X*(Q2) and Sy 1= {u € V : [[u[|2(q) = 1}
for Ve V7.

3.4 Uniform bounds for weak subsolutions

In this section we establish uniform boundedness of weak solutions of problem (3.3.1) in the case
when f € L>®(f2). Since we are also interested in uniform bounds on L?mnormalized eigenfunctions
of D¢, independent of s € [0, 1), it is in fact necessary to consider a generalization of (3.3.1) involving
L*>-potentials V. This is the content of Theorem 3.1.4, which we shall derive in this section as an
immediate consequence of the following more general result on subsolutions.
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Theorem 3.4.1. Let s € [0,1), let Q@ C RY be a bounded open Lipschitz set, let V, f € L>®(R),
and let u € H*(Q) be a weak subsolution of the problem

Dou+V(x)u=f in Q, (3.4.1)
i.e., we have
E%(u, ) +/ V(z)updr < / feodx for all p € H*(2), ¢ > 0. (3.4.2)
Q Q
Then there exists a constant co = co(N,Q, V| oo )s 1l o) v | 22(0)) > 0 independent of s

with the property that u < cg in Q.

As noted above, Theorem 3.1.4 immediately follows by applying Theorem 3.4.1 to u and —u,
noting that —u is a weak subsolution of the equation (3.4.1) with f replaced by —f. For the proof
of Theorem 3.4.1, we need the following preliminary estimate.

Lemma 3.4.2. Let Q C RY be a bounded open Lipschitz set. Then there exist constants Cy =
Co(N,Q) >0 and 5y = 5p(N, Q) € (0,1) with the property that
1 _
/ lz —y| V72 dy > C log — for all 6 € (0,00),z € Q,5€[0,1). (3.4.3)
\Bs () 0

Proof. Since the boundary 02 is Lipschitz, then €2 has the uniform cone property (see for instance
[94, Theorem 1.2.2.2]). Therefore, there exist a cone segment

Coso = {2 €RYN 1 0 < |2| < do, ey < a}

Z
E
for some 69 € (0,1), « € (0,%5] with the property that for every = € Q there exists a rotation
Rz € O(N) with

xr + RI(Cm(sO) C Q.

Setting S, = {z € S~ : z.en < a}, we thus have

/ o —y| N 2dy > / |z —y| N 2dy = / 2| N2z
Q\Bs () (R (Car 5))\ B () Ca 9\ B5(0)

do
J
> / 12| ™ dz > ’HNl(Sa)/ ptdp = HN"1(Sa) log =,
o 50\B5( ) § 6
where HV~1(S,) is the surface measure of the set S, C S™V~!. Hence (3.4.3) holds with Cy :=
HNVL(S,). O

Proof of Theorem 3.4.1. In the following, we let Cy and dg > 0 be given by Lemma 3.4.2. For
5 € (0,60) and s € [0,1), we consider the kernel function

2 J5,s(2) = XBy(0) (2) 127V

and the corresponding quadratic form defined by

E2(v, ) / / N(p(x) —@(y))jss(x —y) dydx  for v, e H¥(Q). (3.4.4)
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Since u € H*(Q2) satisfies (3.4.2), we have

/ fodr > Es(u, @) —|—/ V(x)u(z)e(z) dx (3.4.5)
Q Q

_ b 1 (u(z) — u(y)) (@) — )

=& (u,p) + /Q V(z)u(z)pdx + 5 //Iz;zﬁgé 7 — g2 dzdy

= E(u, ) + /Q(’Ys,é(ﬂc) + V(2))u(z)p(x) do — /Qms,(;,u(x)cp(x) dx (3.4.6)

> £3(u, 0) + /Q (s (&) + V(@) () pla) dir — /Q by g (2)p(2) da

for ¢ € H*(Q2), ¢ > 0 with

ves@) = [ ey )= [ e =y ay
Q\B;s(z) O\ Bj(z)
and
K“s,5,u+ ($) = / U+<y)’$ — y’—N—Qs dy
Q\Bs ()
We note that

1r€1£f) ¥s.6(x) > Co log%o for § € (0,9p), s € ]0,1) (3.4.7)

by Lemma 3.4.2. Next we fix ¢ > 0 and apply (3.4.5) to ¢. := (u —¢)™, which is easily seen to be
a function in H*(€2). Since up. > cp. in Q, (3.4.5) and (3.4.7) give

1)
| roce> Eupa + ((Colog Y ~ Wlim@)e = Inususlim@) [ pede  (343)
where

E(u,00) = El(u— ¢, (u = )*) = E(¢es pe) = EJ((u =€) 7, (u = ") = E (e, ) 2 0.
Consequently, (3.4.8) implies that

1)
(HfHLOO(Q) + K5t Lo ) — (Co loggo - HVHLOO(Q))C) /Q% dr > 0. (3.4.9)

Next, we fix 6 € (0,9p) with the property that Cplog %0 — Voo (@) = 1, so that (3.4.9) reduces to

(HfHLOO(Q) + lKs 5t | @) — C) /Qsoc dz > 0. (3.4.10)

If ¢ > || fll o) + 65,60+ [l Lo (@), (3.4.10) implies that [, ¢, dz = 0 and therefore u < ¢ in Q. We
thus conclude that u < ¢y with
co = ||fllzee ) + 15550+ [ Loo ()

Since

0 < Ky pus (2) = / W)l — gV dy
Q\Bs(x)

< 5N /Q () dy < 5N 29t 2

for z € Q, it follows that ¢ only depends on N, Q, V|| (q), || fll (@) and [Ju™||12(q), as claimed.
O
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3.5 Uniform estimates for convergence of eigenvalues and eigen-
functions of D¢,

In this section we first prove global bounds on eigenvalues and eigenfunctions of the operator family
D¢,. Then we shall prove convergence of eigenvalues and eigenfunctions in the limit s — 0.
The first result of this section is the following.

Proposition 3.5.1. Let Q C RY be a bounded open Lipschitz set. For everyn € N, sy € (0,1) we
have
Af}so ‘= sup )\275 < 00.
s€[0,s0]
Proof. Fix n € N, sg € (0,1). To estimate )\Q for s € [0, 5], we use the Variational characteriza-
tion (3.3.11) and let V be a fixed n- dlmensmnal subspace of C}(Q) = {u e C*(Q) : [ udz =0}.
For all u € V', we then have

) HL"O 2—N-2s
// \x—y\N“ dedy < ——= //| — v dxdy

||u|| lull2.s
/ / PN e < - D N1 gV 209 (35 )
Bag, 4(1 —s)
Moreover, since the norms || - ||c2 and || - ||z2 are equivalent on V', there exists Cyy = C(V)) > 0 such
that
el < Cvllullzay  for every ue V. (35.2)

Combining (3.5.1) and (3.5.2), we deduce that

Cy

Es(u,u) < m

1QHY (SN Y max{1,d%} for u € V with lullL2(0) = 1.

It thus follows from (3.3.11) that sup A§!, < oo, as claimed. O
s€[0,s0]

Combining Theorem 3.4.1 and Proposition 3.5.1, we obtain the following uniform bound on
eigenfunctions.

Theorem 3.5.2. Let Q C RN be a bounded open Lipschitz set, let n € N, and let sg € (0,1). Then
there exists a constant C' = C(N,Q,n, sg) > 0 with the property that for every s € [0, so] and every
eigenfunction £ € X°(Q) of the eigenvalue problem (3.3.7) corresponding to the eigenvalue )\275 we
have

§eL™(Q)  and  [|€]l=(0) < CllEll2e)

Proof. By homogeneity, it suffices to consider eigenfunctions £ € X*(Q) with [[{]/z2(q) = 1. The
result then follows by applying Theorem 3.1.4 to V = —)\g’s and f = 0, noting that ||V||z~ = )‘2,3
is uniformly bounded independently of s € [0, s9] by Proposition 3.5.1. O

In the remainder of this section, we study the transition from the fractional case s > 0 to the

logarithmic case s = 0 with regard to the eigenvalues )\n . and corresponding eigenfunctions. For

simplicity, we first consider the case n = 1, that is the first positive eigenvalue )\?7 s
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Theorem 3.5.3. Let Q C RN be a bounded open Lipschitz set. Then
AP, oAy as s— 07 (3.5.3)

Moreover, if, for some sequence s — 07, {&1., }k is a sequence of L?-normalized eigenfunctions
of D?f corresponding to )\?Sk, we have that, after passing to a subsequence,

€15, = &1 in LX) as k — oo, (3.5.4)
where &1 is an eigenfunction of D% corresponding to )‘?,0-

Proof. 1t is convenient to introduce the subspace C2(Q) := {u € C*(Q) : [yu dz = 0}. Let
u € C2(Q) such that [|ul|;2(q) = 1. Then Theorem 3.1.1 together with (3 3. 4) yields

limsup)\ < limsup & (u,u) = lim (DHu, u)s = (DQu, u)s = Eo(u, u).
s—0t s—0t s—0+

Using the fact that, by Remark 3.3.3, C2(€2) is dense in X°(€2), we get

limsup A, < inf & (u,u) = A, (3.5.5)
s—0t ueX%() ’
||U||L2(Q):1

Next we consider
Ay := lim inf )\1 s € [0, A%O]v

s—0+

and we let {sg}ren C (0,1) be a sequence with s, — 0 as k — oo and such that khm 2§ o = e
—00

Moreover, we let £ 5, be an eigenfunction associated to )\17% with [|§1,, [ 22(2) = 1. We claim that

hm Sup 80(51 Sk7£1 Sk) < )\1 0 (356)

k—oo

Indeed, from (3.5.5) we have, with
Ag ={(z,y) € xQ : |[x—y| <1} and Bq:={(z,y) €QxQ : |z —y| > 1},

the estimate

61 s {1 S ( ))
)\512,0 + 0( ) )\1 Sk = gSk (Sl,skagl,sk - / ‘kx — ‘N+2};k dfﬁdy

51 Sk 51 sk // 51 Sk 61 sk( ))
= d dy dxd
//AQ ]x _ y|N+25 + 5 \x — y‘N—i—st T Z/)

él Sk 61 Sk( )) —2s 51 Sk 61 Sk( ))
dxd dg™"* dxd
/AQ |x—y|N v /BQ |:r—y|N wiy)

d_QSk - 5 ,S
(51 Sk 51 sk / ! k
Bq

B d 28k _ 1
> 80(€l,sk7€1,sk) + dQN : 2 /B (51781@ (z) — €15y, (y))2 dxdy.
Q

[\D

V4
l\.’)\r—t

— &5, (v)?
|33 N dxdy
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If do <1, we infer that &y(&16,,&1,6,) < /\%0 +o(1) and therefore (3.5.6) already follows. If do > 1,
we estimate

J[ @)~ @ dedy <2 [ (€0,00) + &, () dody < 490|610 20y = 19
Bq OxQ
which yields

ALo + 0(1) > Eo(E1spr E1,s) + 21QdgN (dg*™* — 1) = Eo(E,s,, E1s) + 0(1).

Hence (3.5.6) also follows in this case.

As a consequence of (3.5.6), the sequence & g, is uniformly bounded in H°(f2). So, after passing
to a subsequence, there exists & € H°(Q) such that & 5, — & in H°(Q), which by Proposition 3.3.1
implies that & 5, — &1 in L*(Q). Consequently, [€1ll2() = 1 and [, &1 dx = 0, so in particular
& € X0 (Q).

Next, from Theorem 3.1.1 and Remark 3.3.3, we have that for all p € C2(€),

klin;o A%sk <£178k790>2 = kh—?;o Esk (§175k7 90) = kILIEO<§1,Sk7D§2k‘P>2 = <£17D?290>2 = 80(517 90) (3‘5'7)

Since also (£1.s,, P)2 — (&1, )2 for all p € C2(Q) as k — oo, it follows from (3.5.7) that

50(517 30) = >‘*<£17 90>2 for all (Z8S Cf(ﬁ)

By density, we get

g()(fl, QO) = A\ <§1, (p>2 for all NS XO(Q).
Since & € X°(2)\ {0}, we then deduce that ). € (0, )\51)’0] is an eigenvalue of DY with corresponding
eigenfunction &;. Since )\%0 is the smallest positive eigenvalue of D?z by definition, we conclude that
A = )\%0. Combining this equality with (3.5.5), we conclude that )\%s — )\%0 as s — 0T, as claimed
in (3.5.3). Moreover, we have already proved above that if, for some sequence s — 0%, {&1.5, }x is
a sequence of L?-normalized eigenfunctions of D¢F corresponding to /\51]’ s.» We have that &5, — &

in L2(9) after passing to a subsequence, where &; is an eigenfunction of D% corresponding to )\?’0.
The proof is thus finished. O

Next, we now consider the case of higher eigenvalues. We have the following.

Theorem 3.5.4. Let Q C RN be a bounded open Lipschitz set. Then
)\S’s — )\S’O as s—07. (3.5.8)

Moreover, if, for some sequence s — 07, {&,5, }i s a sequence of L?-normalized eigenfunctions

of Df{“ corresponding to )\%Sk, we have that, after passing to a subsequence,

Enys, = En i L*(Q) as k— oo, (3.5.9)
where &, is an eigenfunction of D?Z corresponding to )\270.

The proof of this theorem is similar to the one of Theorem 3.5.3 but somewhat more involved
technically.
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Proof of Theorem 3.5.4. Similarly as in the proof of Theorem 3.5.3, we first show that

lim sup A5, , < A% (3.5.10)

s—0t

For this we consider again the subspace C%(Q) C X5(9), and we fix an n-dimensional subspace
V C C2(Q). Then Sy :={u eV : |ul2q) =1} is bounded in C?(Q) since the L?-norm and the
C%-norm are equivalent on V. Thus Theorem 3.1.1 gives, together with (3.3.4) and (3.3.11), the
estimate

limsup A, < limsup sup E(u,u) = lim sup (DHu,u)s = sup (DYu, u)s
s—0t ’ s—0T u€eSy s—=0F ye sy ueSy

= sup &o(u,u).
u€eSy

Using again the fact that, by Remark 3.3.3, C2(Q) is dense in X°(Q2) and that

Q .
Ano = nf “sup Eo(u,u),
Ve%zuESV

by (3.3.11), where V. denotes the family of n-dimensional subspaces of X°(€2), we deduce (3.5.10).
Next we show the corresponding liminf inequality. For this, we fix n € N and set

Aj = lgrgérjf)\j75 forj=1,...,n,
noting that
AT <AL forj=1,...,n (3.5.11)

since the sequence of numbers /\?S is increasing in j for every s € (0,1). Moreover, we choose
a sequence of numbers s € (0,1), k¥ € N with s, — 07 and )\%Sk — A, as k — oco. We then

choose, for every k € N, a system of L?-orthonormal eigenfunctions & ,,...,&, s, associated to
the eigenvalues )\%sk, ces )\%Sk.

Proceeding precisely as in the proof of Theorem 3.5.3, we find that &;, is uniformly bounded
in HO(Q2) for j = 1,...,n. Therefore, after passing to a subsequence, there exists &; € H(€2) such
that &5, — & in H(Q) for j = 1,...,n, which by Proposition 3.3.1 implies that &;s, — &; in
L2(Q) for j=1,...,n.

The L?-convergence implies that the functions &1,...,&, are also L?-orthonormal. Moreover,
for j=1,---,n, we have, by Theorem 3.1.1 and Remark 3.3.3,

)‘; <€j7 90>2 = k;linc}o )‘?,sk <£j,8k7 ()0)2 = klglgo gsk (gj,skv 90)
= I (6., DY) = (6, Dhohs = E0(i0)  forpe CX@). (351
By density of C2() in X°(2), we thus have

Eo(&j,0) = Ni(&j )2 forall o eXP(Q), j=1,...,n.

Therefore, A} is an eigenvalue of D?z with corresponding eigenfunction &; for j = 1,...,n. Now, by
considering in particular the n-dimensional subspace V = span{¢, &, ..., &, } of X0(Q) in (3.3.11),
it follows that

)\270 < sup &(u,u). (3.5.13)
ueSy
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n n
Moreover, every u € Sy writes as u = ) ¢;&; with ¢; € R satisfying > c? =1, so we have

j=1 j=1
Eo(u, u) = 50(203‘@" chfj) =) i (&&= AN <A DY G =X,
j=1 j=1 ij=1 i=1 i=1
by (3.5.11). Hence (3.5.13) yields that
/\QO < Ay = liminf )\Q (3.5.14)
s—0F

Combining (3.5.10) and (3.5.14) now shows that Af}, — )\%0 as s — 0T, as claimed in (3.5.8). The
rest of the proof follows exactly as in the case of Theorem 3.5.3. O

Next, we wish to study the uniform convergence of sequences of eigenfunctions of D¢y associated
with a sequence s, — 0. We first state a uniform equicontinuity result in a somewhat more general
setting.

Theorem 3.5.5. Let Q@ C RY be al bounded Lipschitz set. Moreover, let (si)r be a sequence in
(0,1) with s, — 0T, and let v, € C(Q), k € N be functions with

ekl o) < C and ‘/ iz y|N+2sZ)d <C forallz€Q, keN (3.5.15)

with a constant C > 0. Then the sequence (@) i equicontinuous.

Proof. Since s — 01, we may assume, without loss of generality, that s € (0, i) for every k € N.
Moreover, relabeling the functions ¢y, if necessary, we may assume that the sequence si, is monotone
decreasing. Arguing by contradiction, we assume that there exists a point zo €  such that the
sequence (¢ )k is not equicontinuous at xg, which means that

lim sup osc ¢ =¢ > 0. (3.5.16)
t—=0% keN Bi(x0)NQ

This limit exists since the function

(0,00) — [0, 00), t—sup osc g
keN Bi(zo)NQ

is bounded by assumption and nondecreasing. Without loss of generality, to simplify the notation,
we may assume that zo = 0 € . We first choose § > 0 sufficiently small so that
oviz —2:3Y0>0. (3.5.17)

We then choose ty € (0, 1) sufficiently small so that

e <sup osc pp <e+9 for 0 < t < 2t. (3.5.18)
keN BiNQ2

From (3.5.15) and the assumption that the sequence () is uniformly bounded in Q, it follows
that there exists a constant C; = Cy(t) > 0 with

‘/ ]a: y’Nﬁg(Sk)dy <C for all z € Q, k € N. (3.5.19)
Bt x)ﬂQ -
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Next, we choose a sequence of numbers t; € (0, %0) with ¢, — 07 and

Cy = /iIellthZk > 0. (3.5.20)
We then define a strictly increasing sequence of numbers oy, k& € N inductively with the property
that
0SC_ g, > € —0 for all k£ € N. (3.5.21)
By, NQ

For this, we first note that (3.5.18) implies that there exists some o7 € N with

0SC_ Py, > € — 0.
Btl nQ

Next, suppose that o1 < --- < o} are already defined for some k € N. Since the finite set of
functions {¢s,, .., @s, } is equicontinuous on ) by assumption, there exists ¢’ € (0, ¢, 1) with the
property that

osc pyp<e—9§ for { =o01,...,0%.

B,NQ

Hence, by (3.5.18), there exists some o;+1 € N, 0g41 > oy, with

e—0< 0SC_ Yo 1 S OSC Qo
B,/NQ Btk+1ﬂQ

With this inductive choice, (3.5.21) holds for all £ € N. Moreover, since o > k and therefore
54, < Sk, we have tZG’“ > tyF > Oy for every k € N by (3.5.20) and since t, € (0,1). Hence we may
pass of a subsequence, replacing s; by sy, and ¢ by ¢, in the following, with the property that
(3.5.20) still holds and

e—0< osc pp<e+9§ for all £ € N. (3.5.22)
Btkﬂﬂ
By (3.5.22), we may write
-0
SOk(Btk NQ) = [dy, — 7k, di + %] for k € N with some di, € R, rp, > ET (3.5.23)

Together with (3.5.18) and the fact that By, N C By, N, we deduce that

S — €430 €430
Sok(B2to NQ) C [dy — , di + 5 ] (3.5.24)
Moreover, we let
cp = / \y|_N_25’f dy for k € N,
Qﬂ(BtO\Bgtk)
and we note that
Crp — 00 as k — oo (3.5.25)

by Lemma 3.4.2. We now set

AY = {y e QN (B \ Bay,) : wx(y) >di} and AF :={y € QN (By \ Bay,) : ¢i(y) < di}.
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Since
cr < / ly| VT2 dy +/ ly V"% dy  forall k € N,
Ak Ak

+

we may again pass to a subsequence such that
¢ c
/ ly| =N 25k dy > 5’6 for all k € N or / ly| N2k dy > Ek for all k € N.
Ak Ak

Without loss of generality, we may assume that the second case holds (otherwise we may replace
©r by —pr, and dj, by —dy). We then define the Lipschitz function ¢y, € C.(RV) by

0, x| > 2t
Yi(z) = o8 2l 2 2t
7(2@{ — |z]), tr < |z| < 2t
k

We also define, for k € N,

By (3.5.24), we have

e+ 30

TE = pr < di + <dp+r,+2 ian(BQtO\Bth>.

Moreover, since dj + r, € @i (B, N ) by (3.5.23), we have
dp+ 1+ 20 € Tk(Btk N Q) C Tk(Bth ﬂﬁ)

Consequently, max 7y is attained at a point x3 € By, N Q with
BQtO nQ

Tk(z) > di + 1 + 260

which implies that
e—9

prlr) = di + i = di + —5—. (3.5.26)
By (3.5.19) and since Bz, N Q C By (x) N Q for k € N by construction, we have that
er(zr) — ¢r(y)
C1 > / dy
Biy(zi)nQ Tk — y|NF2sn
_ / ©r(Tk) _Ni];iy)d / ©r(Tk) _N(i];gy) (3.5.27)
By, 0 Tk =yl QN (Bug (2x)\Bay, ) 1Tk — Y|V 2%

To estimate the first integral, we note that, by definition of the function ¢,

20
[Ve(@) =)l < Tle =yl forallz,z € RY.
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Moreover, by the choice of z), we have 7i(z)) > 73 (y) for all y € Bs;, N . Consequently,

or(Tr) —ou(y) , (o) —(y) VYr(rr) — i (y)
/, W= [ T,

3tkﬂQ ",'Uk‘ - y|N+2sk Btka |33k - y|N+2sk Btka |$k‘ - y|N+2sk

Y(xg) — Y (y 26 A 20 _N_
> —/ V) —Ply) N+(282dy > —— g, —y| Ty > - [ ——
Bay, 2 [Tk — Y| tk J By, tk J By,
312y 208
1-— 28k

> —12wn 10t 2 > —Cs (3.5.28)

with a constant Cs > 0 independent of k. Here we used (3.5.20) and the standard estimate

_1tP
/ |z — 2PN dz < / 12|P~ N dz = WN-L for every t > 0, p € (0, N) and = € RV,
Bt Bt p

To estimate the second integral in (3.5.27) we first note, since zy, € By, , we have that

2ly| > |y — x| 2|g§| for every k € N and y € RV \ By, .

Moreover, by (3.5.18), (3.5.24), and (3.5.26) we have

e—0
€+0 > or(ar) — or(y) > di + 5 —or(y) > —20

for y € By, (z1) N C By, N Consequently, combining (3.5.27) and (3.5.28), using again (3.5.26)
and the fact that x;, € By, , we may estimate as follows:

ez / oelze) _N(i-l;iy) dy
(Bto (z)\Bst,, )NQ |y - xk’ k

o+
(Big (xx)\ B, )0 |y — @V 2% (Bto (@x)\Bse,, )N

1 %) — QT s
S / [pr (k) Jf+]23 k(y) dy — 2-3N+25e5 /
(Bug (ze)\Bse, )02 [Tk — Y| (B (@x)\Bst,, )N

1 / lor(zr) — wr] T (y) / [or () — o] T (y)
> dy — dy
PR ( Bi\Bse e Y1V B\Bigne Y1V )
9. 3N+28k5 </ ‘y’foZSkdy +/ |y’fN723kdy>
(BtO\BStk)mQ (Bto (Ik)\Bto)
1
> v (e [ WYy - 6+ 0) [y~ 25 dy
IN+2sy, < AL Biy\Big (2k) )

B (z1)\ Bt

ly| =N 25k dy

Tk N+2
> (e — 203V
)
B éfvi‘?sg/ [N 2kdy — 2. N2k [~V 25k dy
Big\Biy—2t, Big+2t), \ Bty
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> (i_2.3N+28k5)6k_0(1): (8—5

N
ON+2+2sy, SNz 2-370 + 0(1)>ck —o(1)

as k — oo, where we used (3.5.23). By our choice of § > 0 satisfying (3.5.17), we arrive at a
contradiction to (3.5.25). The proof is thus finished. O

Finally, we complete the
Proof of Theorem 3.1.3. Since ¢y s := scy+o0(s) as s = 07 with ey = 77_%1“(%) and LX =cnDY,
then the first part of Theorem 3.1.3 is just a reformulation of Theorems 3.5.3 and 3.5.4.

To see the second part, we first note that &, s, € C(Q) for every k € N by [14, Theorem 1.3, see
also Theorem 4.7]. We may then apply Theorem 3.5.5 to the sequence (&, s, )i in place of (¢)k,
noting that assumption (3.5.15) is satisfied by Proposition 3.5.1 and Theorem 3.5.2. Consequently,
the sequence (&, s, )k is both bounded in C(£2) and equicontinuous on €, so it is relatively compact in

C(€2) by the Arzela-Ascoli Theorem. Combining this fact with the convergence property &, s, — &,
in L?(2) stated in Theorem 3.5.4, it follows that &, s, — &, in C(Q). O



Chapter 4

On the s-derivative of weak solutions
of the Poisson problem for the
regional fractional Laplacian

In this chapter, we study the differentiability of a solution us (regarded as a function of s €
(0,1)) to a Poisson equation governed by the regional fractional Laplacian. We also analyze the
differentiability of the first nontrivial eigenvalue A\, of (—A)g, regarded as a function of s. The
presentation of this note is the same as the original paper [R3]. The notation may be slightly
different from those in the previous chapters.

4.1 Introduction

In a bounded domain Q@ ¢ RY (N > 2) with C*! boundary, we consider the following nonlocal

Poisson problem
(—A)jus = f in Q, (4.1.1)

where, s € (0,1) and f € L®(Q) with [, f dz = 0. Here, (—A)§, stands for the regional fractional
Laplacian define for all u € C%(Q) by

(—A)qu(z) = CnsPV. A W dy, r€Q, (4.1.2)

where P.V. is a commonly used abbreviation for ”in the principal value sense” and the normalized
constant C'y s is defined by

Oy = s(1 - 3)%1522‘{;22 € (0,4r<% +1)], (4.1.3)
I' being the usual Gamma function. The bounds in (4.1.3) can be found in [144, page 8]. As
known, (—A)g, represents the infinitesimal generator of the so-called censored stable Lévy process,
that is, a stable process in which the jumps between Q and its complement are forbidden (see
e.g. [8,24,44,97,99,147] and the references therein).

The study of the s-dependence of the solution of the Poisson problem involving nonlocal oper-
ators has recently received quite some interest. This kind of study allows a well understanding of

67



68

the asymptotic behavior of the solution at s € (0,1). For instance, in [21], the authors analyzed
the limit behavior as s — 17 of the solution to the fractional Poisson equation (—A)%us = f;,
r € Q with homogeneous Dirichlet boundary conditions us = 0, z € RY \ Q and provided con-
tinuity in a weak setting. We also refer to [61] where the equicontinuity of eigenfunctions and
eigenvalues of (—A)® in 2 was studied for s belonging in a compact subset of (0,1). Small order
asymptotics of eigenvalue problems for the operators (—A)® and (—A)g, has been studied recently
in [55,82,142]. We notice that this type of optimization in the small order-dependent appears in
population dynamics [126], in optimal control [11,139], in fractional harmonic maps [10], and in
image processing [9].

Recently, Burkovska and Gunzburger [35, section 5] studied the s-regularity of solutions to
Dirichlet problems driven by the fractional peridynamic operator. Precisely, they proved that the
solution map (0,1) — L2(), s = wus is of class C°°. Their argument is based on differentiating
the corresponding bilinear form of the problem with respect to s. In [106], Jarohs, Saldana, and
Weth established the C'-regularity of the map (0,1) — L>®(f2), s — us, where u; is given as the
unique weak solution to the fractional Poisson problem (—A)%us = f, z € Q with the homogeneous
Dirichlet boundary data us; = 0, z € RV \ Q, where Q is a bounded domain with C? boundary
and f € CY(Q) for some o > 0. The main advantage in their analysis relies on the representation
formula of the solution us by mean of Green function which allows obtaining several important and
powerful estimates.

The purpose of the present paper is to analyze the Cl-regularity of the map (0,1) — L3(Q),
s + ug, where ug is the unique solution of the fractional Poisson problem (4.1.1). The major
difficulty in our development stems from the fact that, contrary to [106], we do not have an explicit
representation of the solution us in terms of Green function for every s € (0,1). We note that for
s € (0, %], the fractional Poisson problem (—A){us = f, € Q with Dirichlet boundary conditions
us = g, x € 0N remains ill-posed since the space C2°(£2) is dense in the fractional Sobolev space
H?®(Q). We refer to [24] and the references therein for the probabilistic interpretation and to Chen
and Wei [54] for recent results from a purely analytic point of view.

Throughout the paper, we consider (4.1.1) as a free Poisson problem, so without Dirichlet
boundary condition.

In the following, we present the main results of the present paper. The first main result deals
with the differentiability of the solution map (0,1) — L?(Q), s+ u,. It reads as follows.

Theorem 4.1.1. Let f € L°(Q) with [, f dz =0 and let ug be the unique weak solution of (4.1.1)
(see Section 4.2 below for the definition of weak solution). Then the map

(0,1) — LQ(Q), S = Ug

is of class C! and wy := Osus uniquely solves in the weak sense the equation

(=A)qws = Mjus in €, (4.1.4)
where for every x € €},
asC'Ns (U(JU) — u(y))
M3 =—— 20N PV, | ————""1 —y| dy.
QU(CL‘) CN,s f(%) + N, /;2 |(l§—y|N+2s Og‘l' y’ Y

We now consider the problem (4.1.1) with f = Asus i.e., the eigenvalue problem

(—A)yus = Asus  in Q.
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Our second main result is concerned with the one-sided differentiability of the map s +— A s
where Ay ¢ is the first nontrivial eigenvalue of (—A)g in Q (see Section 4.4 below for the definition
of A\1,5). It reads as follows.

Theorem 4.1.2. Regarded as function of s, A1 s is right differentiable on (0,1) and

)\ S O'_)\ S .
O A1 s == lim Clsto — Als = inf{Js(u) : v € M} (4.1.5)
o—0+ o
uhere e (u(z) — u(y))?
sUN. s u\xr) —uly
Jo(u) = SN e—Cy s W) = WY)) og |z — y| ded 41.6
) = G = O [ [ i tog o=y daay (116)

and My the set of L*>-normalized eigenfunctions of (—A)§, corresponding to M1 s. Moreover, the
infimum in (4.1.5) is attained.

The stategy of the proof of Theorems 4.1.1 and 4.1.2 is based on differentiating the quadratic
form & (see (4.2.2)) with respect to s. To this end, higher Sobolev regularity of any weak solution
ug of (4.1.1) of the form s + ¢ is needed, see Proposition 4.2.2 below. The latter is obtained by
exploiting boundary regularity result by Fall [73]. Let us also mention that Proposition 4.2.2 plays
a crucial role in getting uniform H*®(2)-estimates of us4, and the difference quotient “+<—* with
respect to o.

The paper is organized as follows. In Section 4.2 we present some preliminaries that will be
useful throughout this article. In Section 4.3, we prove Theorem 4.1.1. Finally, Section 4.4 is
devoted to the proof of Theorem 4.1.2.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within project
57385104. The author is grateful to Tobias Weth, Mouhamed Moustapha Fall, and Sven Jarohs
for helpful discussions.

4.2 Preliminary and functional setting

In this section, we introduce some preliminary properties that will be useful in this work. First of
all, throughout the end of the paper, d4 := sup{|z — y| : z,y € A} is the diameter of A € R and
B, (z) denotes the open ball centered at = with radius r. We also denote by |A| the N-dimensional
Lebesgue measure of every set A C RV,

Now, for all s € (0,1) the usual fractional Sobolev space H*(2) is defined by

HY Q) = {u € L() : Jul}y.(q) < oo},

where

, Ju(@) — u(y)? 1/2
|U’HS(Q) = (/Q T da:dy) ,

is the so-called Gagliardo seminorm of u. Moreover, H*(2) is a Hilbert space endowed with the
norm

[ull s (@) = (HUH%E(Q) + \u’ils(ﬂ))l/z-
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Also, we notice the following continous embedding H!(Q2) — H*(Q) for t > s, see e.g. [65, Propo-
sition 2.1]. It is also useful to recall that the space C*°(Q) is dense in H*() (see [64, Corollary
2.71]). We recall that C*°(Q2) denotes the restriction of all C*°(R") functions on Q. Moreover, we
define the space X*(£2) consists of functions in H*(2) orthogonal to constants i.e.,

X4(Q) = {u € H°(Q) : /Qu dr = 0}.

Clearly, X*(€2) is a Hilbert space (with the norm || - [[xs(q) := | - |grs() equivalent to the usual one
in H%(Q2)) for which every function u € X*(Q) satisfies the following fractional Poincaré inequality

HUH%Q(Q) S VN,S,Q|UI%{5(Q) With ’YN’S’Q = |Q|71dg+28. (4‘2'1)

We notice also that the space of functions ¢ € C(Q) with [, ¢ dz = 0 is dense in X*(Q). For
simplicity, we set C5°(Q) := {u € C®(Q) : [5¢ dz = 0}. The inner product and the norm in
L?(Q) will be denoted by (-, ) r2(0) and || HLZ respectively.

Now, let & be the quadratic form define on H 5(Q2) by

(u,v) = E(u,v) _ O / / Y)) - vy)) dxdy. (4.2.2)

’.T _ ’N+25

We have the following.

Definition 4.2.1. Let f € L*°(Q) with [, f dz = 0. We say that u, € X°(Q) is a weak solution of
(4.1.1) if

uese) = [ fodo, Vo€ X(Q) (12.3)
Q

The existence and uniqueness of weak solution of the Poisson problem (4.1.1) in X*(2) is
guaranteed by Riesz representation theorem.

Let us, € X*(Q2) be the unique weak solution of (4.1.1). Then, thanks to [142], there exists a
constant ¢; > 0 independent of s such that

[usll Lo @) < 1. (4.2.4)

Very recently, Fall [73] established boundary regularity for any weak solution to (4.1.1). Presicely,
among other results, he proved that u, € C#(Q) and

lusllcs@) < Clluslz2@) + 1fllLe o)) (4.2.5)
with

N
B:=2s — —
p

for every s € (0,1) and p > 2—]\; Moreover if s € (%, 1) so that 8 = 2s — % > 1, he also obtained
boundary Holder regularity for the gradient of the form Vu, € C8~1(Q) with

IVusllgs-1 @y < Clllusllza @) + 1 £l e )- (4.2.6)
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From now on and without loss of generality, we fix p such that p > % Moreover, the constant
C appearing in (4.2.5) is continuous at s € [sg, 1) for some sy € (0,1) see [73, Theorem 1.1]. The

same conclusion holds for (4.2.6) provided that s € [sg,1) for some sy € (5,1) see [73, Remark

1.4]. Hence, by taking into account (4.2.4) we obtain from (4.2.5) and (4.2.6) uniform bound with
respect to s on C? and CP~! norm of u, and Vu, respectively as follows

usll s @y < c2 and IVts|| g1 < cs- (4.2.7)

As a direct advantage of the above boundary regularity, we derive in the next proposition,
higher Sobolev regularity for solution of (4.1.1).

Proposition 4.2.2. Let f € L®(Q) with [, f dz = 0 and let usyo € H¥T7(Q) N L>®(Q) be the
unique weak solution of problem (4.1.1) with s replaced by s + 0. Then usi, € H¥(Q) for some
e>0 and

s toll mste) < K for all o € (—so,50) (4.2.8)

for some sg > 0.

Proof. Let usi, € HT7(Q) N L>(2) be the unique weak solution of (4.1.1) with s replaced by
s+ o for all o € (—sp, s9) for some sy > 0. Then,

(7) If 25 < 1 then from (4.2.5) we have that
’us-i-U (2?) — Usto (y)|2 2 4(s+0)— 2 _N—_2(s+¢)
/Q 0 o=yt dxdy < ”usHC%HU),%@) A |z — y| P dxdy

2N
dgl)JHUsHQ stﬂ B / / ‘.% _ y,Qs—T—N—Qa dyda:
P B,

max{dg" d48°}|SN 1||Q|||us||2

< v (@) dé( -

< o0
N

2(s—e—7)
provided that 0 < ¢ < s— %. This shows that us1, € H5(Q2) with uniform bound in o € (—sg, so)

provided that 0 < e < s — %.

(73) If 2s > 1 then from (4 2.6) we have that Vusy, € L®(Q) C L>®(Q) and therefore Vg, €
)-

L%(9). Since also usy, € L2(Q), we deduce that us;, € H'(£2). Hence,
us1o € H¥(Q) N HY(Q) for all o € [0,sp) (4.2.9)
Usre € H(Q) N HY(Q) for all o € (—sq, 0] (4.2.10)

for some a(s) << s depending only on s. Applying the well-known Gagliardo-Nirenberg interpola-
tion inequality (see e.g. [29, Theorem 1]), we find that usy, € H"(Q2) with

(@) r=0s+(1—0)-1 forall § € (0,1) in the case (4.2.9), and
ol < CCO. 5, D)t e ey ol iy (12.11)
(b) r="0a(s)+ (1 —6)-1 for all # € (0,1) in the case (4.2.10), and

st lzrey < CO, 5, Dttt Yooy Istoll il (4.2.12)
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Let us focus on the situation (a). By choosing in particular = 1, then r = £+ 3 = s+ 1% and we

have that usi, € HS+%(Q). From this, we conclude that usi, € H5(Q) for every 0 < e < %
To complete the proof, it remains to show that the RHS of (4.2.11) is uniform for o sufficiently
small.

From (4.2.4) and (4.2.7) we have that

tUs+o ) < Ch for all o sufficiently small. (4.2.13)

On the other hand, since s < s + o, then from [65, Proposition 2.1] there exists ¢ > 0 depending
only on s and N such that
’U5+O-|HS(Q) S C‘US+O'|HS+U(Q)' (4214)

Using now us, as a test function in (4.1.1) with s replace by s+ o and integrating over €2, one has

2

2|02
’uS-I—G"%{&HT(Q) = Cn / fusio dr < ’ |
,5+0 JQ

N,s+o

[fll Lo lltstollie@) < ¢ as o — 0%, (4.2.15)

thanks to (4.2.4) and the continuity of the map s — Cpy . This, together with (4.2.14) yield
ts+ollms (@) < C2 for o sufficiently small. (4.2.16)

From this, one gets us, € H¥(Q) with uniform bound in o € [0, s¢).

In situation (b), a similar argument as above yields usy, € H¥7¢(Q) for some & > 0 depending
on s.

Now, by combining (i) and (i), we conclude the proof. O

This higher Sobolev regularity will be of a capital interest in the rest of the paper.
Next, we recall the following decay estimate regarding the logarithmic function. For all r,g¢ > 0,
there holds that

1 1
|[log |z|| < —1z|7%° if |z| <r and [logl|z|| < —|z|° if |z| > 1. (4.2.17)
€EQ €EQ

We end this section by recalling the following.

Proposition 4.2.3. ( [106, Lemma 6.6]) Let I C R be an open interval, E be a Banach space and
v :1 — FE be a curve with the following properties

(i) ~v is continuous.

(it) OF~y(s) = lim+ M exists in E for all s € I.
o—0

(i11) The map I — E, s +— 0F~(s) is continuous.

Then v is continuously differentiable with Osy = 0F~.
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4.3 Differentiability of the solution map in (0, 1)

In this section, we are concerned with the regularity of the map (0,1) — L?(Q),s — us, with
being ug the unique weak solution of (4.1.1). In order to obtain the regularity of the solution wus,
regarded as function of s, our strategy consist to bound uniformly the difference quotient “ste—Ys
in the Hilbert space H*(f2) with respect to o, after what, due to compactness, we therefore reach
our goal.

We restate Theorem 4.1.1 from the introduction for the reader’s convenience.

Theorem 4.3.1. Let f € L®(Q) with [, f dz =0 and let u, € X°(Q) be the unique weak solution
of (4.1.1). Then the map
(0,1) = L*(Q), s+ u,

is of class C' and w, = Osus uniquely solves in the weak sense the equation
(—A)yws = Mius in  Q, (4.3.1)
where for every x € €1,

aSCN,s
CN,S

Proof. The proof is devided into three steps.

(u(z) — u(y))

Mgu(z) = — y|[N+2s

f(:L‘) + 20N7SP.V. /

log |z — y| dy.
Q |r-

Step 1. We prove that the solution map (0,1) — L?(Q), s > us is continuous.
Fix so € (0,1). Let § € (0,s0) and (sp)n C (so — 0,1) be a sequence such that s, — sop. We
want to show that
us, — us, in L2(Q) as  n— oo (4.3.2)

Put s’ := inf,en s, > sp — 0. Then,

usn usn(y)>2
|usn|H.5 / / ‘x — y‘N-f—QS dflfdy
usn — Us, (y)>2 2(sp—s'
/ / ‘x_ e =yl dedy

sns

|“8n|H5n(Q < C’u5n|HSn(Q) (4.3.3)

Now, since us, is the unique weak solution to (—A)¢rus, = f in ©, then it follows that (we use us,

as a test function)

2 2
2
s sn = S d <
‘U‘n’H (©) CN,sn/qun T C

thanks to fractional Poincaré inequality (4.2.1). Using that s — C’N7S is continuous, then it follows
from (4.3.4) and (4.3.3) that

2cy
||f”L2(Q)||USnHL2 SC’ HfHL2 s, [y (4.3.4)

|u5n|HS/(Q) <c as n — o0. (4.3.5)

This means that (us, ), is uniformly bounded in H* (Q). Then there is u, € H* (Q) such that after
passing to a subsequence,

us, — ux weakly in H® (Q),

us, — U, strongly in L*(€), (4.3.6)

Us, — Uy a.e. in .
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In particular, fQ uy dr = 0. We wish now to show that us, = u,.. To this end, we first prove that
€ H%(Q).
By Fatou’s Lemma, we have

y))2 : : usn usn (y))2
]u* Hs0(Q) — / / \a? _ y’N+2 drdy < hnn_1>1£f/ / |z — y\NJFQS dxdy

w2 1 f [ 22 () < e (4.3.7)

= liminf [us, [}/., o) =

2
CN,so

This implies that u, € H%(£2). We recall that in (4.3.7), we have used (4.3.4) and (4.3.6).
On the other hand, for all ¢ € C5°(9), we have

(fio)r2@) = / fodr= lim &, (us,,p) = lim [ us (—A)g'¢ dx
Q n—oo QO

n—oo
= /Qu*(—A)ffgo dr = Egy(us, ).

This shows that uw, € H®*(Q) with [,u, de = 0 distributionaly solves the Poisson problem
(=A)Ju, = f in Q. Recalling that ug, € H®(Q) with [, us, dx = 0 is the unique weak (dis-
tributional) solution to the Poisson problem (—A)&uy, = f in €, we find that u, = u,, as wanted.

Step 2. We show that the solution map (0,1) — L?(Q), s + us is right differentiable.

Fix s € (0,1) and define

Ust+o — Us
;g = ——————. 4.3.
v > (4.3.8)

Here, us1, is the unique weak solution of (4.1.1) with s replaced by s 4+ 0. We wish first to study
the asymptotic behavior of v, as ¢ — 0.
For all p € C§°(Q),

Eter) = [ 0 00 = Eurolterar) = Eults — st )+ Exltnic9)
that is
Es(Uus — Usyo, ) = Esio(Usto, ) — Es(Usto, ). (4.3.9)
Now,
Esto(Ustor P) s(Ustos 80)
_Cn s+cr / / Usto (T uzj(vyl;(i(f) —vW) 4. dy
B % / / us+a(w) - ‘Zsia;:‘y])&(i(fv) —W) 4ray

CN s+cr - us-l—a us+g(y))(<p(a?) — go(y))
/ / ‘ dxdy

T — ‘N+28+20’

C s 1
Nt// (s — s ) (st 0) — s ) (00) — (0) sy
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C’N1 + X (ONsto = ON,s)Esta (Ustas ©)
CNs / / ‘$ ’ —20 ) (Us—&-o(x) - ﬁis—iaé?i]\){l(i(l’) — Lp(y)) dudy
CN o X (CNsto — CNs) / fo dz
Cn.e o) (ko) = tern () (0(2) = (1)
i % /Q/Q o=l - 1) . E i y|NF2s drdy. (4.3.10)

Next, we write
1
|z — y|72" —1=exp(—20log|z —y|) — 1 = —20log |z — y| / exp(—2tolog |z — y|) dt
0

1
= 20, (x,y)log |z —y| with ¥,(x,y) = / exp(—2tolog |x —y|) dt. (4.3.11)
0
Plugging (4.3.11) into (4.3.10), we get

gs-i-a (Us—i-m 30) — & (us+07 90)

1
C X (CN,S-‘rO’ - CN,S)/ f‘p dx
N,s+o Q
(usto () = usto(y)) (p(2) — #(y))
—Clys o (z,y) log |z — y| dzdy. 4.3.12
o N/Q/Q [z — 4|V Yo (z,y)log |z — y| dzdy ( )
Equations (4.3.9) and (4.3.12) yield
1 C s+o T
55(7)0790):_ X Mot /f(p dx
CN,S—I—J
(US+O' — Us+o (y))(SO(x) B 4,0(3/))
Cy s o (z,y) log |z — y| dzd 4.3.13
- N/Q/Q z — [V Yo(z,y)log|e —y| dedy  ( )
for all p € C§°(2). Now, by density, there is ¢, € C§°(Q) such that ¢, — v, in H*T¢(Q) for € > 0.
Moreover, from (4.3.12),
1 C s+o
gs(vav@n) = - X Moot / Jon dx
CN,s—i-o
s oy, [ [ Lot ﬁ;*”(z),’v(j’;é 2=l (o ) log o — ol dedy. (4310
oJa -

Using Cauchy-Schwarz inequality,

|‘€ (UmSOn - anUU)|
CNs [V (%) — v (Y)|[(pn(z) — Pn(y)) — (vo(z) — Vo (y))|
// |z — y|N+2s ey
CN,s
< 5 Vo | ms () [0n — Vol sy — 0 as n — oo. (4.3.15)

This implies that
Es(Voy on) = Es(V5, Vo) as n — 0o. (4.3.16)
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Since also ¢, — v, in L?(R), thanks to Poincaré ineqality, then

/Q fipn di — /Q fug de. (4.3.17)

On the other hand, using that
Vo (2, )| < max{l,exp(—2clog |z —y|)} (4.3.18)

then applying again Cauchy-Schwarz inequality, one can also show that

| [ (et =t R =2l ) o o — o]
- /Q/Q (eral2) = T;Jrj(;}&\)figi(x) — Ua(y))¢a($,y) log |z — y| dxdy (4.3.19)
as n — Q.

Combining (4.3.16), (4.3.17) and (4.3.19), then from (4.3.14) it follows that

gs(”mva) = _CN1+ X CNS-HT — / fvo dz
Us O‘ — Us4o Vo \T) — Vo
+Chs /Q /Q G ,;_(5,)13323( ) =0y (o) tog o — y] dady.  (4.3.20)

From (4.3.20), we write

CN s 1 C’N st+o —
g S g oy Yo S
5ol Frs(0) = Es(vo,v5) Crvoro
‘us+0(f’7)_us+a( ) |vo (z )_ Vo (y)|
+C 5// Yo (z,y)||log |z — y|| dzdy.
w | [ e () og 2 — o
(4.3.21)
Since the map (0,1) 3 s — Cn s is of class C', then
1 CN5+U_C ’a CNS‘
’ 1 . 4.3.22
Crors . S s +0(1) as 0 —0 (4.3.22)
Now, Holder inequality and Poincaré inequality (see (4.2.1)) yield
/Qlfllva! dr < |[fllz2@)llvellrz@) < CN, s, [ fll 20) Vo | 12 (0)- (4.3.23)

On the other hand, from (4.3.18), we have
|Usto () — Usto (Y)|ve(2) — vo(y)]
/ / ) |$t he o (2, y) | log & — yl| dady
|Usto _Us 0( )Mve(z) — va(y)|
/ / + T [log |z — y]| dedy

[Usto(T) = Usto(Y)]|Vo(T) — v (y)]
// + \93 7+y‘N+25+20 |log |z — y|| dzdy.
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To estimate the first term on the RHS of the above inequality, we use Cauchy-Schwarz inequality
together with the Logarithmic decay (4.2.17):

/ / |[Usto () — Usto (Y)||ve () — vo(y)] |log |z — y|| dzdy
QJo

|£L' _ y|N+2s

[Us o () — us+a(y)‘2 2 1/2
< — s
< (/Q o |J:—y|N+23 | log [z — y| da:dy) Vo | Q)

1/2
1 Usto () = Usto(y)? _
g( [ 260+|x—y|2€0>da:dy> e

(eg0)?

1/2
|US+U($) - U8+0(y)|2 2
< c(&o)(/Q |z — [N dxdy+d950‘us+a|%{5(m Vo | s ()

2 2e0 2 1/2
= c(e0) (Jusrolfeco gy + 5 ussolreqe))  vole(ay. (4:3.24)
By Proposition 4.2.2 there exist K, Ko > 0 independent on ¢ such that
[Us+o| prsteo () < Ki and [Ustolms @) < K2 for o sufficiently small. (4.3.25)

Combining this with (4.3.24), we obtain that

Usg a — Us+o Vo (T) — Vg
/ / |ust +_< IE\LLQS( ) (y)‘|]og|33 —y[l dzdy < c|vs|gs()- (4.3.26)

By a similar argument as above, we also obtain the following bound

Us4o\T) — Us4-0\Y)||Vo\T) — Vs
// o B —+y!(N2r|2‘s+§a) (y)|llog|w—y||dxdySCI%IHs(m (4.3.27)

Combining (4.3.22), (4.3.23), (4.3.26), and (4.3.27), we find from (4.3.21) that
|UO'|H5(Q) S C. (4328)

In other words, v, is uniformly bounded in H*(€2) with respect to o. Therefore, after passing to a
subsequence, there is ws € H*(2) such that

vy = ws weakly in H*(9),
vy — w, strongly in L?(€), (4.3.29)

Vg — Ws a.e. in €.

In particular, fQ ws dxr = 0 since does v, .

To obtain the right-differentiability of the solution map s +— wug, it suffices to show that w;y is
unique as a limit of the whole sequence v,.

First of all, from (4.3.13), thanks to Proposition 4.2.2 and Dominated Convergence Theorem,
we deduce that wg solves

aC’Ns

Es(ws, p) = CNS /f dx
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+ CNS/ / us(@) = &S_ ngffs) — W) 1og 2 — y| dady (4.3.30)

for all ¢ € C5°(9).
Let denote by v, the corresponding subsequence of v, for which (4.3.29) holds. Consider now
another subsequence v,, with v,, — ws for some ws; € H*() with fQ ws dxr = 0. We wish to prove

that prove t}iat ws = Ws. Let set Wy = ws — ws. Then, in particular, fQ Wy dx = 0. Moreover, for
all ¢ € C§°(92),

gs(Wsy 90) = gs(ws — Ws, QD) - Ss(wsy 80) - 85(@5, (P) = 88(w87 90) - zliglo Ss(vaia ()0)

= Es(ws, ) — lim & (v, — ws + ws, ) = — lim E(v,, — ws, )
11— 00 1— 00
= — lim lim &(vy, — Vo, ). (4.3.31)

1—00 k—o00

From (4.3.13), one gets

1 CNsio, — Cns 1 CN.sto, —
gs(vdi_vdk7§0):(_CN+ x N7+;, Ak +CN+ X Nostan )/f@d:v
S+0; 7 s STO0k
Us O’Z us g; x)—
+CNS// + - ﬁi’@l&"( ) gO(y))%(ﬂc,y)log |z — y| dzdy
Usto Us4o x)—
~ O [ [ Lzesd |xi LN =2y (oo — ] dady

Using that s = Cn s is of class C1, the fact that s — ug is continuous and Proposition 4.2.2, the
Dominated Convergence Theorem yields

lim lim & (vy, — Vo, ) = 0. (4.3.32)

i—00 k—o00

Consequently, one gets from (4.3.31) that

E(Ws, ) = 0. (4.3.33)
By density, (4.3.33) also holds with ¢ replaced by W, that is,

E(Ws, Wy) = 0. (4.3.34)

This implies that W, = const. Morever, since also fQ W dx = 0, then we get that W, = 0, that is,
ws = Wy as wanted. In conclusion, the solution map s — wuy is right-differentiable with E)jus = ws,
solving uniquely (4.3.30).

Step 3. We establishe the continuity of the map s + 97 us = ws. The proof of this is similar to
that in Step 1 and we include it for the sake of completeness. Fix again so € (0,1). Let § € (0, s0)
and (sp)n C (8o — 0,1) be a sequence such that s, — sg. By putting also s’ := inf,en s, > s9 — 0,
then as in (4.3.3) one get that

2
[ws, [}y < clws, [Fon () (4.3.35)

Now, from (4.3.30), it follows that

8s, O,
gsn (w3n7w5n) = - Sév o / wan d.'l:
stn Q
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+Cs, /Q /Q (s (@) = s, W) (W (@) = Wer, )y 10—ty (4.3.36)

that is,
20,,CnN.s,,
ey < [ ] [ [flhwn,] do
N,sp,
+ 2/ / [ s, () = U‘S; (_y);mf&(sf) ~ Won (9)l |log |z — yl|| dzdy. (4.3.37)

Now, using that s — Cp s is of class C', then

‘ 285n CN»Sn

< 285001\[730
C? -
N,sn

2
CN,S()

+o(1) as n — oco. (4.3.38)

By Holder inequality and Poincaré inequality (4.2.1), we get

/ﬂ fllws,| dz < chos, |sron (o) (4.3.39)

On the other hand, Cauchy-Schwarz inequality together with (5.3.5) yield

s, () — s, ()| Jws,, (2) — ws, (1)
/Q/Q |log |z — y|| dzdy

< (050|usn ’?’—[SWH‘EO(Q) + 650|u3n|2H5n(Q)) |wsn|H5n(Q)- (4.3.40)
By Proposition 4.2.2, we find that
s, | prsnte0 () < Ch and s, |pron () < C2 as n — oo, (4.3.41)

Taking this into account, we get from (4.3.40) that

’usn (x) — uSn (y)Han (x) B wsn (y)‘
/ / l — y[N 2o |log |z — y|| dzdy < Clws,|gsn (q) (4.3.42)

for n sufficiently large.
It follows from (4.3.38), (4.3.39), (4.3.42) and (4.3.35) that

\wsn|H5/(Q) < ws, |gsn(o) < ¢ for n sufficiently large. (4.3.43)

This means that w,, is uniformly bounded in H* () with respect to n. Therefore, up to a
subsequence, there is w, € H* (Q) such that

—w, weakly in H*(Q),
ws, — w, strongly in L?*(Q), (4.3.44)

ws, — Wy a.e. in L

Ws

In particular, we have fQ wy dxr = 0. Next, we show that w, = ws,.
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By Fatou’s Lemma,

w(y))? 172
’w* H®0(Q / / ‘.’L’ — y‘N-i-Qso dﬂ?dy)

. . wsn wsn (y))2 1/2
< lim mf / / ]a: e d:cdy)

n—oo

= liminf |ws, [gsn (@) < C < 00.
n—oo

This implies that w, € H%(Q). Notice that we have used (4.3.37), (4.3.38), (4.3.39), (4.3.40) and
Proposition 4.2.2.
On the other hand, for all ¢ € C5°(9), we have

n—oo

= lim 22N dz + lim Cy, Us, (%) = us, (W) (@) —0(Y) |
o CNsn /f T+ im. Cn, n// 7 — gV F2en og |z — y| dxdy
(4.3.45)

Eso(ws, 0) = /w*( A)ge dz = lim wsn< A do = hm 5sn(wsnaS0)

In (4.3.45), we have used (4.3.30). Now, by Step 1 and Proposition 4.2.2, one obtains from (4.3.45)
that

05,CN s / / / (usy () — use (y))((x) — 0(y))
s % - s 1 _
& o(w 90) CN,so 0 f‘p dx + CN, 0 aJa ‘.I' — y!NJ’QSO 0og |.7} y| dxdy
(4.3.46)

for all ¢ € C5°(Q).

Since by Step 2 wy, € H*(Q) with [, ws, dz = 0 is the unique solution to (4.3.46), then one
finds that w, = wg,. This yields the continuity of the map s — w, and this concudes the proof of
Step 3.

In summary, from Steps 1, 2 and 3, we have shown that
(1) s+ ug is continuous;
(i) OFus exists in L2(Q) for all s € (0, 1);
(iii) The map (0,1) — L?(2), s+ 0Fus is continuous.

Therefore, by Proposition 4.2.3, we conclude that the solution map (0,1) — L?(2), s + 0fus is
continuously differentiable with dsus = 97 us. Moreover, from (4.3.30), we have that ws = Osus
solves in weak sense the equation

(—A)jws = Myus in Q (4.3.47)
with 5.0
Miu(z) = —— N’Sf(a:) + 20N75P.V/ %log |z —y| dy, x €.
CN,S Q | | 3
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4.4 Eigenvalues problem case

The aim of this section is to study (4.1.1) when f = Ajuy i.e., the eigenvalues problem
(=A)dus = Asus in Q. (4.4.1)

More precisely, we discuss the s-dependence of the map s — A1 s where A ¢ is the first nontrivial
eigenvalue of (—A)g. We notice that equation (4.4.1) is understood in weak sense. Here and
throughout the end of this section, we fix Q as a bounded domain with C! boundary.

Let

0< A S Ao <o S Ags <oy (4.4.2)

be the sequence of eigenvalues (counted with multiplicity) of (—A)g in Q with corresponding
eigenfunctions

‘Pl,s, g0275, PPN (pk75, e

It is known that the system {¢; s}; form an L?-orthonormal basis. Variationnaly, we have

Mis i= _inf sup Es(p, ¢), 4.4.3
s VEVE pesy (o) ( )

where V7 :={V C X*(Q) : dimV =k} and Sy == {p € V : ||| 12(q) = 1} for all V' € V}?. However,
when k = 1 then \; s is simply characterized by (see e.g., [63, Theorem 3.1])

ALs o= f{Eu(p, 9) : ¢ € X, ol 20 = 1)- (4.4.4)

In this section, we wish to study the differentiability of the map (0,1) > s — A1 . As first
remark, we know that the first nontrivial eigenvalue of (—A)g, is not in general simple. Therefore,
the main focus here is one-sided differentiability.

In what follows, we discuss the right differentiability of the map s — A s stated in Theorem
4.1.2. For the reader’s convenience, we restate it in the following. Here and throughout the end of
this Section, we use respectively As and us for A\; s and u; s to alleviate the notation.

Theorem 4.4.1. Regarded as function of s, \s is right differentiable on (0,1) and
)\s-l—a - )\s

0f Xs := lim = inf{Js(u) : u € Ms} (4.4.5)
oc—0t o
where 0.0 )
s Ns
Js(u) = Cst CNS// y’N+2s log |z — y| dzdy (4.4.6)

and My the set of L?>-normalized eigenfunctions of (—A ) corresponding to As. Moreover, the
infimum in (4.4.5) is attained.

We now collect some partial results needed for the proof of Theorem 4.4.1. In the sequel, we
prove the following two lemmas in the same spirit as Theorem 1.3 and Lemma 2.1 in [61].

Lemma 4.4.2. Let @, € C*®(Q). Then, regarded as function of s,

Es(p,) - (0,1) = R

is continuous on (0,1).
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Proof. 1t suffices to show that

Let a € (s — 0,8+ ¢) where § = %min{l — s,s}. Then,
(p(x) — o) @W(x) —¥W) _ le@) — W)Y () — ¥l

|z —y| N2 |z — y| N2

<

1
< ‘|VSOHL°0(Q)HV¢HL°°(Q)W

1 1
< C(p,¢) max { iz — yNF2=0-2 [ _ y[N+2(s+)-2 }
=: gs,5(2,Y).
Using polar coordinates, it is not difficult to see that g, s is integrable on © x €} with

|52HSN_1| 2(1—s+9) |QHSN_1| 2(1—s—0)
< - [ L

and therefore, applying Lebesgue’s Dominated Convergence Theorem, we get that

lim ga(QD, ¢) - 55(% sz))v
a—S
as needed. -

Lemma 4.4.3. Let k > 1 and Ay s the k-th eigenvalue of (—A)¢ in Q2. Then, regarded as function
of s, Aks is continuous on (0,1) for all k € N.

Proof. The proof is divided in two steps. First one shows the limsup inequality. The second step
is to obtain the reverse inequality i.e., the liminf inequality.

Step 1. We show that
limsup Ay o < As- (4.4.7)
a—S
Let € > 0 and k > 1. Using that C5°(Q) is dense in X*(Q), there exist ¢1,..., ¢ € C5(Q) such
that

15 €
[(@iss @i5) L200) — (Pir 05 2| < gz and 1€ (@is5 05,5) — Es(pis p5)] < ek (4.4.8)

for all 1 <i,7 < k. Now, from Lemma 4.4.2, there is 5y > 0 such that for all o € (s — By, s + o),

€ali 05) — Es(pi, )| < (4.4.9)

8k2
According to (4.4.8), we also have

’<SOZ7S0J>L2(Q)| 8]{52 ( 7& ,7) and 1— @ < HQDZHLQ <1 + 8k27

and therefore as in [61, Section 2], the familly {¢;}i=1 . is linearily independent. As a consequence,
we have by setting in particular V' = span{¢p, ..., ¢k} that

Mo < sup Ea(p, @) < Ealp, ) + = (4.4.10)
pESY 4
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Now, for ¢ € Sy, there is a sequence of real numbers {a;}i=1 ., C R satisfying ZZ 1 aZ =1 such
that ¢ = Y% | a;¢;. Using this and (4.4.9), we get

k k
1€l p) — ZZ ail|aj||€alpi, ¢5) — Es(pir @) <

e o

i.e.,

g
Ealp,0) < Esp, ) + T

Consequently, we have with (4.4.10) that

Ao < Es(p, ) + % (4.4.11)

Now, by letting ¢ = Zle a;pi,s and by using (4.4.8), we can follows the argument above to show
that

Es(,9) = Es(ips )| < Z (4.4.12)
ie.,
Es(p ) < Es(v,9) + %- (4.4.13)
Combining this with (4.4.11) and by using also the monotonicity of {\;s}i, we see that
Mea < Ealpr9) + 5 S E( ) +
k k
< ;a?xi,sﬁf <M} X

Since € was chosen arbitrarily, we therefore have

limsup Ap o < Ak s,

a—S
as claimed.
Step 2. We show that
lim inf Ak,a > )\k,s' (4414)
a—S
To this end, we set A , :=liminf, .5 A\ o and let o, € (0,1) be a sequence such that o, — s and
Mo — X,;S as n — 0o0. We now choose a system of L?-orthonormal eigenfunctions Olians -+ -1 Pk an
associated to A1 a,, -5 Akan-

By Proposition 4.2.2, we have that for n sufficiently large,
©jan, is uniformly bounded in H*(Q) for j=1,... k. (4.4.15)
Therefore, after passing to a subsequence, there exists e; , € H*(2) such that

Vjan — €js weakly in H*(Q),
Qjonm — €js strongly in L2(Q), for j=1,...,k,

Pjan — €js a.e. in
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which therefore imply that fQ ej.s dz = 0. Thus, e; s € X*(Q). Furthermore, by strong convergence
in L2(1), it follows also that ey s, ... , ek, form an L?-orthonormal system.
Moreover, for every j =1,...,k, we have

/\;,s<€j757 90>L2(Q) = lim Aja, (®jan, 90>L2(Q) = hrn <90],Oan= (_A)%nS")L?(Q)

n—o0

= (ej,s, (—A)aP) r2(0) = 55(6j,s,s0)

ie.,
Es(ejs, ) = N slej, 0 2oy forall ¢ € C5°(Q),
and by density,
Es(ejs, ) = Aj s(€js, P2 forall ¢ € X°(Q).
Therefore, ()\;,s)je{l,...,k} is an increasing sequence of eigenvalues of (—A)g, with corresponding

eigenfunctions (e;s) e(1,... k}- Now, by choosing in particular V' = span{e; s, ez, .., €x s}, we have
from (4.4.3) that

Ais < sup Es(o, ). (4.4.16)
pESY
Moreover, for all ¢ € Sy, there exists a family of numbers (c;);eq1,... 1y C R satisfying Z] 1 cj =1
such that ¢ = 2?21 cjejs- From this, we get that
k k k
gs((pv 90) = 58 ( Z Cj€j s, Z Cjej,s> Z C’Lcj)\] s<ez sy €5, s>L2(Q)
j=1 j=1 z,j:l
k
2\ * * *
= A Aj
2 N < ZC = cmex A,
Hence, from (4.4.16), we have that
Mes < N < A
o S iy Ao S Mo
which therefore implies that
liminf A\ o = )‘ks > Ais-
a—S
Combining both Steps 1 and 2 we conclude that
lm A\ o = Ais (4.4.17)
a—s
as wanted. O

Below, we now give the proof of Theorem 4.4.1.

Proof of Theorem 4.4.1. By Lemma 4.4.3 and Proposition 4.2.2, we deduce that the function usyo
is uniformly bounded in H*(Q2) with respect to o. Therefore after passing to a subsequence, there
is ws € H*(§2) such that

Usto — ws  weakly in H*(£2),

Usio — ws strongly in L2(Q), (4.4.18)

Usto —> Ws  a.e. in €.
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We wish now to show that w;, is also an eigenfunction corresponding to A;. First of all, from
(4.4.18), we have in particular that ||ws||2(q) =1 and [, ws dz = 0.
Next, we claim that

(a> gs—&—a(us—&-oy 90) — gs(w57 ®)
(b> As+o fQ Ustop dT — Ag fQ wsp dz
as o — 07 for all p € C§°(Q).
We start by proving (b). We write

/(As—&—aus—&—o - )\sws)SO dr = )\s/
Q

(Usto — ws)p dr + (Ns0 — )\s)/ Ust o d.
Q Q

From the above decomposition and thanks to (4.4.18) and Lemma 4.4.3, we deduce claim (b).
Regarding (a), we have

€t (Ustos 80) s(ws, ¢
CNsto — C ws s x)—
<‘ N, + |x _y)?](vci(zs) e(y)) dmdy’
CNsto Us 0' — Us+o Ws (X Wy z)—
vt / / )~ )~ 02)~ ) = 0D
CNs+o —20 (Usto () — usto(y))(e(z) — ©(y))
—Eeots /Q/Q<37—y’ 2 _1> = |xiy|N+23 dmdy‘
= I, +11,+111I,. (4.4.19)

Since ws,p € H*(Q) and s — Cp s is of class C!, then from Cauchy-Schwarz inequality, we get
that
Iy <c|Cnsio —Cns| =0  as o— 0%, (4.4.20)

Now, using (4.1.3) and the fact that us+, — ws weakly in H*(2), one gets

II, -0 as o— 0. (4.4.21)

On the other hand, recalling (4.1.3), (4.3.11) and (4.3.18), we have

III, <O'C// ’us-l-cr )_US-HT( )HSO( )_cp(y)’\log|x—y|| d:ndy

‘ ‘N+2$

m// e | — s W) = 2O o

T — y|N+23+20

Arguing as in Section 4.3, one obtains
I, <oc—0 as o—0%. (4.4.22)
From (4.4.20), (4.4.21) and (4.4.22), it follows from (4.4.19) that
Esto(Usto, ) = Es(ws, ©) as o — 0T, (4.4.23)

yielding claim (a).
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Finally, using that usi, is solution to

Esto(Ustoy, ) = )\s+0/ Ustop dT (4.4.24)
Q

for all ¢ € C§°(9), one deduces from claims (a) and (b) that ws is solution to

Es(wg, @) = )\s/ wsp dx (4.4.25)
Q
and from this, one concludes that w, with [lws|| 2y = 1, [ ws dz = 0 is an eigenfunction corre-
sponding to As.
Coming back to the proof of (4.4.5), since usy, € HT7(Q) C H*(Q), one can use it as an
admissible function in the definition of A to get

2
As < Es(Usio, Usto) = Ons / / ”s+‘]x_y|xi+2‘;(y>) dady. (4.4.26)

Now, from (4.4.26), we have

)\era - s = s+o’ uero'a Us+cr) - )\s

CN s—i—a / / u5+g Us+a(y)) da dy _ CNs / / U5+g u5+a(y))2 d:de

\rv—y\N“ sto) !w—y!N“S

CN s+o’ CN s / / us—i—o — Us+o (y)) da:dy

|3§’ _ |N+28+20
C _ 2
+ N7S / /(|$—y|20 . 1) (US+U(J:) xﬁz(y)) dxdy
|z =y
CN CUNyisto — UNys CN S\ CN s / / _925 (us+a (ﬁ) — Us+o (y))Q
-1 dxd
CN ,S5+0 S+0 y| ) |‘T - y|N+2s o
Hence,
lim inf >\s+a - )\s > lim C’N s+o — C(N s )\s-l—a
o—0+ o T o0t CN s+o
. Ns—l—a us-l—a u8+0(y))2 ‘x - y‘_QU —1
lim dxdy. 4.4.27
+ai>0+ / / ]a;—y|N+25 o vy ( )

Next, from (4.3.11)

—yl72 1 —201 —y)) -1 !
] = exp(=20log |z — y]) = —2log |z — y[/ exp(—2ctlog|z — y|) dt
0

g g

Therefore,

|20 _ 1
=y =1 — —2loglr —y| as o—0". (4.4.28)
o

Using this and recalling (5.3.5), we apply Lebesgue’s Dominated Convergence Theorem in (4.4.27),
thanks to Proposition 4.2.2, to get that

.. )\s-i-a - >\s 6SCN5 s y))2
lf,n_l)égf . > s As —CNS// \9:— ‘N+25 log |z — y| dzdy. (4.4.29)
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that is N \
liniéllf % > Js(ws) > inf{Js(u) : u € M}. (4.4.30)
We now show the reverse inequality i.e.,
. )\5-1—0 - )\s .
lim sup ——— <inf{Js(u) : u € M}. (4.4.31)
o—07t o

Thanks to Proposition 4.2.2, we have that us € H57(Q) for o sufficiently small. Combining this
with [, us dz =0 and HUSHLQ(Q) =1, we can use u, as an admissible function for A\¢i, to get

)\s+o - As < €s+a(u57 us) - 8 (Us; us)

g
CN CUN,s+o ))2 CNs (u8($) — US(y)>2
dody — —=> dxd
//Q|x—y\N+28+ff> =S e o
CN s+o - C’Ns us y))2
L \x— \N% ey

CNs+cr// ) —us(y)? |z —y[7* -1
dxdy.
\x— y[N+2s o ray

By letting 0 — 0" and applying Lebesgue’s Dominated Convergence Theorem and considering
once again (4.4.28) and Proposition 4.2.2, we have that

Asto — A
limsup 27— 2% < J(uy).
o—0t o

Since the above inequality does not depends on the choice of us € Mg, we have that
. )\s+cr - )\s .
limsup —— < inf{Js(u) : u € Ms}. (4.4.32)
o—0t g

Putting together (4.4.30) and (4.4.32) we infer that

Asto — A
lim 2775 —inf{J(u) : u € M} = 0t A, (4.4.33)
o—0t o
Finally, from Proposition 4.2.2 we easily conclude that the infimum in (4.4.5) is achieved. O

Remark 4.4.4. By a similar argument as above, one can also prove that the map (0,1) 3 s — Ay 4
is left differentiable. However, due to the non-simplicity of A; s, the right and left derivative 97 A1 s
and 0 A1s might not be equal.



Chapter 5

Existence results for nonlocal
problems governed by the regional
fractional Laplacian

In this chapter, we analyze the fractional Sobolev constant on domains. Precisely, we prove that
such a constant is achieved as well as its radial counterpart whenever the underline domain is a ball.
The presentation of this chapter is the same as the original paper [R4], based on joint work with
Mouhamed Moustapha Fall. The notation may slightly differ from those in the previous chapters.

5.1 Introduction and main results

Let Q be a Lipschitz open set of RV, s € (1/2,1) and N > 2s. The purpose of this paper is to
study the existence of minimizers to the best Sobolev critical constant

Sns(Q) = M

, 5.1.1
ueH3(Q) |Jul|? ( )
2

u 0 L% ()

where H§(2) is the completion of C2°(Q2) with respect to the H*(2)-norm, 2} := NQiVQS is the so-
called fractional critical Sobolev exponent and Qn s q(-) is a nonnegative quadratic form defined

on H§(§) by
)2
Ns
QN,S,Q / / |l‘ — y|N+25 dwdy

We notice that for s € (0,1/2] and Q bounded, the constant function 1 belongs to H{(€2), and
thus, the above Sobolev constant is zero in this case. We refer the reader to Appendix 5.6 below
for more details and the definition of Lipschitz domains in this paper.

We recall that nonnegative minimizers of the constant Sy s(£2) are weak solutions to nonlinear
Dirichlet problem

(5.1.2)
u=20 on 0f2,

where (—A)§, is the regional fractional Laplacian defined as

s u\r) —uly
(—A)ju(z) = en,sPV. /Q |$()y|N£2Z dy, x €.

{( Aju=u*:"1 in Q

88



89

Here, cy s is the usual positive normalization constant of (—A)® and P.V. stands for the principal
value of the integral.

In the theory of partial differential equations, the existence of solutions of nonlinear equations
appears as a natural question. This strongly depends on the type of nonlinearities that are consid-
ered. For instance, nonlinear equations involving subcritical power nonlinearities, say f(t) = [¢[P~*
with p < 2%, are quite well-understood and due to compactness, the existence of solutions can be
easily established by using for example the Mountain Pass theorem. One can also study the corre-
sponding minimization problem and prove that a minimizer exists. Besides, at the critical exponent
p = 2} we lose compactness and therefore standard argument of calculus of variation cannot be
applied to derive the existence of solutions. As a typical example, when ) is a star-shaped bounded

domain, it has been proved that the Dirichlet problem

*

(~AYu=u>="1,  w>0 in Q w=0 in RV\Q (5.1.3)

does not admit a solution. Such a nonexistrence result was first proved in [77] and later in [131,132]
by means of a fractional Pohozaev type identity. However, (5.1.2) can have a solution even if €2
is star-shaped and smooth. It is therefore interesting to understand the type of domains and
exponents for which (5.1.2) does not admit a solution.

In the case where 2 = RY or Q = RY, the infinimum Sy 4(2) > 0 for all s € (0,1). Moreover,
see e.g. [117] all minimizers of Sy s(R"Y) are of the form

1 N—2s

) 2 reRV (5.1.4)

u(z) = a<

b2 + |£ZZ — x0|2

where a, b are positive constants and zg € RY.

Problem of type (5.1.2) is less understood in contrast with (5.1.3). The only paper investigating
it is [83]. Precisely, the authors in [83] considered the equivalent minimization problem and obtain
existence of minimizers under some assumptions on 2 and the range of the parameter s. In
particular, it is proved in [83] that if a portion of O lies on a hyperplane and N > 4s, then
Sn,s(€2) is achieved.

Our first main result removes this assumption on 2 provided s is close to 1/2.

Theorem 5.1.1. Let N > 2 and Q C RY be a bounded C* open set. Then there exists so € (1/2,1)
such that for all s € (1/2, s0), the infimum Sy s(Q2) is achieved.

The main ingredient to prove Theorem 5.1.1 is to show that Sy +(2) < Sy s(RY) for s close to
1/2. We achieve this by showing that Sy 1/2(€2) = 0 provided 2 is a bounded Lipschitz open set.
We notice here that our notion of Lipschitz open set is that 0f2 is locally given by the restriction
of a bi-Lipschitz map. This is strictly weaker than the strongly Lipschitz property, meaning that
01 is locally given by a graph of a Lipschitz function, see Definiton 5.6.2 and Remark 5.6.3 below.

Next, let B denote the unit centered ball in RYY. We consider the minimization problem (5.1.1)
on the space Hg 2a(B), the completion of the space of radial functions belonging to C2°(B) with
respect to the norm H{(B). More precisely, we consider the infimum problem, for h € L>(B) being
radial,

u) + [ hu’dx
Syoraa(Bh) = inf N8 () + Js .
UGHOS,Tad(B) HU’H

u#£0

5 (5.1.5)
L25(B)
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Our next result is related to the existence of minimizers for the infimum Sy s,qq(B,0) in high
dimension N > 4s. Our second main result is the following.

Theorem 5.1.2. Let s € (1/2,1) and N > 4s. Then the infimum
QN,S,B(U>

ueHg,rad(B) ||u||
u#0

(B), satisfying

SN,s,rad(Ba 0) = (516)

2
L25(B)

is achieved by a positive function u € Hg’md

(=A)gu=u® "1 in B, u=0 on OB.

We now turn our attention to the minimization problem Sy s rqq(B, h) in low dimension N < 4s.
This Sobolev constant is related to the Schrédinger operator (—A)% + h. As a necessary condition
for the existence of positive minimizers, it is important to assume that (—A)% +h defines a coercive
bilinear form on H§, ,,(B).

Before stated our third main result, we need to introduce the mass of B at 0 associated to the
Schrodinger operator (—A)® + h, where (—A)?® is the standard fractional Laplacian. Indeed, let
G(z,y) be the Green function of the operator (—A)® + h on B and R be the Riesz potential of
(—A)® on RY. Then the function x + k(z) = G(x,0) — R(z) is continuous in B. The mass of the
operator (—A)*+h at 0 is given by k(0). Our next result is a ”positive mass theorem” in the spirit
of [88,133].

Theorem 5.1.3. Let s € (1/2,1), 2 < N < 4s, h € L ,(B) and suppose that Sy s red(B,h) > 0.

Assume that k(0) > 0. Then Snsraa(B,h) is achieved by a positive function v € Hf, .(B),

satisfying 7
(=A)gu+hu=u®"1 in B, u=0 on OB.

The role of the mass in proving the existence of minimizers (for Sobolev constant) in low
dimensions is very crucial. As we will see later, it helps us to restore the compactness. Indeed, the
strict positivity k(0) > 0 implies that the Sobolev constant in B is strictly less than that of RV,
and thereby produces the existence of minimizers.

An interesting question that arises is whether symmetry breaking occurs? More generally, for
p > 1, is every positive solution to u € Hj(B) to

(—A)gu=uP in B, u=0 on OB,

is radial? We conjecture that that the answer to this question is no.

In Proposition 5.2.3 we obtain a priori L®°-bounds of minimizers. Hence, by the ineterior
regularity theory and standard boostrap arguments, they belong to C°°(2), provided h € C*°(Q).
In addition, the boundary regularity result in [44,73] implies that minimizers are actually C2~1(Q).

The rest of the paper is organized as follows. in Section 5.2 we give some preliminaries that
will be useful throughout this paper. In Section 5.3 we prove Theorems 5.1.1 whereas in Section
5.5 we establish Theorems 5.1.2 and 5.1.3. Finally in the Appendix 5.6 we prove that the constant
function 1 belongs to H§(f2) for s € (0,1/2].

Acknowledgements: Support from DAAD and BMBF (Germany) within project 57385104
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The authors would like also to thank Tobias Weth and Sven Jarohs for useful discussions.
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5.2 Preliminary

In this section, we introduce some preliminary properties which will be useful in this work. For all
s € (0,1), the fractional Sobolev space H*({2) is defined as the set of all measurable functions u

such that (u(2) ( ))2
9 _ CNs w(x) — u(y
=% [ [ TR s

is finite. It is a Hilbert space endowed with the norm

[ullFrs0y = llullZ2(q) + [ulFr -

We refer to [65] for more details on this fractional Sobolev spaces. Next, we denote by H{({2) the
completion of Cg°(€2) under the norm || - || gs ). Moreover, for s € (1/2,1), Hg(Q2) is a Hilbert
space equipped with the norm

2 _CNs (u(z) — u(y))?
[ulls ) = 5 /Q/Q |z — y|V+2s dzdy

which is equivalent to the usual one in H*(2) thanks to Poincaré inequality. We define the Hilbert
space

H(Q) ={uec H*RY):u=0in RV \ Q}

endowed with the norm || - || sgny, Which is the completion of C2°(€2) with respect to the norm
| | gzs (mvy- In the sequel, Hg .,,(22) and H,,4(§2) are respectively the space of radially symmetric
functions of Hj(£2) and Hg(12).

Given z € Q and r > 0, we denote by B,(z) the open ball centered at x with radius . When
the center is not specified, we will understand that it’s the origin, e.g. B2(0) = Ba. The upper
half-ball centered at x with radius r is denoted by B, (z). We will always use dg(x) = dist(x, 9Q)
for the distance from z to the boundary. For every set A C RY, we denote by 14 its characteristic
function.

Proposition 5.2.1 (see [63,65]). The embedding H§(S2) — LP(Q) is continuous for any p € [2,2}],
and compact for any p € [2,2%).

The next proposition gives an elementary result regarding the role of convex functions applied
to (—A)g-

Proposition 5.2.2. Assume that ¢ : R — R is a Lipschitz convex function such that ¢(0) = 0.
Then if u € H§(Q2) we have

(=A)yo(u) < @' (u)(=A){u  weakly in . (5.2.1)

Proof. The proof of the above lemma is standard. In fact, using that every convex ¢ satisfies
w(a) —p(b) < ¢'(a)(a —b) for all a,b € R, the proof follows. O

We conclude this section showing in proposition below, the boundedness of any nonnegative
solution of (5.1.2). The argument uses Moser’s iteration method. A similar result has been estab-
lished in [16] for the case of fractional Laplacian.

Proposition 5.2.3. Let u € H5(Q) be a nonnegative solution to problem (5.1.2). Then u € L*°(2).
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Proof. For > 1 and T > 0 large, we define the following convex function

0, if t<0
pra(t) = 7, if 0<t<T
BTP=Yt—T)+ TP, if t>T.

Throughout the proof, we will use o1 5 =: ¢ for the sake of simplicity. Since ¢ is Lipschitz, with
constant A, = BT?~!, and ¢(0) = 0, then ¢(u) € H(2) and by the convexity of ¢, we have,
according to Proposition 5.2.2 that

(—A)5e(u) < ¢'(u)(—A)gu. (5.2.2)
By Proposition 5.2.1 and inequality (5.2.2) we have that
oIz 0y < Clle@Bigiey = C [ plu)-A)ielu) da
<C [ plupew(-A)pu do
Q
= C/ o(u)g' (w)u® 1 da.
Q

Moreover, since up’(u) < Sp(u), we have that

o723 () < CB/Q(sO(u))Quzz2 da. (5.2.3)

We point out that the integral on the right-hand side of the above inequality is finite. Indeed, using
that 8 > 1 and ¢(u) is linear when u > T', we have from a quick computation that

2,252 gy — uN2u2i~2 do uN2u2i 2 dr
/Q () 2u% 2 d /{M}(“’( )22 da 4 / (p(u)2u® 2 d

{u>T}
§T252/u2; da:—l—C/uQ; dx < 0.
Q Q

We now choose § in (5.2.3) so that 28 — 1 = 2%. Denoting by f; such a value, then we can
equivalently write ) .
%t
=y
Let K > 0 be a positive number whose value will be fixed later on. Then applying Hoélder’s
inequality with exponents ¢ := 2%/2 and ¢’ := 2*/(2* — 2) in the integral on the right-hand side of
inequality (7.3.59), we find that

(5.2.4)

2,252 gy — uN2u2i 2 dr uN2u2i 2 do
/Q ()2 d /{USK}«o( )22 4 /{M}(eo( )22 d

2% -2

(p(u))? 2% -1 2% v 2¥ K
S/{USK} " K dx + </Q(<p(u)) daf;) /{U>K}u dx . (5.2.5)
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Now, thanks to Monotone Convergence Theorem, we can choose K as big as we wish so that

*
2% -2

) % 1
%d < 2.
</{U>K}u x < 3¢5 (5.2.6)

where C' is the positive constant appearing in (5.2.3). Therefore, by taking into account (5.2.6) in
(5.2.5) and by using also (5.2.4), we deduce from (5.2.3) that

U 2
o) < 2051 <K R dx).

u

Since p(u) < u' and recalling (5.2.4), and by letting 7' — oo, we get that

2/2*
(/ ush da:) <205 (KQ:_l/ u?s dx) < 00,
Q Q

u e L%P(Q). (5.2.7)
Suppose now that 8 > f;. Thus, using that p(u) < u” in the right hand side of (5.2.3) and letting

T — oo we get
2/23
/ u®b dx < OB / W da ). (5.2.8)
Q Q

1 1

. 2ZED ) . 2=y
(/ u?h dx) < (Cp)*E-D (/ P2 dﬂ?) : (5.2.9)

Q Q

We are now in position to use an iterative argument as in [16, Proposition 2.2]. For that, we define
inductively the sequence £,,4+1, m > 1 by

and therefore

Therefore,

2Bm+1 + 2: —2= 2:5m>

from which we deduce that,
2E\m
Bm1 — 1= <§) (B1—1).

Now by using B,+1 in place of 8, in (5.2.9), it follows that

1 1
. Bt L ) 2EBm-D
/u25/8m+1 dx < (Cﬂm+1)2(6m+171) /UZSBm dr )
Q Q

For the sake of clarity, we set

1

1 . 25(Bm—1)
Cim+1 1= (CPm+1)*Pm1™) and Ay, = (/ u?sPm dx)
0
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so that
Am+1 S Cm+1Am, m Z 1. (5210)

Then iterating the above inequality, we find that

m+1

Apyr < H C; Ay,
=2

which implies that

m+1

log A1 < Z log C; + log A;
i=2

o
< Z log C; + log A1.
i=2

Since Bnt1 = (61 —1/2)™ (81 — 1) +1 then the serie Y32, log C; converges. Also, since u € L%51(0Q)
(see (5.2.7)), then A; < C. From this, we find that

IOgAm+1 < Cg (5211)
with being Cy > 0 a positive constant independent of m. By letting m — oo, it follows that
]l oo () < Cp < 0.

This completes the proof. O

5.3 Existence of minimizers for s close to 1/2

We aim to study the existence of nontrivial solutions of (5.1.2). As pointed point out in the
introduction the embedding H§(Q) < L% (Q) fails to be compact and due to this, the functional
energy associated to (5.1.2) does not satisfy the Palais-Smale compactness condition. Hence finding
the critical points by standard variational methods become a very tough task. Therefore, a natural
question arises:

(Q) Does problem (5.1.2) admits a nontrivial solution?

In other words, we are looking at whether the quantity

QN,S,Q (u)

] || H2[
HS(Q) [|u *
’U,Eu Oé ) QS(Q)

Sn,s(Q) = (5.3.1)

is attained or not. Here Qn s q(-) is a nonnegative quadratic form define on H§(€2) by

CN.s u(r) —u 2
QN,s,Q(u) = ];’ /Q/Q(|-izy‘N(+y2)s) dxdy.
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As a quick comment on the above question, Frank et al. [83, Theorem 4] gave a positive answer in
the special case of a class of C'!' open sets whose boundary has a flat part, that is C'' domains Q
with the shape B, (z) C Q C RY for some r > 0 and 2 € ORY, and such that RY \  has nonempty
interior. This flatness assumption on the boundary of Q allows the authors in [83] to obtain the
strict inequality Sn,s(2) < Sy s(RY), which is the crucial ingredient for the proof of Theorem 4 in
there. Notice that in [83], the question remains open for a larger class of sets.

In the sequel, we give a positive affirmation to the above question in the case of arbitrary open
sets with C'!' boundary, provided that s is close to 1/2. As a consequence, one has in contrast with
the fractional Laplacian that the above question has a positive answer even if €2 is convex and of
class C'*°.

For the reader’s convenience, we restate our main result in the following.

Theorem 5.3.1. Let N > 2 and 2 C RY be a bounded Lipschitz open set. There eists so € (1/2,1)
such that for all s € (1/2,s0), any minimizing sequence for S ¢(2), normalized in HE(SY) is
relatively compact in H3(Q2). In particular, the infimum is achieved.

The proof of the above main theorem is a direct consequence of the key proposition below (see
Proposition 5.3.2), in which we examine the asymptotic behavior of the Sobolev critical constant
Sns(€2) as s tends to 1/271, by showing that the latter goes to zero. The proof of this only requires
the domain to be Lipschitz. Our key proposition is stated as follows.

Proposition 5.3.2. Let Q@ C RN be a bounded Lipschitz open set. Then

lim Sy.(Q) = 0. 5.3.2
S, N,s(2) (5.3.2)

We now collect some interesting results that are needed to complete the proof of Proposition
5.3.2 above. Let us start with the following upper semicontinuous lemma.

Lemma 5.3.3. Let Q C RY be a bounded Lipschitz open set. Fix s € [1/2,1). Then

lim sup Sy ,s(2) < Sn,s0(€2). (5.3.3)
5 \(S0

Proof. For t € R, we recall the elementary inequality

+o0 +oo
t_q| < ﬂ< ﬂ< [t] 5.3.4
le ’—Zkl—Z(k_l)l—we' (5.3.4)
k=1 k=1 ’

For all r,v > 0, we also recall the following growth regarding the logarithmic function:
1, . 1 .
|log |z|]| < —|2|77 if |z| <r and |log|z|| < —|z|7 if |z]| > (5.3.5)
ey ey

Let ¢ > 0 and let u. € C°(92) such that HuaHng(Q) =1 and Qn s,0(us) < SN (2) + €. Then
SN,s(2) < Qnsalue). From this, we obtain that

SN,s(2) = SNso () < Qns(ue) — Qnso.0(ues) +c. (5.3.6)
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On the other hand,

|QN,S,Q(U5) QN 150,52
<= — te(y))’ dxd
=~ ’CNS CNso| |N+280 ray

CNS ))2 s0—s
), / ) -yt ) sy

(SN,SO () + 5)|CN,s - CN,So|

CNS ))2 s0—s
e L e )ty

Next, from (5.3.4) we have that

IN

CN,so

_ 12(s0—s) _ 2(so—s)log|z—y| < o - 2|so—s|| log |[x—yl|
|z =yl 1| =e 1] < 2[so — s|[log |z — ylle

= 2|59 — 5| log |z — y|||z — y/** 7.
Taking this into account and using the regularity of u. and the property (5.3.5), we find that

|QN,3,Q (us) — QN 50,0 (ue)]

1
< o~ (SN,50(2) +€)|en,s — ENso| + CcN,Sdiam(Q)le‘)*S']so —sl+e (5.3.7)
»S0

where diam(Q) = sup{|x — y| : z,y € Q} is the diameter of Q and C' = C(N, sp,7,Q,u:) > 0is a
positive constant. Now, by letting s \ so in (5.3.7) we obtain that

lim sup |QN,S,Q(U5) - QN,SO,Q(U8)| <e.
s \(S0

Since € can be chosen arbitrarily small, it follows that

hnisup ’QN,S,Q(Ua) - QN,SO,Q(U5)‘ =0
S S0

and therefore, we deduce from (5.3.6) that

lim sup Sy s(2) < Sy, (€2), (5.3.8)
s \(S0

as desired. O
We have the following proposition. Its proof is given in the Appendix 5.6.

Proposition 5.3.4. Let Q be a bounded Lipschitz open set of RN. Then

We can now give the proof of our key proposition.



97

Proof of Proposition 5.3.2. Since Sy ¢(€2) > 0 then if follows that

lim inf Sy 4(£2) > 0. 5.3.10
iy Ns(Q) > ( )

On the other hand, applying Lemma 5.3.3 together with Proposition 5.3.4, we have that

limsup Sy s(2) < Sy 1/2(2) =0, (5.3.11)
sN\(1/2

Now, from (5.3.10) and (5.3.11) we deduce (5.3.2), and this ends the proof of Proposition 5.3.2. [
Having the above key tools in mind, we can now give the proof of Theorem 5.3.1.

Proof of Theorem 5.3.1. Let s € (1/2,1) with s close to 1/2. Then by Proposition 5.3.2, we have
that Sys(Q) — 0 as s \, 1/2. Consequently, for s close to 1/2, and since Sy s(RY) > 0 for all
s € (0,1) (see e.g. [71, Lemma 2.1]), we deduce that

0 < Sns(Q) < Sns(RY) forall se(1/2,s0) (5.3.12)

for some sg € (1/2,1). With the above key inequality, we complete the proof by following closely
the argument developed by Frank et al. [83] for the proof of Theorem 4 in there. O

Remark 5.3.5. Since Qn s o(Ju|) < Qnsa(u) then the minimizer in (5.3.1), or equivalently, the
solution of (5.1.2) can be assumed nonnegative.

5.4 The radial problem

In the present section, we consider the existence of minimizers to quotient

[u]%p(B) + fB hu?dz

SN s,rad(B,h) = inf 5.4.1
e ( ) ueCes .q(B) HuH%z: (B) ( )

Here and in the following, we consider the class of radial potentials h € L°°(5) such that
SN,s,rad(87 h) > 0. (5.4.2)

We observe that if h(z) = —A with A < A{(B), the first eigenvalue of (—A)3, then (5.4.2) holds.
The aim of this section is to provide situations in which Sy s yqa(B,h) < S N7S(]RN ).

Remark 5.4.1. We observe that if h satisfies (5.4.2), then if u € Hg(B) satisfies, weakly, (—A)ju+

hu = f in B with f € LP(B), for some p > év—s, then u € C(B) N L>(B). This follows from the

argument of Proposition 5.2.3 and the interior regularity.
We start recalling the following result from [83].

Proposition 5.4.2. ( [83, Proposition 7]) Let s € (1/2,1) and N > 4s. Then
SN,s,rad(Ba 0) < SN,S(RN)- (543)

The following result plays a crucial role for the existence theorems.
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Proposition 5.4.3. Let 1/2 < s <1 and N > 2. Then there is a constant C = C(N,s) > 0 such
that for allu € Hg ,,4(B),

Qnnis(t) = Sy (Bl 241,45 — Ciilulngs (5.4.4)
For this, we need the following two lemmas.
Lemma 5.4.4. For every p € (0,1), there exists K, > 0 with the property that

Qn,s8(1) = S s (RY) ulfas ) = KpllullZas)  for every u € Hi ,0q(B) with suppu C B,

Proof. Let u € Hf, ,,(B) with suppu C B,. We have

Qest) = Quzv() = [ molau(o)? do > S (B [ull sy = [ m(au(e)? o

with being kg the killing measure for B define as kg(z) = cn s f]RN\B W dy, x € B. On the
other hand, since suppu C B, then

/BRB({E)U(I‘)2 dx = /B,, rp(z)u(x)? do

and for every x € B,

dy —N-2 -2
kp(T) = cn, / s S CN, / |2| *dz=ans(1—p) .
*Jrv\g |z — y|[NF2 * Jiaz1-p ’

Taking this into account, we find that

[ oo do < ax(1= ) [ u@ do < Kl < Kl

P

with K, = an (1 — p)~2°. From this, we get that
Qn,s5(1) > Sivs(RY) JulFa5 ) = KpllullZa s
concluding the proof. O
Lemma 5.4.5. For every M, p > 0 there exists C, pr > 0 with
Qn,sB(u) = MHUHLz* Cp,MHUH%z(B) for every u € Hp ,.,q(B) with uw =0 in B,.

Proof. We first recall that for s € (1/2,1), H5(B) = H§(B). Therefore, for every u € Hj . ,4(B) C
H§(B) = Hy(B), we have u € Hg,.,,(B). Thus, combining the fractional version of the Strauss
radial lemma (see [66, Lemma 2. 5]) and the Hardy inequality (see [70]) we get that

Ju(@)” <

2N v (1) = sl TR <QN,5,B(u) +/BRB(96)U($)2 dﬂ«“)

< |z T2 <QN,S,B(U) +YN.s.B /B op(x) P u(z)? da:)
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< dns,slel "N Qs (), (5.4.5)
which implies that
||u||%oo(B\Bp) < dNysygp_(N_Qs)QN,s,B(u) for every u € H ,,q(B) with u =0 in B),. (5.4.6)

Consequently, using interpolation and Young’s inequality with exponents p = 2/« and p' = 2/(2 —
«), we find that, for all M > 0,

Hu”i2§(8\3 < C”“”L? (B\B,) HUHLoo (B\B,)
1 Cp,M 2
< MstB,O_(N_2S) ”uHL"o(B\BP) + WHUHLQ(B\BP)

with suitable constants « € (0,2) and C,, »s > 0, and hence

1
M||U|’2Lz:(3\3p) < WHUH%W(B\BP) + Comllull7zs 5,

< Qn,s,8(w) + Cpnrllullfz s

for every v € Hf,,,(B) with u = 0 in B,. The claim follows. O

;rad

In the following, we give the

Proof of Proposition 5.4.3. We choose 0 < ps < p1 < 1. Moreover, let x1,x2 € C®(RN) with
0 < x; <1, X% + X% = 1 in B and suppx1 C B,,, suppx2 C RN \37[)2 Then we can write
u = x3u+ x3u in B.

Applying Qn s 8(+) to u = 2?21 x?u, we easily find that

2
QnN,s,5(u ZQNSB i) — e 2/ / v — y‘N—I-QS)) u(z)u(y) dzdy. (5.4.7)

By the regularity of y;, we observe that there is no singularity in the double integral and therefore
it follows from the Schur test that there exists a positive constant C' > 0 such that

2
Z// ]a:— ’N+25)) u(z)u(y) dedy < C/BUQ dx. (5.4.8)

In fact, we can write

// ‘x_ ‘N+23)) u(x)u(y) dedy < C/B/BK(x,y)u(:c)u(y) dxdy (5.4.9)

= C’/BTu(x)u(:L‘) dz (5.4.10)

where
= / K(z,y)u(y) dy with K(z,y) = |z — y’2—N—2s'
B
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Moreover, by Holder inequality,

/BTu(a:)u(x) dz < ||Tullr2(s) llull L2 (5)- (5.4.11)
Now, the Schur test implies that there is C' > 0 such that
[Tullr25) < CllullL2(s)- (5.4.12)

Therefore, inequality (5.4.8) follows by combining (5.4.9), (5.4.11) and (5.4.12).
On the other hand, by Lemmas 5.4.4 and 5.4.5, there exists a positive constant C' > 0, depending
on p; and po with the property that

Qs s0xit) > S o BV Ixitl 22z ) — Cllxiulage. (5.4.13)

Plugging (5.4.8) and (5.4.13) into (5.4.7), we find that
2
Quss(u) > S (R Z il 2 gy = © S iy (5.4.14)

Next, since S°2 . v2 = 1, we have
9 =1 Xl 9

2 2
; IPxiull3as s, T - ;XW e
:HUQHLNQQS(B) 22
Using this in (5.4.13), it follows that
QN,s,5(u) > SNS(RN)HUHLz* — Cllul 72
completing the proof. O

5.4.1 The case 2s < N < 4s

We now let G(z,y) be the Green function of (—A)®+ h, with zero exterior Dirichlet boundary data.
Letting G(z) = G(z,0), we have that

{(—A>Sc<x> + h(z)G(x)
G(x) =

%(x) inB (5.4.15)
0 in RV \ B,
where §g is the Dirac mass at 0. We recall that G is a radial function. In fact this follows from the
construction and uniqueness of Green function. We let R(z) = ty s||[**7¥ be the Riesz potential
of (—A)* on RY. It satisfies

(—=A)°R(x) = do(x), (5.4.16)

where ty s =7~ 29 S%. We now define k € L'(B), by

k(z) = G(x) — R(z). (5.4.17)
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It then follows, from (5.4.15), that
(—=A)°k(x) + h(z)k(z) = —h(z)R(x). (5.4.18)

Since N < 4s, we have that k € L?(B) and R € LP(B) N L?(B), for some p > 2—]\2 Therefore,
by regularity theory, k € C(B). Recall that k(y) is the mass of B associated to the operator
Lrny = (—A)® + h(x). We remark that if x € C°(B), with x = 1 in a neighborhood of 0, then
letting

k(z) := G(z) — x(z)R(x),

then, by continuity, k(y) = k(y), for all y € B. This follows from the fact that (—A)*k+hk € LP(B),
for some p > £ and thus k € C(B).

Remark 5.4.6. It would be interesting to find potential h for which k(0) > 0.

First, for € > 0 we set
N—-2s

ue(z) = <7€ )
€ - ’70 52 + ’.T|2 )

where 7 is a positive constant (independent of €) such that ||ucl| 2z ®RN) = 1. It is known that wu.
satisfies the Fuler-Lagrange equation

(=A)*u. = Sy u2! in RY. (5.4.19)

Our next result shows that in low dimension N < 4s, the positive mass implies existence of
minimizers.

Lemma 5.4.7. Suppose that 2s < N < 4s. Suppose that k(0) > 0. Then
SN,s,rad(By h) < SN75 = SN7S(RN). (5.4.20)

Proof. For r € (0,1/4), we let n € C°(By,) be radial, with n = 1 on B,. We define the test
function v, € Hj,,,(B) given by

N-—2s ’7
velw) = nf@)us(w) + &7 (Gl@) = n(@)R(x))
= n(z)us(z) + etz t% k(z). (5.4.21)
N,s
We define W, := nu, — e ,57\,%777% and a, 1= tz(?s'

Note that e~ 2~ W, — 0 € Cioe(RN\{0})NLY(B) and |e~ R ue(z)| < yolz|?*~. Hence, since
N < 4s, we deduce that |z|??s=N) € L] (RM) and thus by the dominated convergence theorem,

/ us(z)h(z)We(z) do = o(eN7%). (5.4.22)
B
We then have
[’UE]%IS(B) + / hv? dx < [Ue]%{s(mw) + / hv? dx = / Ve (2) Lpnve () da
B B B

N—2s

Sefas/lgvs(a:)LRNG(m) dm—i—/ng(m)ERNWE(z) dx
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<e 7 asu:(0)+ eV %a2k(0) + /Bnug(x)(—A)SWE(:c) dx

tee as/ k(z)Lgy We(z) dz + o(eN2%)
B

N-—2s

<e 2 asu(0) 4+ eV 2%62k(0) + /Bnug(x)(—A)S(nue)(:U) dx

— e, / Mue(z)(—AY (R () dz + & 2 as | k(z)Lpy We(z) da + o(eV 72%)
B B
N—2s

<e 7 asu:(0)+ eV 7%a2k(0)

/ e () (— AY* (e ) () d: — €7 / e (2)(— AV (7R) () da
RN RN

+

N—2s

+e 2 a, / k(z)Lgn We(z) dz + o(eV2%),
RN

N—2s

Letting W, =u, — ¢ 2 asR(x), since N < 4s, we have that

N—

W, =0 in CL (RN \ {0}) N LN L2 (RY). (5.4.23)

o
Therefore, using that (—A)*R = §p and (—A)%u. = SN’Sugi_l, we get

N—-2s

S ae0)+ [ @) (=A) () o) do =T [ ela)(-8) (R @) da

N—-2s

= gNTasuE(O) + /RN s (x)(—A)u(z)dr —e 2 a, /]RN nue(2)(=A)*R(z) dx

+ [ @ W@ A na) o~ [ o) (e)ds

Bar

where J.(z) := cns [pn (Wf(x)]mwjﬁ’%’ﬁgﬁ"’”)*"(y)) dy. To estimate J., we consider first z € B, /, and
thus

Je(x) = cN78/|> (We(z) —ZVj(z’);ﬁ(Sx) —n(y)) dy = o F)0(12] "),

If now |x| > r/2, we estimate

@) <o, [ AT W06 )],

lyl<r/4 |z — y|NF2s
|(We(z) — We(y))(n(z) —n(y))|
+ CN,S/ dy
ly|>r/4 |z — y|NH2s
N-2 suPyeqo,1] |V We (Ve (0)|[75, (1))
< 0l %) + [Vl [ . dy
Le®) 4r>|y|>r/4 |SU - y|N+2S !
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where v,y : [0,1] — B,p \ B,y is the C! shortest curve satisfying 7., (0) = x, v4,(1) = y and
SUPefo] [Va,y ()| < Clz —y|. Since N < 4s, by (5.4.18) and (5.4.23), we have

—2s

< ' / Ve k(@) We(e)] da| = ofe™F).

/ k(z)LpyWe(x) dz
RN

We thus conclude that
[vg]%[s(g) + /Bhvg2 dr < Sns /]RN n2u + eV 72a02k(0) + o(eV ) + O(eN2)0,(1)
< Sns +eVT2a2Kk(0) + o(eNT2) 4 O(rt NN 29, (5.4.24)
Since 2% > 2, there exists a positive constant C (N, s) such that

lla + b\zz — ]a]Q: — 2%abla

22| < CO(N, s) (\ay%‘—?bz v yb\22> for all a,b € R.
As a consequence, with a = n(x)u.(x) and b= ¢ e ask(x), we obtain
. 2% % N—-2s 2% _1
v % (nue)®s =2%e 2 as [ (nue)* k(z)dx
RN B
+ o(aN*%) +0 <5N28 / \n(m)ug(x)\Q;QkZ(x)da:>
RN

« N=2s @ *_
_ 9™ 8/87725 () (—A) e i+ (V) V20 (Il 22 Il )

SN,S
=gt s / k(z)(—A) W d + 2" 50 2 / (%L = Dk(2)(—A)W. dz
SN,s B SN,s

+2:6N—25Sas k(O) +O(6N—25) +O(6N—25rN—2s)
N,s

=t S‘;ﬁ /W VCpnk(z)da + 25 scjj /(n%‘l — Dk(z)(~A)*W. dz
+2:€N—253as k<0)+0(€N—25)+O(6N—25TN—25)
N,s
2 1 1
:2:€N—23&O / |22~ N S de
SN,S ( |z|<2r (52 + |$|2)N22k ’w‘N_ZS
N-2s Qg

o [ P D) (-8) W+ 21272 1(0) 4 o(N) 4 O o (1)
B SNS

We estimate

2s

/ (n* ! = Dk(2)(—A) W, da = / (%~ = k(@) (=A) (s We) dz+oe™2 )
B B

* r W d —2s —2s
—_ CN,S/ (1 _ 7]23_1(1’))1((55)/ Ui /4(y) ;(Ji)s Yy dy + 0(6N22 ) _ 0(51\722 )
G wl<r/z 1=yl
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Here, from the definition of 1, we define 7, ,, € C2°(B, /3) with 7,4 = 1 on B, ;. From the above
estimates, we then obtain

/v s / nug + 2%e N— 2‘95@5 k(0) —|—0(5N_25) —|—O(€N_28)07«(1)
N,s

— 14 2’;5N—QSS“—Sk(O) +o(eN72) 1 O(eN"2)0,(1).
N,s

Combining this with (5.4.24), we finally get

Ve)%s iy + [ hV? dx
[vel 3 (B) J bz < Snis — eN2a2k(0) 4 0o(eN %) + 0(eN ) 0,(1).

— )

2
HUEHL2§ (B)

This finishes the proof. O

5.5 Existence of radial minimizers

The goal of this section is to investigate the existence of a radial solution of problem (5.1.2) in the
case when Q = B is the unit ball of RY, N > 2s. More precisely, we aim to analyze the attainability
of the following radial critical level

s, hu? d
SN,s,rad(Ba h) inf QN B +f8 : x'

ueHs'ra (B) HU’H *
e e

(5.5.1)

To this end, we make use of the method of missing mass as in [83]. The idea is to prove that a

minimizing sequence for Sy s rqd(B, h) does not concentrate at the origin. For that, we will exploit

inequalities (5.4.3) and (5.4.20) respectively for high (N > 4s) and low (2s < N < 4s) dimensions.
For the reader’s convenience, we restate the main result of this subsection in the following.

Theorem 5.5.1. Let s € (1/2,1), N > 2s and h € L>®(B) be a radial function. Suppose that
0 < Snsrad(B,h) < Sns(RN). Then any minimizing sequence for Sy sraa(B,h), normalized in
Hg radB) s relatively compact in Hg}md(B) . In particular, the infimum is achieved.

To prove the above theorem, we first collect some useful results. Let’s introduce
S¥.sraa(B) = inf { liminf [lu 2 5 Quos(ue) = 1, wp = 0 in Hg,md(zs’)}. (5.5.2)
We have the following interesting one-sided inequality.
Proposition 5.5.2. Let 1/2 < s <1 and N > 2. Then

S}k\/,s,rad(B) > SN,S<RN)' (553)

Proof. Let (uy) C Hg,.,4(B) with Qnsp(ug) =1 and up, — 0 in Hj,,4(B). Then by Proposition
5.4.3 there is Cg > 0 such that

QNSB(uk:)>SN3(RN)HUI€HL2* 5) — Cpllull72 (s
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By the compact embedding Hf,,,(B) — L*(B), we have u;, — 0 in L*(B). Using this and by
passing to the limit in the above inequality, we find that

1> Sy S(RN) lim sup Huk”L2* (B)’

k—o0
that is,
N
hmlnf ||Uk||L2*(B) > Sy s(RY).
From the above inequality, we conclude the proof. O

Having collected the above results, we are ready to prove our main result.

Proof of Theorem 5.5.1. Let (uy) be a minimizing sequence for Sy s yqd(B, h), which is normalized
in Hj rad(B). Then after passing to a subsequence, there is u € H&md(lg) such that

up —u  weakly in Hg,,4(B)
up — u  strongly in L*(B) (5.5.4)

up — u a.e. in B.

Now, by setting wy = ug — u, it follows that wy — 0 weakly in H,,(B). Using this, we have that

1= QN,S,B,h(uk) = QN,S,B(uk) + /B hui dr = QN,S,B,h(u) + QN,S,B(wk) + 0(1)¢ (555)

where Qn 554 (1) = QnsB(u) + fB hu® dz. From the above identities, we see that Qn,s.8(wk)
converges, say, to R, which satisfies according to the above equality,

1 =Qnspn(u)+ R (5.5.6)

Moreover, using that ux — w a.e. in B and the Brézis-Lieb lemma [28], we get that

2N 2N 2N
S orad (B, 1) VT +0(1) = gl Ty = lull 2y + honl %+ 0(1), (5:5.7)

2N
from which we deduce that fB |wi|N=25 dx converges, say, to Ry satisfying

2N

SN,s,rad(B h) N-2s 29 = Hu| 2\]2*2(5 B) + Rs. (558)

Now by Proposition 5.5.2 we easily see that

N—2s

Ry > Sn(RMYR, ¥ . (5.5.9)

The above inequality follows immediately if Ro = 0. Otherwise, if Ry > 0, then it suffices to use
Wy = wk/QN7S7B(wk)1/2 in the definition of S} ., ,,(B) since w;, — 0 weakly in H, .(B) and
Qn,s.8(w) =1 as well.
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From (5.5.6), (5.5.8), (5.5.9) and by using the elementary inequality *
(a—0)*>a*=b* for0<a<1l,a>b>0 (5.5.10)
with & = (N — 2s)/N, we find that
1 =Qnspsn(u)+ Ry
> Qn,sBp(u) + SN,s(RN)R;V_T%
N-—2s

= QN,sﬁ,h(u) + (SN,S(RN) - SN7s,rad(Ba h))RQT

2N N—2s

__N
+ SN,s,rad(B) (SN,s,rad(B, h) N—2s — Hu||£\72*2%)> N

N-—2s
> QN,S,B,h(u) + (SN,S (RN) - SN,s,rad(Bv h))R2 N
+ SN,s,rad(Ba h) <SN,S,Tad(B7 h)il - ||u|’iQ§ (B))
N-—2s

= QN,S,B,h(u) + (SN,S(R ) SNS rad(B h))R N +1- SNsrad(B h)HuHLz*
Thus,

QN,s,8n(1) = SN s rad(B, h)lluHLz»«(B) + (Sns(RY) — Sy rad(B, h))R2 " <o. (5.5.11)

Since Qn,s,B,h(1) > SN srad(B, h)||u||L2* ) and Sy s(RY) > Sy s raa(B, h) by assumption, it follows
from (5.5.11) that Ro = 0 which implies that w # 0 thanks to (5.5.8). Therefore,

QN,S,B,h( ) < SN,s,rad(B h)HUHLQ* (B)’

which implies that u is an optimizer. Therefore, instead of the inequality (5.5.9), we have equality,
yielding Ry = 0. This implies that Qn s 5r(u) =1 and from this, we conclude that (uy) converges
strongly in Hf, .(B). The proof is therefore finished. O

,rad

Proof of Theorem 5.1.2 and Theorem 5.1.3 (completed). The proof of Theorem 5.1.2 and Theorem
5.1.3 are immediate consequences of Theorem 5.5.1, Lemma 5.4.7 and Proposition 5.4.2. 0

5.6 Appendix

In this section, we prove that the constant function 1 belongs to H§(€2) for s € (0,1/2]. By Sobolev
embedding, it is enough to treat the case s = 1/2.
For every k € N, we define y, € C%'(R,) by

) 1
log k2t 1 1
1) =¢ ——— if —=<t< = 5.6.1
Xk() UOgl/k’ 1 k2 <t< k’ ( )
1 if tZ%

10§b§az>0§b/a§1andthen0§b/a§(b/a)a<1f0ra110§a§1. Hence,

a® —b* _ 1—(b/a)” < — (b/a)
(a=b)>  (1—(b/a))> — (1 —(b/a))>
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We wish now to approximate the constant function 1 with respect to the HY/ 2(Q)-norm. The
general strategy is to build an approximation sequence with y; together with a partition of unity.
Before going further in our analysis, we need first of all a one-dimensional approximation argument.

Lemma 5.6.1. We have
Xk — 1 in HY2(Ry) as k — oo. (5.6.2)

Proof. Clearly, by definition x; — 1 a.e. in R4. The goal is to show that

Ixe = Ulgrzg,) =0 as k— oo, (5.6.3)
We start by proving that
||Xk - 1HLQ(R+) —0 as k — oo. (564)
We have
00 1/k? 1/k
e = ey = [ o= VPde= [ o= VRdes [ G- 17 dr
0 0 1/k2

1 1k oo k2t 2 1 1 % /loot 2
:+/1 (Bt —1) dt= st [ (g —1)

k2 )i \logk k), \logk

1 1 1 1 1 log?k  2logk 2
= e log?tdt = — 4+ —— (22—~ _Z2"2°%_2),

= klongfl/k o8 2 k210g2k< k e %)

From the estimate above, (5.6.4) follows.

Next, we also prove that

Xk = Upgrem,) >0 as k— oo (5.6.5)
We have
criz [ [ (xe(x) — Xk(y))2
—1)? == dxd
[Xk ]H1/2(R+) 9 /0 /0 ({E — y)2 xay

:C</01/k/01/k”.+2/01/k/1/0:”+/1:/1:”.>(Xk((x:i:;(;c;?/)h sy

Since xx(z) = xx(y) = 1 for (z,y) € (1/k,00) x (1/k,00) then the third integral in the above
equality vanishes. Therefore,

o) 00 ) — 2
0= sy = [ I oy — e+ )

where

MR ) = xa()? o YR Giel@) = xe()?
I, = /0 /0 @—y)? dxdy and Jg:= 2/0 /1/}c =) dxdy.

Estimate of J,. We have

VE 1o (ve(@) — xi(y))?
/0 /1/k (z —y)? drdy
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- /W? /m-..+/1/k /Oo Oa@) =X 4,
0 1/k 1/k2 J1/k (x_y)Q
=Ji+J}

where

Y L el SV C) e VL) YR ) = xa)?
T '_/o /1/k (x —y)? ey d Jk B //k2 /1/k (x —y)? drdy

Regarding J,%, we have from the definition of xj that

1/]€2 00 1 p—": ] 1/k2 1 '] 1
Ji = / / dedy =" / - / — = drdy
S 1k (T —y)? 0 YJigy (T—1)2
1/k? k 1
= dy=—log(1—-). .6.
tA 1—ky &Y 0g< k) (5:6.6)
For J,f, we also use the definition of xj to see that
1/k - ?ggkli 1/k logk log k%x)?
/ / dxdy = / dxdy
1/k2 J1/k (z —y)? log k Jie2 J1/k (x —
/Uk / (log kx)? —ky / /°° log? 7 it
log k J1/k2 /k: (z —y)? log? k 1/k (1 — )2

1
1 d
~ log? k:/ ) (T —1)> og" 7 dr

log? T dr. (5.6.7)

-1
log k/1 (T—%)(T—l)

. ~ log? T ~ log? T c
Using that log7 ~7—1as 7 — 1 and s Ty > < 5= as T — 00, for every € > 0, then

the above integral is convergence for k sufficiently large. This implies that

JE =o0(1) as k — oc. (5.6.8)

Combining (5.6.6) and (5.6.7), and by using (5.6.8), we find that

1 1 * i-1
Jp =2 —log(1—-—)+ / k log? 7 d
' < U IR e T ot e T L

— 0 as k — oo. (5.6.9)

Estimate of I;. We have

1/k2 p2/k? 1/k%2 p1/k
0 0 0 2/k2
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/1/k /2/162”'—’_/1/]{ /‘1/k (Xk(x) _Xk(y)) d.CCdy
/k2 0 1/k2 2/]€2 (117 - y)?

=L+ I+ I}
where
e /W /W Oa@) = xe@ o0 g2 /1/’“ /W @
0 0 (x —y)? 1/k2 J2/k? y)?
and

/RS Ak Yk 28N (@) — xa(y))?
o (7 [ )

It now suffices to estimate I ,i, 1 l% and [ g’
Concerning [ ,1, we have

1/k2 2//&2 1 1/k?  2/k? log k22
Ik_/ / da:dy:2/ / Mdd
ke (T — log=k Jo k2 (@ —y)?
T k T
-k //2 log? 7 drdt — // logT—logl) drdt

log k T —1t)2 log k
/ / drdt = / / dtdr

log k T—t log k T—t

IOg k/l (= 1) (T i 1 %) ]og k (5.6.10)

Next, as regards I,f, the change of variables 7 = k?z and t = k?y gives

1/k rl/k 1 2 -1 2 1 -1 t
Ip _/ / ng —loe 7y 9 oy = L / / OgT_ 1) s
2 (x —y) log k (1 —1t)2

/k2 /K2
r=T k/t
/ / (log T/t drdt =7/t / / log? r drdt
10% k (1 —1)? log? k (r—1)2
dt [~ log?r c
: 5.6.11
= 1og? k:/ / r—12" " logk (5.6.11)

For I ,z’, we have
2/k> 1/k l/k 2
/ / sz(y dedy = 2 / / 2(y)) drdy
1/k? 1/k2

1/k? 1/k 2/k? 1/k 2
= / / Xk2( dxdy + 2/ / Q(y)) dxdy.
1/k? 1/k2 J1/k2

| /\

Now,

1/k%2 p1/k _ 1/k2 l/k 2
/ / (xk(z) XkQ(y)) drdy — / / 1Og k2 da:dy
0 1/k2 (z —y) log? k 1/k2 (x —
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k k
1 1 1
L // 08’7 S drdt = —5— / (72—72)1%; 7 dr
logk (1 —t)? logk J1 \(r—1)2 7

C
< B 1 dr = ——. 5.6.12
log k /1 ((T — 1) 72 ) Og Tar = log2 L ( )

Arguing as in the case of I ,3, we have that

2/k> 1/k _
/ / sz(y)) ddy — / / (logt log (logt —log 7)* dtdr
1/k2 /k2 Y) log k (t—7)

r=t/r / dr /2/T log?r / dr /°° log? r
B logk r—1)2 —logk r—1)2

Iog - (5.6.13)
Putting together (5.6.10), (5.6.11), (5.6.12) and (5.6.13), we find that
Ikgbg%fr@—w as k — oo. (5.6.14)
From (5.6.9) and (5.6.14), we conclude that
Xk = Upzw,y =0 as k — oo. (5.6.15)
Now, (5.6.3) follows by combining (5.6.4) and (5.6.15). As wanted. O

Definition 5.6.2. We say that an open subset © of RY is Lipschitz if for each ¢ € 99, there
exist a tangent hyperplane Hj, a normal Ny of Hy, ry > 0, open rg-balls B, C Hy and a function
®,: B, XTI — RY such that

(i) ®4(B,, NHJ)CQ
(i) Dy(By, NOHT) C 09
(iii) O~ — y| < [®y(2) — Dy(y)| < Cle —yl, C>1, wyeB, xI, ICR

Here, H; is the upper half-tangent hyperplane containing N,. Put Q4 := B;, x (—rg,7,) and we
recall that B, is a (N —1)-ball.

Remark 5.6.3. We would like to make the following observation. It is well-known that a domain
Q is said to be strongly Lipschitz if its boundary can be seen as a local graph of a Lipschitz
function ¢ : RV~! — R. Moreover, by mean of a vectorfield n (with |§| = 1 on 9Q) which is
globally transversal 2 to 02, one can construct a bi-Lipschitz mapping via . In particular, Q
fulfills properties (7)-(i7i). However, every Lipschitz domain in the sense of definition ()-(éi7) is
not necessarily a local graph of a Lipschitz function. This clearly shows that strongly Lipschitz
domain is also a Lipschitz domain. But the converse is not true. This is consistent with the fact
that strongly Lipschitz domains are not stable under bi-Lipschitz map. See [103] for more details.

2p is said to be globally tranversal to O if there is x > 0 such that 17-v > & a.e. on Q. Here v is the unit normal
vector to 0f2.
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Clearly, there exists 8 > 0 such that

Qg := {0 < da(x) < B} C Uyean®q(Qq)- (5.6.16)

We recall that €3 is the so-called inner tubular neighbourhood of €). By compactness, there exists
m € N such that

Qp:= {0 < da(z) < B} C UL @y, (Qq)- (5.6.17)

We will write j in the place of g; provided there is no ambiguity. For j = 1,...,m, let ui be a
sequence define by

ul(®;(x)) = x(zn), V€ Q)
where xj is defined in (5.6.1). Equivalently, ufc can be defined as
ul(x) = xk(®; ' (2) - N;), VzeqQ. (5.6.18)
Define 0, := ®;(Q;) and Op,1 = Q\ Q5. We also write Q;r = By, x (0,75).

We have the following.

Lemma 5.6.4. For all j = 1,...,m there exists a positive constant C' > 0 depending only on
4,m,Q and N such that

luy, = Lallgi/20,n0) < Cllxk = Uz, (5.6.19)
Proof. For j =1,...,m, by using the change of variables z = (I>j( ) and y = ®;(Z), we get
_ _ P.(2)))?
0,00 J0;n0 \l’—y\ Qf Q+ \‘I) ®;(z)|

Xk ( ZN Xk(ZN Xk ( ZN — xk(Zn))?
dz <
/Q+ /Q+ |©;(2) — @;(Z )IN+1 4 C/Q+ /Q+ |z —Z|VH dedz

i (xe(an) — xe(EN))?
<
C/r /,«/ / ]z—z\N“ dzdz

= V)2
<C dz/ dz/ / O (z) = xu(Zn)) s dendzy (5.6.20)
B'r /’2+’ZN_ZN‘ )

By translation and rotation, we have

= 2
/ dZ/ Cr// / Xk: ZN Xk’(ZN)) N+1 dZNdEN
s (2" =Z')2 4+ |2y —ZN]?) 2
/ dz/ dz’/ / (xk(2v) — x£(ZN))? dondzn
RN-1 —FP+ oy — 22

r 2
<CA/ /J Xk (2 (2 N vdz,
|ZN—ZN|

where A = fRN 1 W < C and B, is a bounded open subset of RV=1. Therefore, since

the estimate of the L? norm follows easily, this and (5.6.20) give (5.6.19), concluding the proof. [J
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Consider 0 < 1p; € C°(0;) a partitioning of unity subordinated to {O;};=1,. m+1. Define

m—+1 )
ug =y hyui € CONQ), (5.6.21)
j=1
where u’,?“ =1 on 2. We have the following approximation.
Lemma 5.6.5. There holds
luk — Lol g2y — 0 as k — oo. (5.6.22)

Proof. We estimate

2
m+1 m
[uk — ]19]%(1/2( Q) > ( Wyuk ¢j]H1/2(Q)) Z"‘/’J“k % HY/2(Q)
C

.. dxdy +C / .. dzdy
Z Q\O; xQNO;
We now estimate I (k) and I2(k). Let us start with Ia(k).

We have

-3 (g0 =) () — (g — )W
51/ 2\0;x0n0;

‘.f(} _ y‘N—‘rl

- Z/Q ;1T = |N+1 /QﬁSudeJ. (s, =) (v)dy

< CZdlSt Supp¢j,80j)_N_1 /Qmo %2|Ui;(y) — 1%dy

=1

< C(N) 1]21]&)( dist(Suppsp;, 00;) N1 Z; Huk ILQHLQ Qn0,)" (5.6.23)
J

Now regarding I (k), we have

[y () () — 1) — () (uf (y) — D
/O nQ /(9 o |z — y|N+1 dzdy

< [5(2)(uj(2) — 1) — (uh(y) — 1)) + (@) — () (uj(y) — 1))
zz:/ mQ/(’)mQ

z _y’N+1 dxdy

| /\

170
m

Wy (2)2[(u(x) — 1) — (ul,(y) — 1))
Z 0;NQ /(’) nQ d:vdy

|$ _ y|N+1
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i (@) — ¥ ()2 (uh(y) — 1)
+2'Z1/ijﬂ /(9ij |z — y| N ey

where
o i (@)?[(uf(x) — 1) = (uf(y) — D] .
a 2; /(9ij /Ojrm |z — y| N+ ey
- [(uf(x) = 1) = (up(y) — 1)) .
: 2;::1 /OmQ /c’) nQ |z — y\N—Iil dzdy (since 0 < 45 < 1)
= cZ[u - ]lQ]Hl/z(@ nQ) (5.6.24)
j=1
and
ul —1
015, SO

Using that 1); is Lipschitz, we get

() (x ( )?(u(y) — 1)
/(9 N /(9 nQ —y[N+t ey

— 1%z —y? // —1)
dxdy + 8 dxdy
//x yl<1 |.%' - |N+1 lz—y|>1 |.I' - |N+1

< C(])”Uk - HQHLQ(O]-OQ)

which implies that

m
2 ~( J 2
Ii(k) < max &(j) E 1 luy, = Lallz2(0,n0)- (5.6.25)
]:

Finally, (5.6.23), (5.6.24) and (5.6.25) yield

[Jur, — ]lQHH1/2(Q [Jur — ]IQ”%Q(Q) + [ux — 19]?{1/2(9)

m

= Z Huk - ]lQHL? o;n0) T CIi(k) + Clx(k)
7=1

/\

||

m
s, T2, 00 3 b= Ui, (5620
1 j=1

J

In the latter inequality, we used Lemma 5.6.4. Now, since from Lemma 5.6.1 there holds ||x; —
1]@1/2(0 oy 0 as k — oo, we complete the proof by letting k& — oo in the inequality (5.6.26). [
L]

As a direct consequence of the above approximation results, we have the following.

Proposition 5.6.6. Let N > 2, s € (0,1/2] and let Q@ C RN be a bounded Lipschitz domain. Then

Sn.s(€) = 0. (5.6.27)
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Before proving the proposition above, we mention that our result extends to s = 1/2 the one
obtained in [83, Lemma 16]. Below, we give the

Proof of Proposition 5.6.6. By definition

Sn(Q) = in LN;‘?(“) — inf LN’;”(“), (5.6.28)
uelgg(gg) ||u||L2§(Q) ’U«GZ;;O(Q) ||UHL2§(Q)

where C? ’1(Q) is the space of Lipschitz functions with compact support. Now by Lemma 5.6.5, we
get

Qnsolur) _ OV S)QN,I/Q,Q(Uk) [uk — Lol g/2(q)

0< Sns(2) <

= 2 = C(N7 S)
HukHL2§(Q)

—0, (5.6.29)

2 2

where wuy, is defined by (5.6.21), which satisfies lim infg_, oo ||ug]| > 0. O

2
L25(Q)



Chapter 6

A Hopf lemma for the regional
fractional Laplacian

In this chapter, we analyze the behavior near the boundary of the boundary Neumann derivative
(for functions vanishing on the boundary) for the regional fractional Laplacian. The presentation
of this chapter agrees with the original paper [R5], a collaboration with Nicola Abatangelo and
Mouhamed Moustapha Fall. The notation may slightly differ from those in the previous chapters.

6.1 Introduction and main results

Let s € (1/2,1) and let Q@ € RY (N > 2) be a bounded domain with C! boundary. The regional
fractional Laplacian (—A)g of a function u : Q@ — R is defined as

u(z) — u(y) . u(z) — u(y)
(—A)du(z) = cn, P.V./ —— 5> dy = cns lim —— - dy, (6.1.1)
s o ]x—y]N+2S 8€—>0+ O\ B (2) ‘x_y’N—l—Qs
provided that the limit exists. We recall that ” P.V.” stands for the Cauchy principal value and
that the normalization constant cy s is explicitly given by

o 1 —cos(¢1) -1 _ 228 F(%)
Ve

For functions u belonging to C'IQO‘?E(Q) N L>(§2) for some ¢ > 0, the integral in (6.1.1) is finite. In
this way then, we say that (6.1.1) is defined pointwisely in Q.
The study of the regional fractional Laplacian has received some growing attention in recent

years. However, in contrast to that of the! fractional Laplacian

(—A)u(z) = e PV / ule) —uly) g (6.1.2)
RY |z —y|

the theory of elliptic problems driven by the regional fractional Laplacian is less developed in

spite of some known results. We are concerned here in particular with the Hopf boundary lemma,

which is a powerful tool for the study of qualitative properties of solutions like, for example, their

monotonicity and symmetry, also via moving plane arguments.

!Sometimes it is also called restricted fractional Laplacian.
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In [93], the authors obtained a Hopf lemma for pointwise super-solutions for an elliptic equation
involving the fractional Laplacian (—A)® under the assumption that an interior ball condition holds.
For the Hopf boundary lemma for weak super-solutions related to the fractional p-Laplacian, we
refer to [62] and references therein. Other references on the Hopf boundary lemma for fractional
Laplacian can be found in [23,40,53,75,111,116]. However, to the best of our knowledge, an
analogue result for the regional fractional Laplacian has not been investigated before. Let us
mention here that while the Hopf lemma is usually used to run a moving plane method in the case
of the fractional Laplacian, as recalled above, this does not seem to be the case for the regional
fractional Laplacian. The moving plane method for (—A)g, remains indeed a challenging question:
the main difficulty relies on the fact that the operator depends on the domain and therefore, upon
scaling the domain, the operator changes as well. We expect a symmetry breaking in the case of
the regional fractional Laplacian defined on bounded domains.

Here, we investigate the validity of a suitable Hopf-type lemma for super-solutions of the equa-
tion

(—A)pu =c(x)u in Q. (6.1.3)

We analyse this both for the case of pointwise and weak super-solutions. Moreover, we also study a
strong maximum principle for distributional super-solutions to (6.1.3). So, before stating our main
results, let us recall the following definitions.

Definition 6.1.1. We say that a function u : @ — R is a pointwise super-solution of (6.1.3) if
u € C257¢(Q) N L®(Q) for some e > 0 and

loc
(—A)du(x) > c(x)u(zx) for any x € Q.

Definition 6.1.2. We say that a function u : 2 — R is a weak super-solution of (6.1.3) if u € H*(2)
and

E(u, ) 2/cu<p for any ¢ € C°(2), ¢ > 0 in Q.
Q

Definition 6.1.3. We say that a function u : Q — R is a distributional super-solution of (6.1.3) if
u € LY(Q) and

/ u(=A)oe > / cup for any ¢ € C2°(£2), ¢ > 0 in Q.
Q Q

In this case, we briefly write
(—A)yu > c(x)u in D'(Q).

Remark 6.1.4. Sub-solutions can be defined in similar ways as in Definitions 6.1.1, 6.1.2, and
6.1.3. Also, in the case of Definition 6.1.2, by density the test function ¢ can be chosen in H()
if ¢ is somewhat well-behaved (see Lemma 6.4.1 below for more details).

We are going to denote by dq(z) = inf{|z — 0] : € 00} for x € Q. The main results of the
paper are the following.

Theorem 6.1.5 (Hopf lemma for pointwise super-solutions). Let Q C RN be an open bounded set
with CY' boundary and s € (1/2,1). Let ¢ € L®(Q) and let u : Q — R be a lower semicontinuous
super-solution (in the sense of Definition 6.1.1) of (6.1.3).
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(7)) If c <0 in Q and uw > 0 on 0N, then either u vanishes identically in 2 or

i e

>0 for any z € OS. (6.1.4)

(i) If u > 0 in Q, then either u vanishes identically in Q or (6.1.4) holds true.

Theorem 6.1.6 (Hopf lemma for weak super-solutions). Let Q C RN be an open bounded set with
CYY boundary and s € (1/2,1). Let ¢ : @ — R be a measurable function and let u € H*(Q) be a
weak super-solution (in the sense of Definition 6.1.2) of (6.1.3). Suppose that either

ce L*(Q) (6.1.5)
or
N
ce LI(Q), ¢> 25 and  w € L. (), (6.1.6)
hold.

(7)) If c <0 in Q and v > 0 on 0N, then either u vanishes identically in 2 or

there exists g > 0 such that (hz;(;;sl > €p. (6.1.7)

(13) If u > 0 in Q, then either u vanishes identically in Q2 or (6.1.7) holds true.

Let us first comment on the proof of Theorem 6.1.5. Starting with a strong maximum principle,
we obtain the strict positivity of non-trivial super-solutions of (6.1.3): this is where the lower
semicontinuity of u is needed. In a next step, we construct a barrier from below for u in terms of
the torsion function wuy.,, i.e., the solution to the boundary value problem

—A)¢ or =1 1 Q7
(=A)ou o (6.1.8)
Utor = 0 on ON).
This function is known to satisfy, on smooth domains, the double-sided estimate
CH6E ™ <upoy <CF™H inQ (6.1.9)

for some C' > 1, see [26,44] which are based on some estimates in [24,47,99]. Intuitively, (6.1.9)
gives that the boundary behaviour of super-solutions described by (6.1.4) and (6.1.7) is optimal.
We notice that, in contrast to what happens for the fractional Laplacian, there are no explicit
examples of torsion functions for the regional fractional Laplacian, even in the case when  is a
ball. In [69], a numerical analysis is performed in the one-dimensional case 2 = (—1,1).

We mention that the existence and uniqueness of poitnwise and weak solutions to the Dirichlet
problem (6.1.8) with general bounded right-hand side was obtained in [44]. We notice also that the
Holder regularity up to the boundary of any weak solution of (6.1.8) was recently proved in [73],
while regularity up to the boundary of pointwise solution of (6.1.8) was obtained earlier in [44].
We also mention that the boundary regularity of the ratio o/ 6?2571 has been established in [73]
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in the case when Q is of class C*# for some 8 > 0. Thus, it makes sense to evaluate wsor / 552)5_1
pointwisely on € .

The proof of Theorem 6.1.6 follows the same line of thought as the one of Theorem 6.1.5,
although with some more technical difficulties due to the weak character of super-solutions involved.
For example, when ¢ € L9(Q)) the strong maximum principle involved in our strategy takes the
following form.

Proposition 6.1.7 (Strong maximum principle for distributional super-solutions). Let Q C RY
be a bounded open set and u € LY. () be a distributional super-solution (in the sense of Definition
6.1.3) of (6.1.3) with

N

ceLL.(Q), ¢> % (6.1.10)

If u >0 in Q, then
either u=0 inQ or essinfxu >0  for any K CC (.

The paper is organized as follows. In Section 6.2, we present some notations and definitions.
Section 6.3 is devoted to the proof of Theorem 6.1.5, whereas in Section 6.4 we prove Theorem
6.1.6. Finally, in Section 6.5 we prove Proposition 6.1.7.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within project
57385104. The first and second author were supported by the Alexander von Humboldt Foundation.
The authors would also like to thank Tobias Weth and Sven Jarohs for valuable discussions.

6.2 Preliminaries

We collect in this section some notations and useful tools. For s € (0,1), H*(€2) denotes the space
of functions u € L?(f2) such that

2
9 o CN,S// (u(z) — u(y))
U 4rsioy 1= —— ———dx dy < 0.
[ul ) 2 Jo Jo |x_y|N+23 Y

It is a Hilbert space endowed with the norm
1/2

lull ey = (lullZagay + [l3@) >
We denote by Hg(€2) the completion of C2°(Q2) with respect to the norm || - || s (). It is known that
for s € (1/2,1), H§(€?) is a Hilbert space with the norm || - || zs(@) = []ms(q) (Which is equivalent to
the usual one in H*(Q) thanks to a Poincaré-type inequality) and it can be characterized as follows

H§(Q) := {u e H*(Q) : u=0 on 00Q}.
Next, we define Hj(Q2)4 by

Hy(Q)4 :={ue Hj(Q) :u>0in Q}.
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For u,v € H§(Q2), we consider the symmetric, continuous, and coercive bilinear form

_ ONs (u(z) —u(y)) (v(z) — v(y))
E(u,v) = 5 /Q/Q | dz dy.

T — y‘N+25

The first Dirichlet eigenvalue of (—A)g, in © can be defined by

E(u,u)

A(Q) = min .
ueggéﬂ) HuHLQ(Q)

(6.2.1)

It holds A1 (£2) > 0, with the corresponding eigenfunction unique and strictly positive in €.

Given x € Q and r > 0, we denote by B, (x) the open ball centred at x with radius r. We denote
by ut := max{u,0} and v~ := max{—u,0} the positive and negative part of u respectively. We
also recall that, if u € H*(Q), then u™,u~ € H5(Q) as well: this follows from a simple calculation,
indeed u = u™ — u~ and

[WlFe0) = E(u,u) = E(F uh) = 28(u™ u7) + E(u,u”)

where

CN s ut(z) —ut u(z) —u~
_ . ut(z)u” (y) .

6.3 Proof of the Hopf lemma: the case of pointwise super-solutions

The aim of this section is to prove Theorem 6.1.5. Before doing this, we need one key result: we
state and prove a strong maximum principle for pointwise super-solutions of (6.1.3).

Proposition 6.3.1 (Strong maximum principle for pointwise super-solutions). Let Q@ C RY be a
bounded open set. Let ¢ € L () and u : Q@ — R be a lower semicontinuous function super-solution
(in the sense of Definition 6.1.1) of (6.1.3).

(1) If c< 0 in Q and u > 0 on 0N, then either u vanishes identically in Q, or u >0 in Q.
(ii) If u >0 in Q, then either u vanishes identically in 0, or u > 0 in Q.

Proof. Before going into the proof, we start by proving that the function v is nonnegative in Q as
long as the hypotheses of assertion (i) are satisfy.
Let us assume that ¢ < 0in Q, u > 0 on 012, and that u does not vanish identically on 2. Then
we claim that
u>0 in Q. (6.3.1)

Assume to the contrary that (6.3.1) does not hold, that is, u is negative somewhere in . Then,
using that €2 is compact together with the hypotheses of lower semicontinuity of u, a negative
minimum of the function u must be achieved in 2. In other words, there exists zg € €2 such that

u(zg) = glé{f)l u(z) < 0. (6.3.2)
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Combining (6.3.2) with u > 0 on 012, it follows that
(—A)du(zo) = chsP.V./ ulzo) = uly) dy < 0.
Q |zg —y|
But, since by assumption c¢(zg) < 0, we have that c¢(zg)u(xg) > 0. Therefore

0> (—A)du(zo) > c(xg)u(xg) > 0.

which is a contradiction. Consequently, claim (6.3.1) follows.
So we can now suppose u > 0 in €. Suppose that u Z 0 in € and let us prove that

w>0  inQ. (6.3.3)

First of all, we recall that by the lower semicontinuity of u, there exist x1 € €2 and 1,7 > 0 such
that
u(y) > e1 for all y € By(z1) C Q.

If the inequality (6.3.3) were not true, that is, if u(z) = 0 at some Z € €, then it would hold

(=A)du(z) = cMSP.V./ Ljyv)” dy < cN,SP.V./ Ljyv)% dy <0
Q[T —y| Br(@1) |T — ]
Therefore
0> (—A){u(z) > c(Z)u(z) =0,
a contradiction. Thus, the strict inequality « > 0 in  must hold true. ]

Having the above strong maximum principle, we can now give the proof of Theorem 6.1.5 by
following some ideas in [93].

Proof of Theorem 6.1.5. From Proposition 6.3.1 it follows that
u(z) >0 for all z € Q (6.3.4)

provided that u does not vanish identically in 2. In other words, if u does not vanish identically
in €2, then for every compact subset K C 2 we have

inf > 0. 6.3.5
yngU(y) (6.3.5)

Now suppose that v does not vanish identically in €2 and let us prove (6.1.4). To this end, it suffices
to construct a barrier for u in terms of the solution problem (6.1.8). Let uy,, denote the pointwise

solution of (6.1.8).

Next, for n € N, we set

1 _
vp(x) = ﬁutm(x) for x € Q. (6.3.6)

Then, by definition and (6.1.9), by the boundedness of 2 it follows that

vy, = 0 uniformly in Q. (6.3.7)
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We wish now to show that there exists some ng € N such that
u > vy in Q, for any n > ng. (6.3.8)

In order to prove (6.3.8), we argue by contradiction: suppose that for every n € N the function w,,
defined by

Wy, i= Up — U in

is positive somewhere in . Then, using that w, = v, —u = —u < 0 on 9 and the compactness of
Q, a positive maximum of the upper semicontinuous function w,, (since u is lower semicontinuous
by assumption) must be achieved at some z,, € Q, that is, there exists x,, € Q such that

wp () = max wy,(z) > 0. (6.3.9)
e
This implies together with (6.3.4) that 0 < u(z,) < v,(2,). From this and thanks to (6.3.7), we
find that
lim w(z,) = 0. (6.3.10)

n—oo
Recalling (6.3.5), we deduce from (6.3.10) that x, — 0Q as n — oo. Taking this into account,
one deduces that for any compact set K C 2 there exists h > 0 such that |z, —y| > h > 0 for
any y € K and n sufficiently large. As a direct consequence, there exist two positive constants
v1,¥2 > 0, independent of n such that

d
v < / ‘y’N+23 < Y2 for n sufficiently large (depending on K). (6.3.11)
K |Tpn —Y

Thus we have
u(zy) —u u(zy) —u
c(xp)u(zy) < (—A)Ju(x,) < cN,s/ LNJ(F@Q/E dy + CN75P.V/ LJ\H(—QZZ dy. (6.3.12)
K |Tn =y K |2n — Y]

We now aim at estimating the integrals on the right-hand side of the above inequality. Concerning
the first integral, we notice that by (6.3.5), there exists a positive constant 3 > 0 such that
u(y) > 3 for y € K. As a consequence of this and by using (6.3.10) and (6.3.11), it follows that

hmsup/ —————==dy < —y17v3 < 0. 6.3.13
n—oo K ‘l’n — y|N+2S L ( )

Regarding the second integral in (6.3.12), we first recall that since x,, is the maximum of w,, in €,
then by (6.3.9)

u(zn) — u(y) < vnlzn) — vn(y).

Using this, the second integral in (6.3.12) can be estimated as follows:

u(mn) - u(y) / Un(ajn) - Un(y)
PV. ————x19s W< PV. — 2. Y- (6.3.14)
K |Tn — y|N+2 K |7y — y|N+2
Moreover, a simple calculation yields
Un(Zn) — Un s Un(Tn) — Un
en,sPV. % dy = (—A)§un(xy) — CN,S/ % dy. (6.3.15)
K |zn — Yl K |7n — vyl
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Now, from (6.3.6) and (6.1.8), it follows that

(~A)fen () = - (~A)ytor(ra) = -

This yields
(—A)yvn(zn) -0 as n — oo. (6.3.16)

Combining (6.3.16), (6.3.7) and (6.3.11), we observe that the right-hand side in the equality (6.3.15)
goes to zero as n — oo and therefore

'Un(xn) _Un(y) du —

lim P.V. N

e NEK [z — Y|

Consequently, from (6.3.14), we get

lim sup P.V./ % dy < 0. (6.3.17)
n—00 ANK |xn, —y|"

However, using that ¢ is bounded, it follows from (6.3.10) that

lim c(x,)u(zy,) = 0. (6.3.18)

n—o0

Finally, (6.3.17) and (6.3.13) into (6.3.12), lead to a contradiction with (6.3.18). Therefore, the
inequality (6.3.8) follows for some n € N large enough. O
6.4 Proof of the Hopf lemma: the case of weak super-solutions

In this section, we aim at proving Theorem 6.1.6. Here, the function - defined via (6.1.8) above
is understood to be a weak solution. Recall the double-sided estimate (6.1.9). We first state and
prove a technical lemma and a strong maximum principle for weak super-solutions of (6.1.3).

Lemma 6.4.1. Let Q C RY be an open bounded set and c € L%(Q) Then u is a weak super-
solution (in the sense of Definition 6.1.2) of (6.1.3) if and only if

E(u,v) > / cuv for any v € H5(2) 4.
Q

Proof. Fixed v € H§(2)1, let (¢n),cny C C°(Q) a sequence of nonnegative functions converging
to v in the H*(Q2)-norm. By Definition 6.1.2 we have

E(uypy) > / cuty, for any n € N.
Q

On the left-hand side we have the convergence &(u,,) — £(u,v) as n — oo by construction; so,
let us deal with right-hand side. By the Sobolev embedding we have v, — v as n — oo in L% (Q),
with 2} = N2iv So, we have the convergence

2s°
/cuwn—>/cuv as n — 00,
Q Q
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2N
if cu € LN+25 () where N+2 = (2%)’ is the conjugate exponent of 2%, which is what we show next.
This indeed follows from the Holder inequality:

_2N N % 2N %
/ ‘CU‘N-Q—QS — (/ ‘C 2.9> </ |u’N—2s) < 0.
Q Q Q

E(u,v) = lim E(u,vp) > lim ch/)n :/chv.

n—oo n—o0

Then

O]

Proposition 6.4.2 (Strong maximum principle for weak super-solutions). Let ¢ € L4(2), with
q> 237 and v € H*(Q) N LS (Q) be a weak super-solution of

(—A)du = c(z)u in Q. (6.4.1)
(7)) If c <0 in Q and uw > 0 on 0N, then either u vanishes identically in  or v > 0 in Q.

(13) If w> 0 in Q, then either u vanishes identically in Q or w > 0 in Q.

Proof. We first recall the following elementary inequality:

(u() — uly))(u (2) —u™(y)) < —(u(2) —u (), for any .y € . (6.4.2)

Assume then ¢ < 0in Q and u > 0 on 92. Then v~ = 0 on 9. Moreover, by standard arguments,
we also know u~ € H®(Q2). Therefore v~ € H§(Q);+. Hence, by testing (6.4.1) on u~ (which is
allowed by Lemma 6.4.1), we have from inequality (6.4.2) that

/ c(@)u(z)u (z) de < E(u,u™) < =E(u,u).
Q
Moreover, u = u™ —u~ with «tu~™ = 0 in Q, which yields

[ ey @)? do = e 0) = M@ oy

Q

where A1 (§2) has been defined in (6.2.1). Since A\;(€2) > 0, then from the nonpositivity of ¢ it follows
lu 12y =0

implying that v~ = 0 a.e. in , that is, u > 0 a.e. in .

So we can at this point assume that « > 0in ). Note that the fact that u is a weak super-solution
implies in particular that w is also a distributional super-solution. Indeed, for any ¢¥» € C2°(Q),
1 >0 in €,

/ch<g ch// (%@S_My)) dvdy

-y

ol o s o
= N’S/Q (z) P.V. o e g dy d /Q (—A)H.

Using this remark, we can use Proposition 6.1.7. ]
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Remark 6.4.3. It is possible to drop the assumption v € Lj5.(€2) in Proposition 6.4.2 by paying
the price of assuming ¢ € L*°(2). In this case, the first part of the proof still holds while, instead
of using Proposition 6.1.7, the second part simply follows from [108, Theorem 1.2].

We now prove Theorem 6.1.6. For the sake of clarity, we split its proof into two different
arguments.

Proof of Theorem 6.1.6 under assumption (6.1.5). Suppose that u does not vanish identically in
and let us prove (4.4.9). In other words, we want to prove that there exists a positive constant
C > 0 such that

u>CoFt in Q. (6.4.3)

From Proposition 6.4.2 and Remark 6.4.3 it follows that w > 0 in 2. This means that for any
K CC () there exists € > 0 such that it holds

u(z) >e>0 for z € K. (6.4.4)

Now, let wy, := v, — u where v,, is the function defined in (6.3.6). Then, thanks to (6.3.7) and
(6.4.4), we can assume without any ambiguity that

wi =0 in K for n sufficiently large. (6.4.5)
Now, since w;} € H§(Q)+ (because w;i > 0 in Q, w;} € H*(Q) since w, does, and w;7 = 0 on 9N

since v, = 0 on 9Q and u > 0 on JN), one can use it as a test function in Definition 6.1.2 (by
Lemma 6.4.1) in order to have

E(u,w;)) Z/CUUJ;'{. (6.4.6)
Q

Since in {w;" > 0} it holds
1
u < vp < ﬁ”utorHLN(Q)a

we have
| clautoyuit @) do = = lelliegoy oo ey o 10 (6.47)
On the other hand,
E(u,wi) =E(u— Un,w;f) —I—E(UTL,w;f) = S(—wn,w:{) + %S(utm«,w:) =
= £t wid) + Elu, wf) + - Euor, )

Since the first term on the right-hand side of the above equality is nonpositive and & (uor, w;l) =
Jowi = llwi || 11 () thanks to (6.1.8), then

n n?

1
E(u,w) < E(w,, ,wi) + E”'LU:L_HLI(Q). (6.4.8)
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Now,

& =—c s/ / d d 6.4.9
(wy, N 0 |x N+2s Y- ( )
Recall that, by definition (see also (6.4.5)), K C {w, < O} ={w, >0} and

_ 1 .
Wy, 2 € — *Hutm"HLOO(Q) in ,

so, upon plugging this into (6.4.9), we obtain

g( _CNS// N+25 d.CC dy
K |z — yl

w (y)
< CN,s( Utor || Loo(Q) — E) / / — - dx dy
[[wtor|l L Q) 0 | y’N+23

1
< Coens (nHUtOTHLOO(Q) - €> w1 (o)

for some Cjy > 0 and n sufficiently large. Plugging (6.4.7) into (6.4.6), using (6.4.8) and this last
obtained inequality, we get

Coene (3 otrlziey = &) i sy + 5 Voo 2 = el ol s
(6.4.10)
For n sufficiently large, we deduce from (6.4.10) that
w =0 in Q.
Therefore, (6.4.3) follows. O

Proof of Theorem 6.1.6 under assumption (6.1.6). The very first part of the proof follows the ar-
gument given above. We start here from (6.4.6). We know from Proposition 6.4.2 that u > 0 in £
and so w,, < v, from which it follows

/ utorl 22 / cul.

By the fractional Sobolev inequality we have that u € LP(Q) for any 1 < p < 2% = 2N/(N — 2s).
As the conjugate exponent of 2N/(N — 2s) is 2N/(N + 2s) which is smaller than N/(2s), we have
by an application of the Holder’s inequality that

+ > 1
| Ctn 2 = lutorll oo @) 1l ez o) llel Lo

By repeating the calculations in the preceding argument we then get the analog of (6.4.10) which
reads in this case

1
cocN,s(nuumum—a)rwmrL1<Q ¥ o) 2 ooy 22 oy el o

This last inequality, for n sufficiently large, gives
wh =0 in Q.
Therefore, (6.4.3) follows also in this case. O
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6.5 Proof of the strong maximum principle for distributional super-
solutions
This last section is devoted to the proof of Proposition 6.1.7. In the following, we assume that

u: 2 — R is a distributional super-solution (in the sense of Definition 6.1.3) of (6.1.3) and that ¢
satisfies the assumptions in (6.1.10).

6.5.1 Regional v. restricted fractional Laplacian

Note that

d
(M =AY 0 ) =exs [

- y‘N—f—QS

where we recall (6.1.2), so that Definition 6.1.3 is equivalent to (if we extend v = 0 in RY \ Q)

N

(=A)u> (c+kro)u inD'(Q), ce LL.(Q), ¢> %5 (6.5.1)

for x € QQ,

6.5.2 Approximation and representation of distributional solutions
Consider a solution u : RV — [0, +-00) to (6.5.1) with
N
>4
2sq — N
Take 7. € C°(B:) a mollifier. If we take an open Q' CC Q then for any ¢ € C°(Q'), ¢ > 0, it

holds ¢ * 1. € C°(Q) for € small independently of ¢ and we can say

u € Ly (), o' and w=0in RY\ Q. (6.5.2)

/RN (uxn:)(—=A) = /RN u(ne * (=A)*p) = /Qu(—A)S(qp £ 12) > /Q (c+ ra)u(y *n.) =

_ /Q [((c+ ra)u) ne]w

which implies that
(A (uxn) > ((c + m)u) «n.  in Q.

As uxn. € C°°(V), the above inequality also holds in a pointwise sense. We can then exploit a Green
representation on u*7. (see [33]) to deduce that for any x € Q” CC Q" and 0 < r < dist(Q”, RN\ Q)

(u*ne)(z) > r2s - G(O,y)[((ch /m)u) ¢ 775] (x +ry) dy +

+ / P(0,y)(uxn:)(z+ry) dy. (6.5.3)
RN\ B,

Here we have used the kernels G and P which are respectively the Green function and the Poisson
kernel of the fractional Laplacian (—A)® on the unitary ball By, which are explicitly known, see [33]:

(1-]z[®)(1-|y|?)

kN,s le—y|? st
G(x’y)_fvleZS/o mdt x,y € By,
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IN,s 1$|2>S N
P(x,y) = : < x € By, ye R\ By.
9 = o \pE -1 \

From now on, we assume that v > 0 in Q. We want to send ¢ — 0 in (6.5.3) and deduce a
representation for u. For the Poisson integral we use the nonnegativity of u and the Fatou’s Lemma
to say

lim inf/ P(0,y)(ux*n:)(z +ry) dy > / P(0,y) u(x + ry) dy.
e—0 RN\ By RN\ B,

For the Green integral we use that

G(0,-) € LP(By) for any p € [17 m)

and

H ((c + K,Q)U) * 7

< C’H (c+ m)uH < Clleull yaary + Cl el po g 11l o)

LAY LA(Y)
N
for any 8 € (2—S,a>

where, moreover, by the Holder inequality

1
[ tel? < el

/uﬁQ/(qﬂ)<oo for ba < a,
' q—p

where the second inequality holds for S close to % in view of (6.5.2). Therefore, using the weak
topology in Lebesgue spaces,

N
U’BHLQ/(Q*B)(Q’) for % <pB<gq,

liny | G(0.9) (e ra)u) «n] (@ +ry) dy =

:/B G(0,y) (c+ ka) (z + ry) u(z + ry) dy.

Thus

u(z) > r2s G(0,y) (c + F\?Q) (x 4+ ry)u(z +ry) dy + / P(0,y) u(x + ry) dy
B RN\ B,

for a.e. x € Q. (6.5.4)

6.5.3 The Hardy-Littlewood maximal function

Recall that, given f € LY (RY), p > 1, the Hardy-Littlewood maximal function is defined as

loc

1
M[f](x):ig%ﬁ Br(x)|f| z e RY, (6.5.5)

In the following we are going to need the following fact

HM[f]HLP(K) < Ol fllecxy for p > 1 and K cC RY measurable. (6.5.6)
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6.5.4 The strong maximum principle

Having the above ingredients, in this subsection, we are ready to give the proof of Proposition 6.1.7.

Proof of Proposition 6.1.7. We argue by contradiction. Assume that [{u > 0} N Q| > 0 for some
0> 0.
In the notations of the previous subsection, and without loss of generality, we assume that

there exist (2;);y C Q" and (1)), C (0,00), rj = 0 as j — o0,

1
such that lim / u=0.
i=o0 (2r))N Jy, ()

Without loss of generality, we can assume that (Tj)jeN is decreasing. Extract a subsequence

(Pj)jen C (1) ey in such a way that?

1 r
N/ u< -2 and pj <1j for any j € N. (6.5.7)
p] BP]‘ (z5)

In order to ease notation, relabel co = ¢+ kq. We apply representation (6.5.4) with » = r; and we
then integrate it over B, (), obtaining

1 r2s
— u > LN G(O,y)/ co(x +rjy)u(r + rjy) do dy +
pj Bpj (x5) p]’ B Bpj (x5)

1
+ N/ P(0, y)/ uw(x +rjy) de dy. (6.5.8)
Pj JRN\B; B, (z;)

The Poisson integral can be estimated as follows:

u(x +r;
/] P@wh&w+wwdy=vM5/ 4T$45£Q?
i eV\By [y (ly> = 1)

uly
Z'YN,STJQ'S/ N ( ) 5 G dy
By, (@) [y — =" (ly — =2 = 2)

> C’r?-s / u
U\By, (z)

which entails

1

N/ P(O,y)/ uw(x + r;y) de dy > C"rjz-s (6.5.9)
Pj JRN\By By, (z;)

2Here we briefly comment on inequality (6.5.7). As we know by assumption that ﬁ f32 R 0asj — oo,
Ti LS

one has also % fBZ'r‘j @ 0 as j — oo. Now, using that B, (z;) C B2y, (z;) and that u is nonnegative, one

1 oN
OS—N/ u < N/ u—0 as j — oo.
75 JB ey @Y b, @)

One can then extract a subsequence (p;)jen C (rj) en with p; < r; such that (6.5.7) holds.

can write
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for some C' > 0. Mind that here we have used the assumption that [{u > ¢} N Q'] > 0 for some
6> 0.

We now deal with the Green integral in (6.5.8). Fix p € (1, min{q, N/(N — 2s)}). We estimate

pJ

C _
> =S L [ et bl ate + ry) o dy

p;i \Tj

_ 1
>-C [ |y N<N/
Bl p B

J

G(O Y) / co(x +ry) u(r + rjy) do dy >
Bp] (z5)

1
lca(z +ry)|? dx) " x
pj (‘rj)

q—1

1 _q_ T
X N/ u(x +ry)71 do dy
pﬂ Bpj(zj)

P 1

1 B ) 1
> —C’[/ |y| 25— N)p <N/ lca(z + rjy)|? dl‘) ! dy " x (6.5.10)

Bl pj Bpj(:cj)

_p_g-1 p—1

1 7 p—1 7 P
X [/ (N/ |u(x + rjy)|7-T da:) dy] . (6.5.11)

By p] Bﬁj(xj)

Using that
1

- lca(z +rjy)|T de < M[[eal?] (z; + rjy)
p] Bpj(xj)

by definition (6.5.5), we obtain for (6.5.10) the following estimates by means of a Holder inequality

1 _
/ |y|(28 <N/ lca(z + rjy)|? dx) dy <
By p] Bpj (17])

p
< /B ly| B NPM [|eq|T] (2 + ryy) 7 dy
1

9=p

(2s—N)pgq “pq q
< ( [ dy> < M[lcal] (z; + i)} dy)
B1 B

a—p

(2s—N)
< (WS ) " Ml
1

Q*P

(2s=N)pg pq /q
< (WS ) " el

a—p

< ( /B y dy)umuzz/g, (6.5.12)
1

by (6.5.6). Remark that the assumption 1 < p < N/(N — 2s) ensures that

(SIS

SYiS)

(25 — N)pq L e
q—p q—0p
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which guarantees the finiteness of the first factor in (6.5.12).
Fix now g € (p,q) and notice how this implies

qg—1
P q >

Using this, we estimate (6.5.11) as follows:

p_g—1

/ (%v/ [u(z + 19) |77 d-’L‘>p1 Dy <
Pi Bp-( i)
== )| 1 ra
<cllliZd T [ (e ) s as ) ay
1 7 (x4

<AEt [ (K[ wermma)a
> Loo (V) N 7Y Y.
B1 pj Bpj(ij)

Note that

1
/ N/ u(x + r;y) dxdy— / / u(z; + 2 +y) dedy
B, Pj JB, (xj - pj By,
1
pj Bp] v Pj By; Ty Brj+p;

N
wN( +p]) / u(z; + z) dz
fr’] +pj B

]
< N / u(z; + 2) dz
7"] + ,0_7 +PJ
2 N
< C( i ) / wzj+2)dz — 0 as j — oo. (6.5.13)
i+ pj (2TJ) Bar

We therefore deduce, by plugging in (6.5.8) the estimates contained in (6.5.7), (6.5.9), (6.5.12),
and (6.5.13),

r2s

% > —C’lrjz-saj + C’QTJZ-S, for some (5j)j€N C (0,00), €j = 0 as j — oo.

But this gives a contradiction for j large enough. O



Chapter 7

Qualitative properties of positive
solutions for elliptic problem driven
by the regional fractional Laplacian in
the half-space

In this chapter, we use the moving plane method to derive the symmetry and monotonicity for the
regional fractional Laplacian in the half-space. The presentation of this chapter has the same form
as the original article [R6]. The notation may slightly differ from those in the previous chapters.

7.1 Introduction and main result

The aim of the present paper is to prove symmetry and monotonicity result of positive solutions
to the Dirichlet problem

(=Ayu=u*"1 w>0 in RY
{ RY N (7.1.1)

u=0 on 8Rf:RN_1,

where s € (0,1/2) U (1/2,1), N > 2, RY = {z = (2/,2n) € RN : 2/ € RV"!, 2y > 0} the upper
half-space and 2% := 2N /(N —2s) is the so-called fractional critical Sobolev exponent. The regional
fractional Laplacian (—A)]‘;w is a nonlocal operator defined for all u € C2(RY) by

u(z) — u(y) N
where cy s and P.V. are respectively a normalization constant and the principal value of the integral.
For functions u belonging to the class C75(RY)NL®(RY) for some ¢ > 0, the integral in the above

definition is finite. In this case, the definition (7.1.2) is understood in pointwise sense in RY. Next,

foc(RY) such that [lull oy ey = Jy o dv

is finite. Additionnaly to the pointwise definition, there are other fashion of defining the operator
(—A)g~: the weak and distributional definitions, that is,
+

we denote by L£1(RY) the space of functions u € L

s

(-8e) = [ (~Diu(-B)ye do

N +
RY
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_CNgs () (p(z) — ¢(y))
= /RN /RN ]:r—y|N+25 dxdy

for u,p € H?® (Rf ), corresponding to the weak sense definition, and
(~A)yu.g) = / u(~D)e do

_CNs ))(@(ﬂf) —(v))
= /RN /RN y[V2s dxdy

foru € LL(RY) and ¢ € C(RY), for the distributional definition. These definitions are completely
different (but they coincide for sufficiently regular functions) and throughout this paper, we will
focus on the definition of (—A)zy in weak sense.

The study of qualitative prgperties for solutions to a given problem is one of the relevant
tasks in partial differential equation theory. This allows a better understanding as regards the
classifications of solutions. Among other things, Monotonicity and symmetry are one of the most
studied qualitative properties of positive solutions. In general, this is done by exploiting the
celebrated method of moving planes that goes back to the work of Alexandrov [4], Serrin [135]
and Gidas, Ni, and Nirenberg [89].

Several works have been devoted to the moving plane method for nonlocal operators, especially,
the fractional Laplacian. Just to cite a few references on this topic, we refer to [17,18,22, 45,49~
52,68,78,79,100,107,109,119].

The main result of this paper reads as follows.

Theorem 7.1.1. Lets € (0,1/2)U(1/2,1) and N > 2. Any solution to (7.1.1) is radially symmetric
in ' and monotonic in the radial variable. In other words, there exists a monotonic function
(0,00) x (0,00) > (r,zN) — v(r,zN) with respect to r such that

w@' zy) =v(r,zy)  with r=|2']. (7.1.3)

As a first observation, when dealing with the regional fractional Laplacian in bounded domains,
e.g., (—A)%, the counterpart of Theorem 7.1.1 seems to fail. The main difficulty relies on the fact
that the operator depends on the domain, and therefore, it is not invariant under scaling. A break
of symmetry is strongly expected.

The paper is organized as follows. In Section 7.2 we give some useful notations and definitions
that are needed in other to make the paper as self-contained as possible. Section 7.3 deals with the
proof of Theorem 7.1.1. We also provide in this section an L°°-bounds of weak solutions via the
Moser’s iteration method.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within the
project 57385104. The author would like to thanks Tobias Weth and Mouhamed Moustapha Fall
for suggesting this topic.
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7.2 Notation and preliminary setting

In this section, we introduce some preliminaries that will be useful throughout this article. First
of all, we start with some notations. Given z € Rf and r > 0, we denote by B,(z) the open ball
centered at  with radius . We also denote by 1 4 the characteristic function of any subset A C RY.
Next, for all function u : RY — R, we define respectively by u™ = max{u, 0} and v~ = — min{u, 0}
the positive and negative part of w.

Now, for s € (0,1), the fractional Sobolev space H S(Rf ) is defined as the space of measurable

functions wu : Rf — R such that
_ (u(z) — u(y))?
RY) 1 /M /Rg o — g W

is finite. It is a Hilbert space with the associated norm || - || s (RY) define as
2 TR 2
[[ull sRY) T HUHL2(R$) + [U]Hs(Rf)'

On the other hand, H§(RY) is defined as the completion of C2°(R%Y) under the norm || - || Hs(RY)"
It is also a Hilbert space equipped with the norm

(u(z) — u(y))®
HUHHS(RN) / /RN |x_ |N+28 dfl?dy

which is equivalent to the usual one in H*(R%Y). Customarily, C2°(R%’) denotes the space of smooth
functions on RY with compact support in RY. We notice that H§(RY) can be equivalently define

as
HyRY) :={uec H'RY):u=0 on ORY}.

Finaly, in the same spirit, we define the Hilbert space H§(RY) as
HERY) :={ue H'RY):u=0 in RV \RY},
which is the completion of C2°(RY) with respect to the norm || - || H(RN)-

We have the following

Definition 7.2.1. Let s € (0,1/2) U (1/2,1) and N > 2. We say that u € Hj(RY) is a weak
solution to problem (7.1.1) if u > 0 in RY and

exe W)@ =el) [ e
/RN /RN |x — y|N+2s drdy = / u ¢d (7.2.1)

N
Ry

for every ¢ € H5(RY).

We notice that the existence of weak solution to the Dirichlet problem has been established
in [83]. We end this section by recalling the following definition for weak superharmonic functions

with respect to (—A)gx-
+
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Definition 7.2.2. Let s € (0,1) and @ C RY. We say that v € H§(R) satisfies

(—A)gvv >0 in Q, (7.2.2)
+

CNs () (p(x) — ©(y))
/RN /RN dzdy > 0, (7.2.3)

|.%' _ |N+25

for all nonnegative function ¢ € C°(Q).

7.3 Proof of Theorem 7.1.1

The purpose of this section is to prove the main result on symmetry and monotonicity of positive
solutions for problem (7.1.1), that is, Theorem 7.1.1. For this and as is stated earlier in the
introduction, we will make use of the celebrated method of moving planes. This requires, first of
all, a key result on the strong maximum principle for odd functions, that we state and prove in the
next proposition.

Before doing so, we first introduce some notation. Let A € R be real number and let T = {x €
Rf : 1 = A} be a hyperplane perpendicular to the z1-direction. Define ¥\ = {x € Rﬂy twp < A}
as the region on the left of the plane and z) = (2\ —z1, 22, ..., zy) the reflection of x with respect
to T. Finally, we put uy(z) = u(zy).

We have the following.

Proposition 7.3.1 (Strong maximum principle). Let s € (0,1/2) U (1/2,1), A€ R and U CC Xy
be a bounded set. Let v € Hj (RN) be a continuous function on U, satisfying

(_A)EWUZO in U (7.3.1)

in the sense of Definition 7.2.2. If v is nonnegative in 3y and odd with respect to the hyperplane
T\, then either v=0 in Rf orv>0imU.

Proof. We recall first of all that as a consequence of Hardy inequality, the space H (]Rf ) can be
identified with H§(RY) for s € (0,1/2) U (1/2,1), see [94]. From this, identifying v with its trivial
extension on RY one gets that v € H§(RY).

Now, let ¢ € C°(U), ¢ > 0. We have

CN,s () (p(x) — 0(y))
/IRN /]RN ‘x _ y‘N+25 dxdy
_ CNs () (p(z) — 0(y)) v(x)p(x)
- /RN /RN |x e N/ /RN\RN o —y Ve W

_CNs ))(w(-’r) —»(y) v(z)p(z)
= /]RN/RN phEEr dxdy+czv,s/ /RN\RN 7 —y ’N+25dd

In the latter, we used that

v(z)p(r)
UL C - 732
/M\EA /RN\M |z — y|NF2 (732)



since ¢ has compact support in 3. However, from (7.3.1), it follows that

N () (¢p(z) — ¢(y))
/RN /]RN |$ — y[Nt2s dxdy > 0.

Moreover, using that v is nonnegative in X, and that ¢ > 0, we get

v\x T
CN,s/ / 7(_ )LPJS,JF)QS dydzx > 0.
T JRV\RY |z -yl

Combining (7.3.3) and (7.3.4), we deduce that

N ))(90(»”6) —¢(y))
/RN /RN — N2 dxdy > 0

for all nonnegative function ¢ € C°(U).
In other words, v € ’HS(Rf ) is a continuous function on U satisfying

(-A)’v>0 in U.

The proof now follows from [68, Proposition 3.1] (see also [18, Proposition 3.2]).
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(7.3.3)

(7.3.4)

(7.3.5)

(7.3.6)

O

Having the above strong maximum principle, we are now ready to prove our main result by using
the moving plane method. We mention further that some techniques from [68] will be borrowed.

Proof of Theorem 7.1.1. For every ¢ € H§(RY) there holds that ¢, € H§(RY). Therefore, as far
as ¢ can be used as a test function in (7.2.1), so is ¢). Now, given a weak solution u in the sense of
Definition 7.2.1, we determine the equation satisfying by wy. We claim that uy weakly solves the

problem
251 .
(—A)]‘fqu =uy® , uy>0 in Rf

uy=0 in ORY =RN"L

Indeed, for every ¢ € HOS(RJX ), we have,

CN,s (ux(r) —ux(y))(p(z) — 9(y))
5 /]RN /RN dxdy

’ﬂ? _ ’N+25

_ CNS/ /RN ) —u))(e(@) = ) o

‘m _ ‘N+28

ch/ / m )_)(ysiﬁi); e(yr)) dzdy
N

—sorte) = ) g

= /]Rﬁ uzs—l(x)cp,\(z:) dox = /RN ?\* 1(x)<p(a:) dx.

(7.3.7)
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From this, we conclude that u) is a weak solution to the problem (7.3.7).
Now, let A € R and let us define

(u —uy) " (x) if xeX)
ua(z) = _ ] N (7.3.8)
—(u—uy)" (z) if zeRI\X,.
We notice that vy € L®(RY) c LL(RY) since u € L>®(RY), thanks to Proposition 7.3.3.
Next, we aim to prove that
va=0 for X\ sufficiently negative. (7.3.9)

First of all, it is easily seen that vy € HS(Rf ). This follows by a standard argument and we omit
the proof. Therefore, using vy as an test function in Definition 7.2.1 and in the weak formulation
of problem (7.3.7), we get that

CNS/ / ))(’U])\\[( 2) 'UA(y)) dxdy:/ UQ:_I(I‘)’U)\(i‘) dx
RY JRY y| N+ RY
CNys uy(z —UA(?/))(UA(»’U)—UA(K/)) _ 2:-1
5 /Ry /Rf P T dxdy = - u)® (z)vr(z) da
and substracting the above two equations, we find that
CNys )—u w(y) —ux(y)))(va(z) — vy
e [ [ (o) = () (00 A =)
RY JRY |z —y|
:/ (u® () —uii_l(m))w\(x) dx. (7.3.10)
RY

On the other hand, using that

(u(w) = un(@) = (uly) = unm)) (r(2) = 0ay))
= (0a(2) = a®)? + (@) = un(@)) = (u(y) = wr(y)) = (a(2) = v2@)) ) (@) = 02 (W)

then the double integral in the left-hand side of (7.3.10) can be equivalently writen as

e [ sl 2 ) Dk —ubl) g,
RY JRY [z =yl
Con / — ) g oy oty (3
rY JRY ’33— | N+ i RY JRY fr =yl ’ B

where
C(a) = ((u(2) — ux(x)) — (u(y) — urw)) — (r(@) — vr@)) (0a(x) — 0a()).

We wish now to show that the last double integral in (7.3.11) is nonnegative. To achieve this goal,
we argue as follows.
We put K, := supp vy and we define the sets below

Gy := K\xNXy, Gi = EA\G)\ (7312)
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Oy = K\ N (Rf \ EQ, ¢ = (Rf \ EA) \ Q. (7.3.13)

Then, by the definition of vy it follows that ) is the reflection of GG about the hyperplane T).
We will exploit this fact in the sequel. Moreover, the above sets cover the whole upper half-space
Rf . Therefore, we can decompose the product RJX X RJX as follows

RY x RY = (GA UGS UQUQS) x (GA UGS UQUQS). (7.3.14)

By using the definition of vy, we find that

Clz,y) = —(u(z) —ur(z))oaly) in (G x G))
Clz,y) = —(u(z) —ur(z))oa(y) n (G5 x Q)
Clz,y) = —(uly) —ur(y))va(z) in (G xGY)
C(z,y) = —(u(y) —ur(y))va(z) in (GxxQF)
Clz,y) = —(u(z) —ur(@))oaly) in (5 x Gy)
Clz,y) = —(u(z) —uxr(z))valy) in (QF x Q)
C(z,y) = —(u(y) —ur(y))va(z) in (2 x GY)
C(r,y) = (U(y) —ux(y))va(z) in (2 xQF)
Clz,y) = elsewhere.

By the definition of vy, we see that vy > 0 in ¥y and vy < 0 in Rf \ Xx. Therefore, for x € G
and y € G, we have that

0 < C(z, y) —(u(@) — ur(z))oar(y)
—(u(@) = ur(2))(uy) — ur(y))
—(u(z) —ur())(ur(yr) — ulyr))

= (U(ﬂﬁ) —ux(2))va(ya)
= —C(ZE, y)\)'

Moreover, since | —y| < |z — yy| for € G and y € G, and by recalling that €2y is the reflexion
of G with respect to the hyperplane T), it follows that

dx dy+/ / dxdy
/c /c;A \fﬁ—y\N”s < Ja, Im—yIN“S
95 y/\
dx dy+/ / dxdy
/c /G,\ \w—y!N“S < Ja, !w—yA!N“S

1
C(x,y) ) dxdy > 0.
/c G | — gV ISE—yAlN+2S

This yields

/“/G ’33— !NHS da:dy—i-/p/g |:c— |N+25 dxdy > 0. (7.3.15)
0 A

By the same manner, we show that

dxdy + / / dxdy > 0, (7.3.16)
/GA / |z — y!N“S Gy Jog o —y!N“
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//G |m_ |N+2s e d?/*/c/ﬂ |$_ |N+2 dady > 0, (7.3.17)
A A

dxdy —l—/ / dxdy > 0. 7.3.18
= = (7315
Combining (7.3.15), (7.3.16), (7.3.17) and (7.3.18), we deduce that

>
/RN/RN Z—y |N+2 dxdy >0
and from this,

CNs y))2
/RN /RN \a:— ,M dedy

and

CNS - 1})\ y))2
/RN /IRN |x_ |N2s dzdy =y Jry ’x_ |N+25 dzdy
_ / (W% (@) — v (@) o) da (7.3.19)
Y
thanks to (7.3.10) and (7.3.11).
On the other hand, using the well-known inequality !
1
};(|a]p — |b[P) > [b]P~2b(a — b) for p € (1,00) and a,b € R (7.3.20)

with p = 2% — 1 (since 2% > 2) and Hélder inequality with exponents 2%/(2% — 2) and 2%/2, we get

/ (W% () - uF 7 @)oale) de

Y
= / (u® () — ui:_l(a:))w(x) dx +/ (u® () — uiz_l(m))v,\(:c) dz
G Qx

< 71/ u? "2 (x)v3 (z) dx + 71/ ui;_2(x)v§ dx
Gy O

(25-2)/23 2/2%
<m (/ u® (x) d;v) (/ vi: () da:)
G)\ G>\
(25-2)/25 2/25
+71< / w3 (z) dx) ( / vy () dx) . (7.3.21)
Q)\ Q)\

In the above equality, we used that vy = 0 in Rﬂ\rf \ K. Moreover, since 2, is the reflection of G
about the hyperplane T}, if follows that

/m w3 (z) dr = /GA u® (z) da. (7.3.22)

Tt suffices to use the convexity of the function t + |¢|? for p > 1.
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Plugging (7.3.22) into (7.3.21), we get that

|0 @) = @)one) da

(25-2)/23 2/23
< 'yg</ u® () da:) (/ vi: (x) da:)
Gy RY

z) — vA(y))?
dzd 7.3.2
/]RN/]RN Ix—yIN“S e (7.3.23)

thanks to Sobolev inequality (see [65]). Combining (7.3.19) and (7.3.23), we get

CNS (y)>2
ANAN m— S dady

(25 —2) /2
< / % (z) da / / ) =) (7.3.24)
N Gy RY JRY ]x— | V+2s

Here, ~;, i € {1,2,3} is a positive constant independent of A\ and that may change from line to
line. However, using that u € L% (RY'), there exists [ > 0 such that for A < —I, we get

(2:-2)/2

2% CN,s

u“s(x) dr < —= 7.3.25
<AA (@) ) e (7.3.25)

we deduce from (7.3.24) that

2
/RN /RN \m — ’NJr(gs)) dxdy =0 (7.3.26)

which implies that vy = const in Rf and recalling that vy =0 on {x € Rﬂy : 1 = A}, we conclude
that vy = 0 in RY and (7.3.9) follows.
We now move the plane to the right as long as (7.3.9) holds true to its limiting position. Next, we
define

A={deR:u<u, in ¥y, Vu <AL (7.3.27)
From (7.3.9), it follows that A is nonnempty, that is A # (). Since also A is bounded, the following
is well-defined

As 1= sup A. (7.3.28)

We claim that A\, < co. Indeed, if the claim does not holds true, that is, if A\, = oo, then we can
choose A;j with A; — 0o and u < uy; a.e. in X),. Now, by integrating over X, we get that

/ u* da §/ ui; dx :/ u* de, (7.3.29)
Ty, B ! RIV\Z»,
which implies that

+

* 1 *
/ u® de > / u® de, (7.3.30)
RN\, 2 Jry
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that is,

* 1 *

2 2

s1 dx > - s dux. 7.3.31

/Rfu RN\, x_z/ﬂwu x ( )

Since RRI\EA. — 0 a.e. on ]Rf and u € L% (]Rf) then, by applying Lebesgue’s Dominated Con-
vergence Theorem, the left-hand side of the above inequality converges to zero as j — oco. This
implies that v = 0 a.e. in Rﬂy , contradicting the fact that u is nonconstant. Therefore, the claim
follows, that is, A, < oo.
By setting wy, := uy, — u, we get by continuity that

wy, >0 in Xy,. (7.3.32)
This means that
either wy, =0 in X\, or wy =20 in X,,. (7.3.33)

We now show that the second option in (7.3.33) cannot occurs. By contradiction, assume that the
second option in (7.3.33) is true, that is, there exist two positive constants ¢ > 0 and p = p(\)
such that

wy, >¢>0 in By(T) C Xy, (7.3.34)

for some € ¥,,. Now, in order to get a contradiction, one prove that the plane can be move
further to the right. To this end, we show the following strict inequality

wy, >0 inallof ¥, . (7.3.35)

Consider now an arbitrary point z € X, \ {Z} and we fix p, such that B, (z) C 3),. Then, it easy
to see that w), weakly solves the equation

(~A)ywr, 20 in By, (2). (7.3.36)
Indeed,
% /R . /R . (wx*(rc)—|’t;u:(z‘)])v(f2iw)—w(y)) dedy
_ c% /R . /R . (UA*(‘%‘)f;)\*—(Z)V)V(fQ(f)So(y)) drdy
_CJ;,S/M /M (u(x)—ﬁ(g)ijﬁ%)s—w(y)) dxdy

= [ 7@ — ¥ @))pla) da
R

+

- /2 (" (@) =N (@)p(w) da > 0,

for all nonnegative function ¢ € C2°(B,,(2)). Notice that to obtain the latter inequality, we used
(7.3.32). Therefore, we conclude that w), satisfies (7.3.36), as claimed. Moreover, w), is continuous
on B,,(z), thanks to Proposition 7.3.4. Consequently, from the strong maximum principle, see
Proposition 7.3.1, either wy, = 0 in RY or wy, > 0 in B,,(z). However, if wy, = 0 in RY, then
this contradicts the inequality (7.3.34). From this, we deduce that wy, > 0 in B, (z), that is,
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u < uy, in By, (2). Using the fact that z is arbitrarily takeng in ¥y, \ {Z}, then the strict inequality
(7.3.35) follows. Therefore, the plane Ty, can be moved further to the right, say, to A\, + &, with
€ (0,e4), for some e, > 0. With regards to A\, + ¢, we associate the function vy, . and we set

K\, +c :=sSupp vy, +e S0 that
Ky, 1e =G 1 U 4c (7337)

with Gy, e and Q), . define as above, see (7.3.12) and (7.3.13). Arguing as above with vy, ., we
have similar to (7.3.24) that

CNS U/\* U)\*'Fa(y))z dfl?dy
RY JRY \55 - y’N”S

e (0e4e(@) = v2se(y))?
<C / u / / A**‘f A te dzdy, 7.3.38
( N ( ) ) RN RN y|N+2$ ( )

where C'= C(N, s) is a positive constant independent on e.
Now, we choose a sufficiently large compact set K of Rf such that

. 0
/ u? dr < — (7.3.39)
RN\K 2
for some 4 to be specified later. Notice further that K is choosing so that K N Ty, # 0. Next, we
also choose ¢ such that
« )
/ u® dr < = (7.3.40)
Bacy (Tr,) 2

Here, Ba.,(Ty,) = {x € RN : dist(z,T),) < 2e0}, which is an gp-neighborhood of Ty,. By
continuity, there is ¢ > 0 such that

uy, —u>c>0 in (K N 2)\*) \BQEO(T)\*)7 (7.3.41)

thanks to (7.3.35). Consequently, there exists € € (0,¢¢) such that

c .
Un, e — U > 5 >0 in (Kﬂ E)\*) \BQEO<T)\*> = (Kﬂ 2)\*+5) \BQEO(T)\*). (7342)

To simplify the notation, we put K:= (KNS 1)\ Baey (T, ) Then from (7.3.42), we have that
Uz, 4 = 0 in K. This implies that Gy, 1 C K, 1« C Y\ K.
Using (7.3.39), (7.3.40) and the fact that $y, 4. \ K C (RY\ K) U Ba,(Ty,), we find that

/ u* da §/ u® dx §/ u* daH—/ u* dx < 6. (7.3.43)
Gaute Taste\ K RY\K Bacy (Th,)

By choosing now § > 0 sufficiently small such that

*

S <CN’S> %72 where C is the constant appearing in (7.3.38), (7.3.44)

2C
(25-2)/25
u® (x) dac) < CN’S, (7.3.45)
(.. 20

we find from (7.3.43) that
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and therefore, by using (7.3.45) in (7.3.38), we obtain

/ / (Va,4e(z) — U)\*Jrs(y))z dxdy = 0. (7.3.46)
RY JRY

|z — y| V2

This implies that vy, 4. = const in RY and recalling that vy, +. =0 in {z € R} : 21 = A\, + €}, we
deduce that

Vae =0 in RY. (7.3.47)
This contradicts (7.3.28). Finally,

Wy, = 0 in EA* (7.3.48)
that is

uy, =u in Xy, (7.3.49)

as wanted. To conclude the reflexion with respect to the z-direction, we argue as follows. For any
Yy € ]Rf \ X,,, there exists z € 3, such that y = x,,. Using this property and (7.3.49), we find
that

ur, (y) = ux, (2r,) = u(@) = u(zy,) = u(y). (7.3.50)

This implies that
uy, =u in RY\Z,,. (7.3.51)

Combining (7.3.49) and (7.3.51), we deduce that

uy, =u in RY. (7.3.52)

*

Using the same argument in the opposite direction, that is, (—z1)-direction, equality (7.3.52) also
holds true. Consequently, the symmetry with respect to the zq-direction follows. Let put A, := AL
Now we prove the monotonicity of u with respect to the x; variable. Let (z1,...,zy) and
(T1,...,7N) be two points in Xy, = X1 with 71 <71. Then, by setting \ := % it follows from
the arguments developed above that

wy >0 in X). (7353)
Consequently,
0 <wr(xy,...,zN) =ux(z1,...,2n) —u(x1,...,2N)
:u(jlw"a:EN) _u(mlv"wa)a
that is
u(zy,...,eN) < u(Ti,...,TN). (7.3.54)

Therefore, u is strictly increasing in 1 < AL. By the same manner, we prove that u is strictly
decreasing in 1 > Al. Repeating this process in the remaining directions, we find a sequence
A2, .., AN=1 for which u is symmetric in 9, ..., 2y_1 across the hyperplanes Tyz,... ,T/\*N—l, and
monotonic as well (strictly increasing and decreasing on the left and on the right of each plane
respectively). Since the problem (7.1.1) is invariant under dilations and translations parallel to the
boundary, we have by mean of the change of variables z; —+ x; — AL, ¢ = 1,..., N — 1 that u is
symmetric in x1,...,xny_1 with respect to the plane Ty and monotonic as well, up to translation.
Therefore, we can assume without loss of generality that A\l = A2 = ... = AN=1 = 0. From this,
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we deduce in particular that w is even in z’, that is, u(—2',2y) = u(2/,zy) for all (z/,zy) €
RN=1 % (0, 00).

To complete the proof, it remains to show that the above symmetry and monotonicity are valid for
any direction in RV =1, Let then e be any direction in RV~! that is, e € R¥~! and |e| = 1. Then
as above, there is A{ for which u is symmetric in the e-direction about the hyperplane Th.. The
proof will be done if we show that, in fact,

A¢ = 0. (7.3.55)

Assume to the contrary that (7.3.55) does not hold, that is, A # 0. Then from the argument
above, the function ¢t — v (t) = u(te, 1) is strictly increasing in (—oo, AS] and strictly decreasing in
[AS, 00). Moreover, it also satisfies ¥(—t) = 1(t), that is, 1 is even. From this, we get in particular
that

Y(=A%) = ¥(X5) (7.3.56)
and since —A¢ belongs in one of the set (—oo, \¢) and (A§,00), then by taking into account the
monotonicity of ¥, we find that the equality (7.3.56) holds true if and only if ¢ = const, that is,
u(te, 1) = const. Since e can be chosen arbitrarily in RV !, the latter equality gives that u = const
in RY. This contradicts the fact that u € L% (RY). Finally, equality (7.3.55) must be true, and
therefore, we easily complete the proof. In fact, we have shown that, up to a translation parallel to
the boundary, every hyperplane T containing the upper half-space Rf is a symmetry hyperplane
for u. This yields that, up to a translation parallel to the boundary, u is radially symmetric in z’
and monotonic in the radial variable as well. O

7.3.1 L°-bounds of weak solution

In this subsection, we provide L*-bounds of weak solutions to the problem (7.1.1) via Moser’s
iteration method. Before doing so, let us recall in the next proposition, an elementary result
regarding the effect of convex functions on (—A)%N.
+
Proposition 7.3.2. Assume that ¢ : R — R is a Lipschitz convex function such that ¢(0) = 0.
Then if u € H§(RY) we have
(=A)gve(u) < @' (u)(=A)gyvu  weakly in RY. (7.3.57)
+ +

Proof. The proof of the above lemma is standard. In fact, using that every convex ¢ satisfies
w(a) —p(b) < ¢'(a)(a —b) for all a,b € R, the proof follows. O

Our main result on the boundedness of weak solutions to problem (7.1.1) reads as follows.

Proposition 7.3.3. Let s € (0,1/2) U (1/2,1), N > 2 and u € H§(RY) be a positive solution to
problem (7.1.1). Then u € L®(RY).

Proof. Let o > 1 and T > 0 large. Let us we define the following convex function

0, if +<0
or.a(t) =< 19, if 0<t<T
aT* Mt —T)+T% if t>T.
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For simplicity, we put ¢, =: ¢. Here and in the rest of the proof, we will use ¢ instead of @7 4.
Using that ¢ is Lipschitz, with constant A, = aT%™!, and ¢(0) = 0, we have p(u) € H§(RY). Now
the convexity of ¢ yields

(—A)Ewgo(u) < gp’(u)(—A)Ewu, (7.3.58)

thanks to Proposition 7.3.2. Moreover, by Sobolev inequality (see for instance [65]) and the in-
equality (7.3.58), we have that

oI g, < Cllotliay, = C [ el(-A)yotu) do
+

<0 [ o)) (-A)u d
RY +

=C o(u)g' (w)u® 1 d.
RY

Exploiting that ue'(u) < ap(u), we get from the above inequality that
||<p(u)||igz ®Y) < C’a/ (o(u))?u®"2 dz. (7.3.59)

N
R+

We notice that the integral on the right-hand side of the above inequality is finite. This follows
from a simple argument. Indeed, using that o > 1 and ¢(u) is linear when u > T, it follows that

20,252 gy — 2022 do u)2u2:72 do
/M«o(u))u d /{ug}“”( Pk [ ()Pt d

{u>T}

< TQO‘_Q/ u® dr + C u% dr < oo.
RY RY

We now choose « in (7.3.59) so that 2o — 1 = 2%. Let ay be this value. Then it holds that

2+

5 (7.3.60)

aq

Let M > 0 be a positive number whose value will be fixed later. Then exploiting Holder’s inequality
with exponents ¢ := 2%/2 and ¢ := 2% /(2% — 2), the integral on the right-hand side of (7.3.59) can
be estimate as

w))?u® 2 dr = w))?u®"? dx w))u® 72 dx
/M«o( )22 d /{U<M}<@< )22 d */{u>M}(“"( D22 d

(())? v E
S/ AW pg2i-1 g / (p(u)% do / u* dx . (7.3.61)
{u<M} u RY {u>M}

From the Monotone Convergence Theorem, we can choose M large so that

2% 2

a2
* s 1
% < 3.
</{U>M} u da:) < 2Ca,’ (7.3.62)
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where C' is the positive constant appearing in (7.3.59). Consequently, taking into account (7.3.62)
in (7.3.61) and by using (7.3.60), we deduce from (7.3.59) that

*_ u 2
() gy, < 2Ca <M v e d:c),
+ Rﬁ

U

Since p(u) < u*' and recalling (7.3.60), we get by letting 7" — oo that

2/2%
/ Y dx <2Ca M2;1/ u? dr | < oo,
RY RY

u € L% (RY). (7.3.63)

and therefore

Suppose now that & > ;. Thus, using that ¢(u) < u® in the right hand side of (7.3.59) and letting

T — 00, we obtain
2/2;
/ ut® dy <Ca / w22 gy |, (7.3.64)
RY RY

T ) Siceay
/ u*® dx < (Ca)2(e-1) / w22 g . (7.3.65)
RY RY

We are now ready to use an iterative argument as in [16, Proposition 2.2]. To this end, we define
inductively the sequence au;,+1, m > 1 by

Therefore,

200m41 + 25 — 2 = 2o,

from which we deduce that,
2¥\m
o —1=(5) (e = 1)

Now by using a;,+1 in place of «, in (7.3.65), it follows that

1 1
. 25 (am41—1) 1 . 25(am—1)
uZsmtl dp < (Capygq) 2 om+1=0 uZs%m dx .
RY RY

Next, we set

1 . 2% (am—1)
Cmt1 = (Cagpgr)?@mt1=D and A, = /N u?som dy
R
+

so that
Am+1 § Cm+1Am, m Z 1. (7366)

We now iterate the above inequality to see that

m—+1

Amy1 < H C;Ax,
=2
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from which it follows that

m—+1 0
log At1 < Z log C; +1log A1 < Z log C; 4+ log A;.
i=2 i=2

Notice that the serie ), log C; converges since a1 = (o1 — 1/2)™ (o — 1) + 1 and also, since
u € L% (RY) (see for instance (7.3.63)), then A; < C. From this, we deduce that

log Am+1 < CU (7367)
with being Cy > 0 a positive constant independent of m. By letting m — oo, it follows that
||U||Loo(R§) < Cj < oo,
as wanted. O

As a direct consequence of the above result, we deduce from [122, Theorem D] the following.

Proposition 7.3.4. Let s € (0,1/2) U (1/2,1), N > 2 and u € H§(RY) be a nonnegative solution
to problem (7.1.1). Then, u € C(RY).



Chapter 8

Mountain pass solutions for the
regional fractional Laplacian

In this last chapter, we apply the mountain pass Theorem to the regional fractional Laplacian. The
presentation of this chapter follows verbatim the one of the original paper [R7]. The notation may
slightly differ from those in the previous chapters.

8.1 Introduction and main result

The aim of this note is to study the existence of nontrivial mountain pass solutions of the following
nonlinear Dirichlet problem

{(—A>au = f(u) i ©Q .

u=0 on 0f2,

where Q@ C RY (N > 2) is a bounded Lipschitz domain, s € (1/2,1) and (—A)§, is the regional
fractional Laplacian defined for all u € C?(Q2) by

(~8)pute) = CwaPV. [ O ZB dy, 2o,

Here, Cy s is a suitable positive normalization constant and P.V. stands for the principal value of
the integral.

In recent years, the study of nonlinear problem involving the regional fractional Laplacian has
received a great attention. In [83] the authors established the existence of nonnegative solutions
for problem of the type (8.1.1) with critical nonlinearity. More precisely, they showed that the
minimization problem

Qn,s,0[u]

s Q) =
SwalV) = il Tl

)2
" . with Qnsoly] // |x—y|N+23 dxdy (8.1.2)
L2 ()

is attained. Here, 2% := 2N/(N — 2s) is the so-called fractional critical Sobolev exponent. Notice
that at the critical power 2% there is a lack of compactness. Therefore, classical technique such as
mountain pass argument cannot be applied to (8.1.2). To bypass this difficulty, the authors in [83]

147
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used the missing mass method. Interior regularity and boundary regularity of positive weak dual
solutions of problem of type (8.1.1) were obtain in [26]. The existence an nonexistence of blowing-
up solution for nonlinear equation driven by the regional fractional Laplacian has been addressed
in [46].

However, to the best of our knowledge, much less is known regarding the existence of mountain
pass solutions. In [115], the author used the mountain pass theorem to prove the existence of
solutions for semilinear problem driven by a variational version of the regional fractional Laplacian
(=A)3, with a range of scope determined by a positive function p € C(Q) (with additional condition
that Mg < p < dq for all A € [0,1]), which agrees with the following definition (see e.g. Eq. (1.2)
in [115])

s B (u(z + 2) —u(x))(v(z + 2) — v(z)) s
[ o= [ [ Y 2z (8.13)

|Z’N+2s

Apart from the reference [115], nothing is known in the literature about the existence of mountain
pass solutions for the full regional fractional Laplacian. Therefore, in this note, our aim is to study
the existence of nontrivial solutions of (8.1.1) by using the mountain pass theorem. We stress that
the operator in (8.1.1) and the one treated in [115] are completely different and also the arguments
developed here are different from those in [115]. It therefore makes sense to study problem (8.1.1).

Before stating our main theorem, we make the following assumptions on the nonlinearity f :
R — R.

(F1) There is C > 0 and p € (2,2%) such that

[fO)] < O+t

im L0 < o
(F2) o= =0

(F3) lim £ _ +00;

ti—oo £
(Fy) Denote by H(t) =tf(t) — 2F(t). Then there is ¢y > 0 such that
H(t1) < H(t2) + co
forall 0 <t <tgorty <ty <O.

Here F(t) = fg f(7) dr is the primitive of f. We notice that condition (Fj) is a weaker form of the
following assumption

(Fy)* There exists Ty > 0 such that % is increasing for |t| > Tjp.

With the model case F(t) = t?1log(1+|t|), we have in particular that f satisfies the assumptions
(F1) — (Fy). This function can be found in [148].

With the above hypotheses on f, we are now ready to state our main result. It reads as follows:

Theorem 8.1.1. Let f be a function satisfying conditions (F)-(Fy). Then, there exists nontrivial
mountain pass solution to the problem (8.1.1).
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We mention that Theorem 8.1.1 remains valid if f(w) is replaced by f(x,u) provided that
assumptions (F3) and (F3) hold uniformly in the first variable, that is, in . In the case of fractional
Laplacian with homogeneous exterior Dirichlet data, such type of existence result has been obtained
in [136,148].

The strategy behind the proof of Theorem 8.1.1 reads as follows. Let introduce J as the corre-
sponding energy functional to (8.1.1). Then, the first step of the proof is to show that the functional
J has the geometric features needed in order to apply the mountain pass theorem. Next, in the
last step, we prove that the functional J satisfies the Palais-Smale condition. We believe our result
produces a preliminary step in studying nonlinear problems involving regional fractional Laplacian.

The rest of the note is organized as follows. in Section 8.2 we give some preliminaries that will
be useful throughout this paper whereas in Section 8.3 we prove Theorem 8.1.1.

Acknowledgements: This work is supported by DAAD and BMBF (Germany) within the
project 57385104. The author would like to thanks Tobias Weth and Mouhamed Moustapha Fall
for suggesting this topic.

8.2 Preliminary results and notation

In this section, we introduce some preliminary properties which will be useful in this work. For all
s € (0,1), the fractional Sobolev space H*({2) is defined as the set of all measurable functions u

such that (u(2) ( ))2
w2 / / (u(@) —uy)” , .
[ulFrs(0) oo Jw —gNrs Yy

is finite. It is a Hilbert space endowed with the norm

lullFrs(qy = llullZe) + [ulFsq)-

We refer to [65] for more details on this fractional Sobolev spaces. Next, we denote by Hj(2) the
completion of CZ°(2) under the norm || - || gs(q). Moreover, for s € (1/2,1), Hf(€2) is a Hilbert
space equipped with the norm

> (u(z) — u(y))®
HUHHg(Q)—/Q/Q |z — y|NT2s dxdy

which is equivalent to the usual one in H*(2) thanks to Poincaré inequality.

For every set A C RY, we denote by |A| its N-dimensional Lebesgue measure. As usual, for a
given function u, we denote respectively by u™ = max{u, 0} and u~ = max{—wu, 0} its positive and
negative part. Finally, if X is a Banach space, then by X* we refer to its dual.

We have the following
Definition 8.2.1. Let ¢ € R, X be a Banach space and J € C'(X,R).

(7) {u;} is a Palais-Smale sequence in X for J if J(u;) = ¢+ o(1) and J'(u;) = o(1) strongly in
X* as i = o0.
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(i7) We say that J satisfies the Palais-Smale condition if any Palais-Smale sequence {u;} for J in
X has a convergent subsequence.

In the next proposition, we recall Sobolev embeddings.

Proposition 8.2.2 (see [63,65]). The embedding H§(S2) — LP(Q) is continuous for any p € [2,2}],
and compact for any p € [2,2%).

The following proposition will be of key importance.
Proposition 8.2.3. (i) For every w € H§(Q) then both w™ and w belongs to HS().
(13) For any measurable function w, the following inequalities hold true
(a) (w(@) — wt(1))? < (wH(@) — wt () () - w(y)),

(b) (w™(z) —w™ (1) < (w (z) — w™ (y)(w(z) —w(y)).

Proof. (i) From the definition of w™ and w™, we immediately see that w*™ = w™ = 0 on 9.
Now,
jw™(2) —w™ (y)| = 0] < |w(z) —w(y)l, if w(x)>0,w(y) >0
jw™(z) —w™ (y)| = | —w(y)| < |w(z) —w(y)] if w(z)>0,w(y) <0
[w™ (@) —w™ (y)| = | —wz)| < |w(@) —w(y)] if w(z) <0,w(y) =0
[w™ (@) —w ()| = [ —w(z) + w(y)| = [w(z) —w(y)] i wE)<0,wly) <0

Therefore,

2 w™(z) —w” (y)? (@) —w(y)? 2

which implies that w™ € H§(Q). Furthernore, using that w" = w + w™ then it is easy to see that
sy < 0l gy + ™ [y Thus wt € H(©) too.

i1) It is enough to prove (a). Using that w = w™ — w™, we get
g p g g

(w(z) —wy)(w*(z) —wh(y) = (W () - wh(y)* - (W (@) —wy)(w () - w (y))
= (w¥(z) —wt(y))* + v (2)w™ (y) + w (y)w ()

<

since wt (z)w™ (y) + wt (y)w™ (x) > 0. O

We conclude this section with the following elementary result regarding convex functions applied
to (—A)g-

Proposition 8.2.4. Assume that ¢ : R — R is a Lipschitz convex function such that ¢(0) = 0.
Then if uw € H5(Q2) we have

(—A)ge(u) < @'(u)(—A){u  weakly in Q. (8.2.1)

Proof. The proof of the above lemma is standard. In fact, using that every convex ¢ satisfies
o(a) — p(b) < ¢'(a)(a —b) for all a,b € R, the proof follows. O
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8.3 Mountain pass solutions: proof of Theorem 8.1.1

The purpose of this section is to prove Theorem 8.1.1. Before doing this, we mention that solutions
of (8.1.1) correspond to critical points of the associated Euler-Lagrange functional J : H§(2) — R

defined by
O [ [ O
)= 4 /Q/Q |z — y[N+2s dady /QF( ) da, (8.3.1)

where F(& fo ) dt is the primitive of f. By the property of F, it is easy to check that
J e CI(HO(Q) R) in the sense of Fréchet and

) = G [ [ LS oy [ e ds (532

for any ¢ € H3(€2). In order to find the critical points of J, we wish to apply the mountain pass
theorem which goes back to Ambrosetti and Rabinowitz [7]. For this ends, we have to check that
J has an appropriated geometrical structure and that it satisfies the Palais-Smale compactness
condition as well.

In the sequel, we collect some prelimany results. We note that the analysis here has similarities
to that of [148], where the authors treated the case of fractional Laplacian.

Lemma 8.3.1. Let f be a function satisfying condition (F3). Then, the functional J is unbounded
from below.

Proof. From condition (F3) we deduce that for all A > 0, there exists C4 > 0 such that
F(t)> At> —C, forall t>0. (8.3.3)

Now, we fix ¢ € H§(2). Without any loss of generality, we may assume that ¢ > 0. This is possible
since if ¢ € H§(Q), then ¢ € HF(2) too (see part (¢) of Proposition 8.2.3).
Hence from (8.3.3), we have that

CNS
It) = 2PNl — [ Fite) do

Cn
< T’St2”80||§15( AtQHSOHH )+ CalQ|

Ch,
= 2(Z12el3p) — Alel3ay) + Cal:
By choosing in particular A = 7(0) + 1, then
” HLQ(Q)
Jlim J(tp) = —o0,
as needed. O

Lemma 8.3.2. Let f be a function satisfying conditions (Fy) and (Fy). Then, there exist p, B >0
such that for any u € H§(Q) with |ullgs) = p, it follows that J(u) > B.
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Proof. From (F1) and (F3), we have that for every € > 0, there exists C; such that
F(t) <et? + CtP forall t>0.

Therefore, taking this into account and by using Holder inequality, we get that

C s
J() > a2 )—5/ 2 d:z:—CE/ uf? dz

CN 222 =

> SN o) — )l gy — CEI Tl
CHV 2*—2 :

> ( )l — 96 Gl T [l

2% -2

Choosing e > 0 such that ey|Q| =N < Cg 2 it easily follows from the above inequality that

J(w) = 0ull3s 0y (1= nllultysta) ).

where ¢ and 7 are positive real numbers. Now, let u € Hj(Q) satistying [lul|gs) = p > 0. Then,
recalling that p > 2, we can choose p sufficiently small (i.e. we choose p such that 1 — npP=2 > 0),
so that

inf  J(u) > 0p*(1 —npP~2) = 5> 0,
wer @) (u) > 0p~(1 —npP™7) =: B
el 25 () =p

concluding the proof of Lemma 8.3.2. O

In our next lemma, we analyze the compactness property of every Palais-Smale sequence of J
in H5().

Lemma 8.3.3 (Palais-Smale condition). Let f be a function satisfying conditions (Fy), (F3) and
(Fy). Then every Palais-Smale sequence for J strongly converges in HS(SY), up to a subsequence.

Proof. Let {u;}ien C H§(S2) be a Palais-Smale sequence for J i.e., {u;}icn is a sequence such that
(see part (i) in Definition 8.2.1)

J(uw;) = c and (J'(u;),0) — 0 forall e Hi(Q). (8.3.4)
The aim is to prove that {u;};en is bounded in H{(2). Seeking contradiction,
uill g =00 as i — oo,

Define v; := m Then ||v;[| gz (@) = 1, that is, v; is bounded in H{(€2). Since Hgj(2) is Hilbert,

then after passing to a subsequence, there is v € H§(£2) such that
v; = v weakly in  Hj(Q)

v; — v strongly in  L*(Q)

v; > v a.e. in (),
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thanks to Proposition 8.2.2. Now, we claim that v = 0 a.e. in ). To prove this claim, we set
Qo :={z € Q:v(x) # 0} and we aim to prove that Qp = 0. If Qy where nonempty i.e., Qy # ()

then for z € Qq, |ui(z)| — 0o as i — co. Therefore from assumption (F3), we have that

im FQi@) e

Using (8.3.4) along with Fatou’s lemma, we find that

/hm M(w(@y dx:/ lim F(ui(x)) (ui(x)) da

i (ui(@)? TuilZ g

1
tHs (@) 78

1—00

4

o c
< liminf /( 2y — (i) )
) Q

- 2
1—>00 HUZH S(Q
CN,S

1 .

This with (8.3.5) imply that Q¢ has zero measure and therefore v(z) = 0 a.e. in .

Next, following the strategy developed in [110], we take ¢; € [0, 1] suh that

J(tiw;) = tIEn[(E)L,}li] J(tu;).

This yields that

d CN,S 2
& t:tiJ(tUi) = 9 tlHulHHg(Q) — /Qf(tzuz) * Ujg dl‘ =0.

Moreover, since

CN,S
't i) = 22l = [ Fltiw) -t o

we have with (8.3.6) that
d
/tiitiizti'*‘ tu;) = 0.
b, ) =t | Tt =0

Consequently, from (Fy) and thanks to (8.3.4), we find that
2J(tu,) S 2J(tluz) - <J'(tiui),tiui)
= / (tiui . f(tlul) — 2F(tiui)) dzr
Q

< /Q(ul - fu;) — 2F (u;) + co) dx

= 2J(uz) — (J’(uz),uz> + C()|Q|
—2c+c|Q as i — 0.

But for every [ > 0, there holds

2J(lv;) = %F - 2/ F(lv;) dx = %ZQ +o(1),
Q

(8.3.5)

(8.3.6)

(8.3.7)
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yielding a contradiction with (8.3.7), for [ and ¢ large enough. From this, we conclude that {u;} is
boubed in H{(€) and since H{(2) is Hilbert space, there exists u € H{(2) such that after passing
to a subsequence

u; — u  weakly in H{(9),

u; — u strongly in LP(Q), 2<p <2} (8.3.8)
u; —u  a.e. in £,

and there exists h € LP(Q) such that (see [27, Theorem 4.9])
lui(z)] < h(z) ae.in Q forallieN. (8.3.9)

Combining assumption (F7) with (8.3.8) and (8.3.9), and using Dominated Convergence Theorem,
it follows that

/f(uz)uZ dx — / fuw)u dz (8.3.10)
Q Q
and
/f ui)u dor — / f(u)u dx. (8.3.11)
On the other hand, we have by (8.3.4) that
v CNS
0+ (J'(w;),u;) = HuZHHs(Q) f u;)u; de. (8.3.12)

From this and by using (8.3.10), we get that
CN,S

Hui]Hg(Q)—>/f(u)u dx as 1 — o0. (8.3.13)
Q
Moreover, since
/ C s i — Uy —u
— (J'(ui),u) = N, // il ‘Z_))‘Svii) () dacdy—/ﬂf(ui)u dx, (8.3.14)

it follows from (8.3.8) and (8.3.11) that
CN s

Ay o (8.3.15)
Consequently, putting together (8.3.13) and (8.3.15) we find that

Hui”%{g(g) — HUH%{S(Q) as 1 — 00. (8.3.16)
Finally from straightforward calculations, we get, thanks to (8.3.8) and (8.3.16) that

ui(x i u(x) — u(y
s =l = sl + gy —2 [ [ =GN =) g

- 2||“”Hg(Q) - 2||“HH3(Q) =0

as ¢ — 0o. This completes the proof. O

We now complete the proof of Theorem 8.1.1.
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Proof of Theorem 8.1.1 (completed). From Lemmas 8.3.1 and 8.3.2, we see that the functional J
possesses the mountain pass geometry and satisfies moreover the Palais-Smale condition, thanks to
Lemma 8.3.3. Then by mountain pass Theorem (see [7]), there exists a critical point u € H{(f2)
for J. Furthermore, since by Lemma 8.3.2, J(u) > 8 > 0 = J(0), it follows that u # 0, that is, u
is a nontrivial mountain pass solution. This concludes the proof. ]

In the next proposition, we analyze the sign of the mountain pass solution.

Proposition 8.3.4. Assume that the assumptions of Theorem 8.1.1 are satisfied. Then, problem
(8.1.1) admits at least a nonnegative and nonpositive mountain pass solution uy € HF(Q) and
u_ € H§(Q) with uy,u_ # 0.

Proof. Consider the following nonlinearities

IOREEY o i t>0
‘Mt)’_{o it t<o M4 0= {f(t) it t<o0

and define also F(§) := fo f4(t) dt and F_(§) := fo ) dt. We first prove the existence of
nontrivial and nonnegatwe solution of problem (8 1 1) For that, we consider the following problem

(epeze,

where the corresponding functional Jy : Hj(€2) — R is defined by

Cns u(z) — u(y))?
u) = 2[ /Q/QW dxdy—/gfl(u) dx.

Clearly, Fy € CY(H§(Q),R) and f, satisfies all the assumptions of Theorem 8.1.1. Therefore,
there is a nontrivial critical point uy € Hg(€2) for J4, which is a mountain pass (weak) solution of
(8.3.17). On the other hand, (uy)™ € H§(2) (see part (i) of Proposition 8.2.3). Using now (uy)~
as a test function in (8.3.17) and recalling (i7) of Proposition 8.2.3, we find that

CN,S

0<

() 70 /f+ us)(uy)” dz
— [ mo) dek [ feuen) do=o
{u4>0} {u4<0}

In the latter, we used the definition of f,. Therefore, ||(u)~||? sQ) = = 0 which implies that uy >0

a.e. in 2. From this, we finally get that uy > 0, uy # 0 a.e. in Q. Moreover, since J(uy) = J4(uq),
then u is also a nontrivial and nonnegative weak solution of problem (8.1.1). This completes the
proof of the existence of nonegative solution of (8.1.1).

By the same manner, by considering now the following problem

(~Ayu=f-(u) in Q
{ . on 00 (8.3.18)

we also obtain a nontrivial and nonpositive solution u— € H(£2) of problem (8.1.1), completing
the proof 0
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By using the classical De Giorgi iteration method, we obtain in next proposition, a priori L°°-
bounds of weak solution to (8.1.1). Before, let us recall the following.

Definition 8.3.5. We say that v € H§(Q) is a weak solution of (8.1.1) if

C s X)) — s
> / / |x_ (|ff(+2)s ) gy /Q fodr forall peHy(Q).  (83.19)

Now, we have the following.

Proposition 8.3.6. Let u € H§(Y) be a weak solution of (8.1.1). Then u € L*°(Q).

Proof. As mention above, we use the classical De Giorgi iteration method to prove the boundedness
of solution of (8.1.1). More precisely, we will show that

Jull o) <1 whenever |lu™|[1pq) <& for some &> 0. (8.3.20)

For all k € N, we consider the following monotone truncation vg := (u — (1 —27%))* in Q. Then
v € H§(Q) satisfies the following properties

Vps1 < v in Q, u < (28 — 1)vy, where {vp1 > 0} and {vp1 > 0} C {vp > 27771} (8.3.21)

Using the inequality (i7)-(a) of Proposition 8.2.3 with w = u — (1 — 27%71) (so that wt = vp,1),
we get thanks to (8.3.19) that

Vk+1(2) — ve11(y)) Y)) (Ve 11(7) — vey1(y))
// |z — y|V+2s dxdy<// |m_ |N+2s dxdy

== / fw) Wit do
N,s JQ
< 2 /(1+ ulP™)ogg1 da
CN,S Q
2C
= / (1 + |ulP~opy da
Cn.s {vk+1>0}

2C
=G (/ Uk41 d$+/ JulP~ o1 dl‘)
N,s N J{vp41>0} {vk4+1>0}

_1
() > O} "7 [k oo

- CN,S
2C

+ / (2k+1 4 1)p_1v£ dz
CN,S {vk+1>0}

1
< C{z € Q:vpyq(x) > 0} PU,f +C@M 1Pty

Here, we have set Uy, := Hkaip(Q).
On the other hand,

Uk:/vi d:cZ/ vy, de > 27 * P € Q- v (z) > 0.
Q {vk41>0}
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Therefore,
[or1 (175 0y < (C20FDED L 02 4 1)P Uy < C'/2M 4 1P (8.3.22)

Moreover, applying Holder inequality and using Sobolev embedding (see Proposition 8.2.2), we get
that

2:—1)
U= [ ol do < onna g (o € R v (0) > 0} 5
{Uk+1 >0

2: —p

P
2 E3
< (Collverlizey) @40 =
b
2

2% —
< (COC’(2’“+1 + 1)”_1Uk> (20+Dpg7 ) BT

Since p > 2 then we can write § = 1 + ¢ for some ¢ > 0 depending on p. From this, we have with
the above inequality that

(p=1) , P25—=P)  14(e+ 2 )
k+1 B + E3 2:
U1 <C1(2°F +1) 2 = U,

= rob*U,. "7,

where we have set k9 > 0,b>1and 8 =¢+ 2:2:]).
Now by [91, Lemma 7.1],

Ur — 0 provided that [[u™||1pq) = Up < /{g%b_ﬁ%_
Hence, by Fatou’s lemma,
| (u— 1)+Hip(m < likrgggf Ur =0 provided that ||u+HLp(Q) <.
ie.,
(u—1)" =0 ae in Q provided that |lu™|zrq) < 6.
ie.,

ess supu < 1 provided that ”u+||Lp(Q) <.
Q

Replacing v by —u in arguments above, we also find that

ess sup(—u) <1 provided that ||u™ || zpq) < 6.
Q

Combining the above result, we conclude that
ul[ o) <1 provided that Hu+||Lp(Q) <4,
as wanted. 0]

Remark 8.3.7. Owing to Proposition 8.3.6 and assumption (F1), f(u(-)) € L>(2). Therefore, all
the regularities established in [73] can be carried out to solutions of (8.1.1).



Appendix

In this last part of the thesis, we obtain some asymptotic results for (—A)§u as s — 07. We recall
that for all s € (0,1) and u € C?(Q),

(—A)gu(z) = CN7SP.V/QW dy, z€Q, (8.3.23)

where ¢y s is the normalized constant define in (1.1.6). Our first result is the following.

Proposition 8.3.8. Let @ C RY (N > 1) be an unbounded domain and u € C2(Q) for some
B8 >0. Then
(—A)ju—0 as s—07F

provided that
/ 2™ dz -0 as R — oc. (8.3.24)
Q\Bgr

Proof. Let R > 4 be such that suppu C Br. Since we are interested in the asymptotic behavior
4

as s — 0, then we can assume without losing generality that 0 < s < min{g, %} From this, the
integral in (8.3.23) can be understood in Lebesgue sense. We can therefore drop the "P.V.” to
obtain

|(_A)6U($)‘ = CN’S/Q |U(m)|z_|;;4(r§s+ Z)’ dz

_ lu(z) — u(z + 2)| / [u(z) — u(z + 2)|
= CN’S</3R 2| N+2s dz + \Bx EREEZ dz)

= Jp(s,2) + Ja(s,2),

where
— +2)| lu(x) — u(z + 2)|

JE S, :cNS/ [ulz) — ulz dz and J3 s, T :ch/ dz.

R( ) * 5y, |Z|N+2s R( ) ) N\ B |Z|N+25
Estimate of J}(s, ).

N-1
. B lu(x) — u(z + 2)| ensllullos@)SY T s o,
Jr(s,2) = cn s /BR PLET z < 5 2s RP—25, (8.3.25)

158
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Estimate of J%(s, ).
o If 2| < % then |x + z| > |z| — |z| > % whenever z € Q\ Bgi. This shows that z + z ¢ suppu and
therefore u(x 4+ z) = 0. Thus

J? s,r)=c S/ [u(z)] dz < ensl|ul| e / 2|7V dz. 8.3.26
Moy =evs || v de < evalvliem [ 12 (8.3.26)

o If x| > % then u(z) = 0 since in this case = ¢ suppu. Consequently,

’U(l’ + Z)‘ / _N
———— dz < cnyssup ||lu(z + )| feo z dz. 8.3.27
’Z‘N—’_QS N, xeg H ( )”L (Q\BRg) N\Bx ‘ | ( )

J]%(s,x) = CN,S/

QN\Br

Combining (8.3.26) and (8.3.27), we find that

Th(s,) < e ma {|ul e oy, sup u(@ + ) (o1 5 | / 27 dz. (8.3.28)
z€eQ Q\B

R

Now recalling (1.1.7) we get from (8.3.25) and (8.3.28) that
(-A)u—0 in Q as s—0"
provided that (8.3.24) holds true. We notice also that this limit holds uniformly. O
Remark 8.3.9. In the case when € is bounded, we also find that for v € C#(Q) for some 8 € (0,1),
(—A)du — 0 uniformly as s — 0. (8.3.29)
Indeed, assuming without loss of generality that s € (0, g), a simple calculation yields
|SN_1’”UHcB(ﬁ)diam(Q)ﬂ_Qs
68— 2s

where diam(Q2) = sup{|z — y| : =,y € Q} is the diameter of 2. Now, recalling (1.1.7), we obtain
(8.3.29) from (8.3.30) by letting s — 0.

[(=A)Qull L () < N (8.3.30)

In what follows, we turn our attention to the special case @ = RY = {z = (2/,2n) € RV :
xy > 0}. First, from the definition of ¢y s (see (1.1.6)), we have

s _~n_ N 2
tr(s) = c% —in(0)=cy =m gF(E) = m as s — 0", (8.3.31)
Also,
th(0) = Os|s=otn(s) =7 2 ((2log2 - fy)f‘(?) + F/(E))
/(ﬂ
=cn(2log2 — v+ —25) =enpn,
( F(QV))

where py :=2log2 — v+ \IJ(%) and v = —T”(1) is the Euler Mascheroni constant. Here, ¥ = 1% is
the Digamma function.

Our next result analyzes the asymptotic behavior of (—A)

c? (RY). It reads as follows.

S

R as s — 0 among functions in
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Proposition 8.3.10. Let 8 > 0. For any u € CCB(]Rf), the following holds
1
: o s —— . N

Sl_l}r&( A)Rf“’ S n R

Equivalently,
id N +
(_A)J?%f =5 i Ry as s—0

among functions in Céa(]Rf)
Proof. Fix x € Rf and let Ryp > 0 such that suppu C BEO. We set R = Ry + || + 1. For
0<s< min{g, 3}, the integral (8.3.23) is well defined in Lebesgue sense. Now, for all z € RY,

/ w(z) —u(x + 2) Qs — / uw(z) —u(z + 2) s+ / u(z) —u(z + 2) da.
R Bt RY\B%

’z’N+2s ’z’N+2s ‘Z|N+25

Next, a simple calculation shows that

u(z) — u(z + 2) B—N—2s
| e el < oy, [
R R

1
= Dl sy / 2PN 4
glleomy) J -

_ |SN_1H|UHCﬁ(R{;’)

2(5 — 25)

RP72s, (8.3.32)

Hence, from (1.1.7) and (8.3.32) we get that

)

u(z) —u(r + z)
cNS/B+ PLEE dz—0 as s—07. (8.3.33)
R

Moreover, for |z| > R, we have |[v+z| > |z|—|z| > R—|z| = Rp+1. This implies that z+ 2z ¢ suppu
and therefore u(x + z) = 0. Thus,

/ w22 g — ey / 27N d
miveg I R\B;
_ ‘SNfllRfQS

1 —N-2
= — S d = V- .
Ju(@) /RN\BR 27V e = ()

From the above equality, we get thanks to (8.3.31), that

u(z) —u(zr + z) 1 "
CN,s /N ) Vs dz — §u(x) as s—0". (8.3.34)
RY\Bg

It follows from (8.3.33) and (8.3.34) that

s 1
(—A)Rfu(x) — iu(x) as s— 0T,
ie.,
id
lim (—A)Sy = —
Jm (CAey =5

among functions in Cg (Rf ), for B > 0. This concludes the proof. O
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.. . RY .
As a consequence of Proposition 8.3.10, we derive an operator denoted by L," which appears
as the derivative O] 5:0(—A)]§N at s = 0. This operator is called regional logarithmic Laplacian in
+

the half-space.

Proposition 8.3.11. Let >0 and 1 < p < oco. For any u € C’CB(RJJ\I) we have

(_A)[SRNU_ %u N
+ —>Lﬂi+u in LP(RY) as s—0F,
s
e (@)1t ) — )
RN w(x)1 gt (y) — uly oN
[LATu](z) :==cn /RN |;(i)y|N dy + 7u($), z € RY.
+

Proof. As above, for 0 < s < min{g, %} the integral in definition (8.3.23) is not singular near the

origin. Therefore the "P.V.” can be dropped. Now, let R > 4 be such that suppu C BE. For
4

T € Rf, we have
u(z) —u(x + 2)
(At = ens [ HETE
+
w(z) —u(z + 2) / u(z) —u(z + 2)
=cn, / dz +cn, dz
* B 2|28 " JrN\B | 2| NH2s

B u(r) —u(z + 2) u(z + 2)
= CN’S(/B FLAES dz /Rf\BE EREEE dz)

+
R
+cN75u(x)/ |2| V728 dz.
R\

Le.,
(—A)I‘fwu(:c) = Ugr(s,z) + u(z)Vr(s), (8.3.35)

where

Ug(s,z) = CN’S( /B ; u(x)|g]3£§8+ ) g — /R .. W dz) (8.3.36)
and

Vr(s) = CNS/ 2|7V dz = CNS/ |2| V728 dz = MR_QS.
" JrN\Bf; 2 JrM\Bg 4ds

We Wi;h now to estimate Ug(s,z) V z € RY. For that we distinguish two cases: |z| > & and
lz| < 5.

o If x| > % then u(z) = 0 (since = ¢ suppu) and |z| = [z + 2z —x| > |z| — |z + 2| > % > 1 whenever

T + z € suppu. Therefore,
u(z + 2) u(z + z)
————dz +/ ———dz
/B; |2[N+2s RY\B || N+2s

u(x + z) lu(z + z)]
/RN [2[VT2s dz‘ < CNs /]RN [V T2s dz
¥ +

[Ur(s, )| = cns

=CN,s
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< CN,S/ M dz.
RY ]

Using the change of variables y = z + 2 so that |y| < £ and [2] > |z|—|y| > |z| - & > 5 12l Wwhenever
T + z € suppu, we obtain

u(y _
(s )| < v [ RO gy = Ve el Nl ey

wY (I3

Consequently,
p < opN —pN
/M\W (Un(s, @) do < 27M el Jlullf g /M\Bg |77 da
2
= 2PN-1 el / PN d
HUHLl (RY) ]RN\BR |£L'| x
92pN—N— 1cp gN-1
) ANy vy
N( - 1)

i.e.,

oN_ N41 |SN 1’ 1 N_y

HUR(S»‘)HLp(Rf\BE) <2 P CNS”uHLl(RN)<W>pRP (8.3.37)
2
for every 1 < p < oo and
|UR(s, ')”Loo(Rf\BE) < 4NCN,5||U||L1(R§)R_
2
From (8.3.37) we see that
N_N
|Ur(s, ')”LP(Rf\BE) < sdn(s)R? 7, (8.3.38)

where Uy (s) 1= 2 N‘TtN( )||U”L1 RN)( |S(1:, 11‘)) We observe that ¥ (s) depends uniformly on
s.

o If |z| < & then |z + 2| > |2| — || > & whenever z € RY \ Bf. This implies that  + z ¢ suppu
and therefore, the second integral in (8.3.36) vanishes. Moreover, since u € c? (Riv ), we obtain via
Dominated Convergenge Theorem that

Ur(s,z)  cngs / u(x) —u(x + 2) &
Bt

s s 2| N+2s
— Ug(z) = CN/ @) —u(z+2) dz as s— 0", (8.3.39)
BY |2V
The above convergence holds uniformly in BE.
Now, since Vg(s) = ™ llt (s)R™2¢ with VREO) = |S]\;_1|tN(O) =1, we have
VR(s) = 3 SV

lim 2 = By)s—oVa(s) =

s—0t S 4

(t§\,(0) — 2tn5(0) log R)
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1
= 5(,01\/ —2log R) =: TR.

Therefore, for every u € CF (RY) we find that

vV 1
| Pl 5 S0 as a0t (8.3.40)

— TRU
Lr(RY)

S

for 1 < p < .

On the other hand,

ihu»+mmm=cyé+wﬂ_“@+zmh+1@N—m%Rmm>

P 2
u(x) — u(x + 2) 1 PN
- dz — —u(x)logR) + 2N
CN /Bg PE z CNu(x) og )—l— 5 u(z)
u(@) —u(@+z) SV o
=cN /B+ PE dz — 5 u(x) logR> + TU(SU)

u(x) —u(x + 2) —lux 1 D PN
/B+ 2V dz = ul )/BR\31 v @ > + 5 u@)

u(x) —u(x + 2) / 1 PN
- - = dz) + PV ).
o /B+ || de = u(@) Big; 21N Z) T ua)

Since also
/ u(zx) — ujsfx + z) &
B} ||
— 1
_ U(:E) UJE[.ZU+Z) dZ+U(I)/ — dZ—/ L—;]Z) dZ,
B} || BB} |2 5B |7
then

Ug(z) + Tru(z)
= CN(/ u(x) —Zitjs;fc + 2) dz — /B?%\B1+ W dz) + %Vu(a:)

/ u($)ﬂBj'(x)(Z) —u(r + 2) oN

- L z+ 7u(m)

B u(x)]lB?-(m) (2) —u(z + 2) - “(x)ﬂB;L(x)(z) —u(x + 2) N
= CN(/Rﬁ PL dz /RQ\BE Pi dz) + —u(x)

w(@) g o) () — ula + 2)
ZCN(/ B0 dz+/ u(xij;z)dz)—i-p—]vu(x).
RY || rN\BE 7] 2

This implies that

~ N

Un(x) + mru(z) = [Ly"u)(z) + fr(x). (8.3.41)
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here (7)1 (2) —u(z + 2)
RN ulx B+(CE) z u\xr A pN
¥ _ 1
[LA"u](z) = en /Rﬁ Pl dz + 3 u(z)

and ( )
_ u(x + 2 N
fr(@) =cn /RN\B+ SFLa dz, =zeRY.

For |z| < & we have u(z +z) = 0 since z+ 2 ¢ suppu whenever z € RY \ Bf;. Therefore, fg(z) = 0.
Likewise for |z| > &, |z| = [z 4+ 2 — 2| > |2] — [z + 2| > IiQ‘ whenever = + z € suppu. Thus,
Frl@)] < 2w ull gy lal ™,

which implies that

N_
||fR||Lp(R§\B§) <wyRv Y, (8.3.42)
where T
N+1 N 5
UN — 2 P CNHUHLl RN) (m) .
Finally, for all x € RY, we have with (8.3.35) and (8.3.41) that
(—A)yu(@) - dulz) L.
— ~ (L3 ()
URs,x—l—uxVRs—lux ~
_ U ) o Velo) = J0) (o) o)~ o)
Ur(s,x ~ Va(s)u(z) — tu
= Unlos) gy 4 LRIUD 238D 0y 4 o
Therefore,
H(‘MM“‘%“ i
s A Tlloery)y
Ur(s,") =~ Vr(s)u — %u
= H s v ‘ LP(RY) Hf B TRUHLP(R% . HfRHLp(Rf)

From (8.3.38), (8.3.39) (8.3.40) and (8.3.42) we find that

u — U

l H L 5 | < (¥ Ry VR>0,1<p<
1m su — +v P >0, 1 <p< oo
ot A |y gy < (0N o) P
Hence ( ) .
—A)S yu— su
RY 2 RY
[y Y RS
s Lr(RY)
ie.,

— L "u in LP(RY) as s—0T,

S
for all 1 < p < co. The proof is therefore finished. O



Summary

In this thesis, we study elliptic problems driven by two particular nonlocal operators: the fractional
Laplacian (—A)® and the regional fractional Laplacian (—A)$,, where { is an open set in RY. The
thesis contains results of the following papers.

Paper 1 gives an estimate of the Morse index of any radially sign changing bounded weak so-
lution to the Dirichlet problem

(=Au=f(u) in B, u=0 on RV\B (8.3.43)

where B is the unit ball in RY and f € C'(R). More precisely, when s € ( %, 1), we show that any
bounded weak radial sign-changing solution of (8.3.43) has Morse index greater than or equal to
N +1. Moreover, in the case when s € (0, %] the above conclusion holds whenever the nonlinearity f
satisfies some additional assumptions. Our proof is based on constructing test functions by means
of partial derivatives dju in order to estimate the Morse index. The nonlocality of the problem and
the lack of boundary regularity are the main difficulties in the construction. Main tools for proving
the result use a gradient estimate due to Fall and Jarohs, and boundary regularity result due to
Grubb.

As a byproduct of our aforementioned main result, we deduce that every second Dirichlet eigen-
function of (—A)?® in B is antisymmetric. We notice that in the literature, this result was partially
known only in the cases N < 3, s € (0,1) and 4 < N <9, s = 1, and was fully conjectured by
Banuelos and Kulczycki. Our result therefore resolves this conjecture.

Paper 2 analyzes small order asymptotics for the regional fractional Laplacian (—A)§, with being
Q c RY an open bounded Lipschitz set. Precisely, we study asymptotic behavior for eigenvalues
and eigenfunctions of (—A)§, as s — 07. In our analysis, we first introduce the so-called regional
logarithmic Laplacian LS} which arises as a formal derivative of (—A)f, at s = 0. Moreover, it
naturally appears in the description of asymptotic behavior of eigenvalues and eigenfunctions of
(—A)g, for s close to 0. Specifically, we prove that | s:@,ugs = Mg,()a where ug,s resp. /%?,0 are the
n-th eigenvalues of (—A)g, Lg, respectively. Moreover, if for some sequence s — 01, {&,.5, }i 18

a sequence of L?-normalized eigenfunctions of (—A)d corresponding to ,u%sk, we also show that

after passing to a subsequence, &, 5, — &, uniformly in Q as k — oo, where &, is an L?-normalized
eigenfunction of LX corresponding to Mgo' To prove this convergence result, uniform boundedness
and regularity estimates in s are required.

Paper 3 is devoted to analyzing the s-regularity of the unique weak solution of the Poisson problem

(=A)pus =f in Q (8.3.44)
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where f € L>®(Q) with being Q ¢ RY a C'! bounded domain. It is worth recalling that a nec-
essary condition for the unique existence of a solution of problem (8.3.44) is [, f doz = 0. In our
main result of this paper, we show that the solution map (0,1) — L?(f), s + us is continously
differentiable. Our proof is based on estimating the difference quotient vy, := %Lh_us uniformly
in h with respect to the H*(2)-norm. For this purposes, higher Sobolev regularity of us of the
order s + ¢ is needed. In (8.3.44), when f is replaced by the s-dependent function f = psus (with
W 1= u% s the first nontrivial eigenvalue of (—A)g,), we also obtain a one-sided differentiability of
the map (0,1) — (0,00), s+ ps. The reason for which one-sided differentiability is considered in

this case is that, in general, the first nontrivial eigenvalue of (—A)g, is not simple.

Paper 4 is concerned with the existence of positive minimizers to the best Sobolev constant

CN.s ulxr)—u 2
32 fo Jo WY dady

Sns(Q) = e e (8.3.45)
uZ0 (fﬂ |2 dx)
where s € (1,1) and 2% := N2i\728 is the so-called fractional critical Sobolev exponent and 2 a

C'! domain of RY. Due to the lack of compactness of the Sobolev embedding Hg(Q2) — L (Q),
standard variational methods do not apply to this minimization problem, which has to be analysed
with the so-called missing mass method. As noted in recent work of Frank, Jin and Xiong, the
strict inequality Sy () < Sns(RY) plays a crucial role in this context. The goal of this paper
is twofold: First, assuming N > 2, we show that, for any underlying C'-domain €, the critical
Sobolev constant Sy,s(Q) is attained if s € (3,1) is close to 3. Second, when N > 4s and the
underlying domain is the unit ball B of RY, we prove that the infimum

CN,s u(z)—u(y))?
3 o S R dady + [ hu? da

1n
ueHs . (B) o 2/23
s fB\u s dx

SN,s,rad(B) h) =

(8.3.46)

is attained for every s € (3,1). Here, h € L>(Q) is a function with the property that Sy s rqa(B, h) >
0. On the other hand, in low dimensions 2s < N < 4s, we prove that the infimum Sy s yqa(B, h)
is attained under the additional assumption that the mass associated to the Schrédinger operator
(=A)* + h on B at 0 is strictly positive. The sign of the mass is crucial for the validity the strict
inequality Sy s rad(B, h) < SN7S(RN).

Paper 5 provides a Hopf lemma for the regional fractional Laplacian by analyzing the super-
solutions to the equation

(—A)qu=c(x)u in Q, (8.3.47)

where € is a bounded C1'!' domain of RY and s € (%, 1). Under some mild assumptions on the
function ¢, we prove that if u is a pointwise or weak super-solution of (8.3.47), then the ratio
# is bounded below by a positive constant near the boundary 9 of Q. Here dq is the
boundary distance function. The proof of this property is based on the construction of a suitable
barrier for u. The major ingredient in the construction is the solution ;. of the torsion problem

for the regional fractional Laplacian

<_A)?2utor =1 in Q, U =0 on ON. (8.3.48)
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By a result of Bonforte, Figalli and Vasquez, the function wu., behaves like 55225_1 close to the
boundary.

Paper 6 establishes qualitative properties of positive solutions to the semi-linear Dirichlet problem

(—A)gnu = w71 uw>0 in Rf, u=0 on ORY =RN-! (8.3.49)
+

where s € (0,3) U (3,1), N >2and RY = {z = (2/,2y) € RV : 2/ e R¥~!, 2y > 0} is the upper
half-space. Precisely, we prove that solutions of (8.3.49) are radially symmetric up to translation
with respect to the horizontal variable 2’ and monotonic in the radial variable. For this, we adapt
the celebrated method of moving planes to this setting.

Paper 7 studies the homogeneous Dirichlet problem
(—A)du = f(u) in €, u=0 on 0N (8.3.50)

where s € (%, 1) and © is a bounded set of RY with N > 2. Under some mild assumptions on
the nonlinearity f including a subcritical growth assumption, we prove the existence of mountain
pass solutions. Moreover, using the De Giorgi iteration method in a fractional setting, we obtain a
priori L*°-bounds of mountain pass solutions.



Zusammenfassung

In der vorliegenden Dissertation betrachten wir nichtlokale elliptische Probleme im Zusammenhang
mit dem fraktionalen Laplace-Operator (—A)® und dem regionalen fraktionalen Laplace-Operator
(—A)g, wobei  eine zugrunde liegende offene Teilmenge des RY sei. Fiir hinreichend regulire
Funktionen v auf RY bzw. auf Q mit geeigneten Integrabilitiitseigenschaften sind diese Operatoren
punktweise durch die Hauptwertintegrale

u(z) — u(y)

dy, zeRY
RN |.CU _ y|N+2s Yy

(—A)%u(z) = cn,P.V.

bzw.

s u(z) — u(y)

—N/202s D(FE2)
m N2 TE=s)

gegeben, wobei die Normierungskonstante ¢y s = s(1 — s) wie iiblich so gewahlt

sei, dass das Fouriersymbol von (—A)* durch £ ~ |¢|?* gegeben ist.

Die Dissertation beinhaltet Resultate folgender Forschungsarbeiten, welche die Kapitel 2-8 der
Arbeit darstellen:

e Artikel 1 (Chapter 2):

M. M. Fall, P. A. Feulefack, R. Y. Temgoua, and T. Weth, Morse index versus radial symmetry
for fractional Dirichlet problems, Advances in  Mathematics 384 (2021): 107728,
https: //doi.org/10.1016 /j.aim.2021.107728.

o Artikel 2 (Chapter 3):
R. Y. Temgoua and T. Weth, The eigenvalue problem for the regional fractional Laplacian in
the small order limit, submitted to Potential Analysis,
https://arxiv.org/abs/2112.08856v1 (2021).

e Artikel 3 (Chapter 4):

R. Y. Temgoua, On the s-derivative of weak solutions of the Poisson problem for the regional
fractional Laplacian, arXiv preprint https://arxiv.org/abs/2112.09547v2 (2021).
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o Artikel 4 (Chapter 5):

M. M. Fall and R. Y. Temgoua, FEzistence results for nonlocal problems governed by the
regional fractional Laplacian, submitted to Nonlinear Differential Equations and Applications
NoDEA, arXiv preprint https://arxiv.org/abs/2112.06272v3 (2021).

o Artikel 5 (Chapter 6):

N. Abatangelo, M. M. Fall, and R. Y. Temgoua, A Hopf lemma for the regional frac-
tional Laplacian, submitted to Annali di Matematica Pura ed Applicata, arXiv preprint
https://arxiv.org/abs/2112.09522v1 (2021).

e Artikel 6 (Chapter 7):

R. Y. Temgoua, Qualitative properties of positive solutions for elliptic problem driven by the
regional fractional Laplacian in the half-space, preprint.

e Artikel 7 (Chapter 8):
R. Y. Temgoua, Mountain pass solutions for the regional fractional Laplacian, preprint.

Artikel 1 présentiert eine Abschéatzung des Morse-Index von radialen vorzeichenwechselnden
schwachen Losungen des Dirichletproblems

s .
{( A)u = f(u) in B, N (8.351)
u=20 auf R™\ B,
wobei B die Einheitskugel im RY and f eine C'-Funktion auf R sei. Genauer zeigen wir im
Fall s € (%, 1), dass der Morse-Index jeder radialen vorzeichenwechselnden schwachen Losung von
(8.3.51) durch N + 1 nach unten beschrénkt ist. Im Fall s € (0, 3] ist diese Abschitzung zudem
unter Zusatzvoraussetzungen an f erfiillt. Unser Beweis basiert auf einer Konstruktion von Test-
funktionen mittels partieller Ableitungen. Die Nichtlokalitdt des Problems und die verminderte
Randregularitat sind die Hauptschwierigkeiten der Konstruktion. Wesentliche Werkzeuge im Be-
weis sind eine Gradientenabschatzung von Fall und Jarohs sowie ein Randregularititsresultat von
Grubb.

Als Folgerung der neuen Abschétzung fiir den Morse-Index radialsymmetrischer Losungen von
(8.3.51) erhalten wir durch Betrachtung des Spezialfalls f(u) = Au, dass jede zweite Dirich-
leteigenfunktion von (—A)® in B antisymmetrisch ist. Dieses Resultat bestétigt eine Vermutung
von Banuelos and Kulczycki und war bisher nur in den Spezialfillen N < 3, s € (0,1) sowie
4<N<9, s= % bekannt.

Artikel 2 analysiert die Asymptotik des regionalen Laplace-Operators (—A)¢, zu einer beschrénk-
ten, offenen Lipschitzmenge im Limes verschwindender Ordnung s — 0%. Genauer studieren
wir asymptotische FEigenschaften der Eigenwerte und zugehériger Eigenfunktionen. Unsere Anal-
yse basiert auf der Einfithrung des sogenannten regionalen logarithmischen Laplace-Operators LX,
welcher als formale Ableitung von (—A)g, in s = 0 gegeben ist. Der Operator taucht in natiirlicher
Weise in der Beschreibung des asymptotischen Verhaltens von Eigenwerten und Eigenfunktionen
von (—A)g, fiir s nahe bei 0 auf. Genauer beweisen wir in diesem Artikel die Identitét


https://arxiv.org/abs/2112.06272v3
https://arxiv.org/abs/2112.09522v1
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Q _  Q
85|5:01U’n,s - Mn,O?

wobei ,uﬁs und ,u%o die jeweils n-ten Eigenwerte von (—A)$, bzw. LR bezeichnen.

Ist zudem s — 07 eine Folge und {&,, }x eine Folge L2:-normierter Eigenfunktionen von
(—A)F zu den Eigenwerten ,ug’sk, so zeigen wir gleichmiBige Konvergenz &, 5, — &, in Q nach
Ubergang zu einer Teilfolge, wobei hier &, eine L?-normierte Eigenfunktion von LX zum Eigenwert
,u%o sei. Der Beweis basiert auf uniformen Regularitdtsabschétzungen in s.

Artikel 3 ist der Analyse der s-Regularitit der eindeutigen schwachen Losung des Poissonproblems
(—A)pus=f in Q (8.3.52)

gewidmet, wobei hier Q C RY ein C1!'-Gebiet und f € L>®() gegeben sei. Bekannterweise ist
fQ f dx = 0 eine notwendige Bedingung fiir die eindeutige Losbarkeit von (8.3.52). Im Hauptresul-
tat unserer Arbeit zeigen wir, dass die Losungsabbildung

(0,1) — L2(Q), S Ug

stetig differenzierbar ist. Unser Beweis basiert auf uniformen Abschétzungen des Differenzenquo-
tienten vy = w in der H*(Q2)-Norm. Dies erfordert insbesondere eine héhere Sobolevregu-
laritdt der Ordnung s 4 ¢ von us.

Fiir den Fall, dass f in (8.3.52) durch die s-abhingige Funktion f = psus mit dem ersten
nichttrivialen Eigenwert pg := M?,s von (—A)g ersetzt wird, erhalten wir zumindest eine einseitige
Differenzierbarkeit der Abbildung (0,1) — (0,00), s — ps. Der Grund fiir die Betrachtung ein-
seitiger Differenzierbarkeit an dieser Stelle ist die mdogliche Vielfachheit des ersten nichttrivialen

Eigenwerts von (—A)g,.

Artikel 4 befasst sich mit der Existenz positiver Minimierer fiir die beste Sobolev-Konstante

CN.s UuU\T)—u 2
5 Jo Jo SR dady

Sns(2) = inf 8.3.53
N,s(82) ue}?g(ﬂ) - 2/2: ) ( )
uZ0 (fQ ’u s dZE)
wobei hier  C RY ein C''-Gebiet, s € (%, 1) und 2% := NZiVQS der sogenannte fraktionale kritische

Sobolevexponent seien. Aufgrund der fehlenden Kompaktheit der Sobolev-Einbettung H{(€2) —
L% () kann das Minimierungsproblem nicht mit Standardargumenten der Variationsrechnung un-
tersucht werden und erfordert eine Analyse auf der Basis der sogenannten Missing-mass-Methode.
Wie vor einigen Jahren von Frank, Jin und Xiong gezeigt wurde, ist hierfiir die strikte Ungleichung
Sn.s(92) < Sn,s(RY) entscheidend.

Die Hauptresultate des Artikels greifen offen gebliebene Fragen aus der Arbeit von Frank, Jin
und Xiong auf. Zunéchst zeigen wir im Fall N > 2 unabhéangig vom zugrunde liegenden Gebiet €2,
dass fiir s > § nahe bei § die kritische Sobolev-Konstante Sy (€2) angenommen wird.



171

Zweitens zeigen wir unter der Voraussetzung N > 4s im Fall des Einheitsballs Q = B ¢ RY,
dass das Infimum

CN,s u(z)—u(y))?

g B.h) — nf o1 fzafzs% dfl‘dy-l-fghqu:L‘
N,s,rad( ) )— mn 27
2 d:r)

u€Hy  (B)
3;7_fod (fB |u

(8.3.54)

fiir jedes s € (1,1) angenommen wird. Hierbei ist h € L°°(f2) eine Funktion mit Sx s qa(B,h) >
0. In niedrigen Dimensionen 2s < N < 4s beweisen wir die Existenz eines Minimierers zu
SN,s,rad(B, h) unter der Zusatzvoraussetzung, dass die Masse k(0) zum fraktionalen Schrédinger
operator (—A)® + h bei 0 strikt positiv ist. Diese Bedingung ist entscheidend fiir den Beweis der
strikten Ungleichung Sy s yqd(B, h) < SN,S(RN).

Artikel 5 etabliert ein Hopf-Lemma fiir den regionalen fraktionalen Laplace-Operator auf der
Basis einer Analyse von Superlésungen der Gleichung

(—A)yu =c(x)u in Q. (8.3.55)

Hier sei s € (%, 1) und Q C R ein beschriinktes C1:'-Gebiet. Unter allgemeinen Voraussetzungen
an die Funktion ¢ zeigen wir fiir jede punktweise oder schwache Superlésung von (8.3.55) eine
gleichméfige untere Abschétzung fir den Ausdruck % in der Nahe des Randes 02 von (2,
wobei g die Randabstandsfunktion von 2 bezeichne. Der Beweis dieser Eigenschaft basiert auf
der Konstruktion einer geeigneten Barrierefunktion fiir u. In dieser Konstruktion spielt die Losung

Utor des Torsionsproblems

—A)¢ or =1 i Qa
{( s o (8.3.56)

Utor = 0 auf 0N

eine zentrale Rolle. Gemaf} eines Resultats von Bonforte, Figalli und Vasquez hat die Funktion
utor dasselbe Randverhalten wie 5?2‘9_1.

Artikel 6 untersucht qualitative Eigenschaften positiver Losungen des semilinearen Dirichletprob-
lems

(A yu=u®"1 >0 in RY,
Ry " (8.3.57)
u=>0 auf@]Rf:RN_l
wobei s € (0,2) U (3,1), N >2und

RY = {z = («/,an) e RY : 2/ e RV iy > 0}

der obere Halbraum seien. Genauer zeigen wir, das Losungen von (8.3.57) bzgl. der horizontalen
Variable 2’ bis auf Translation radialsymmetrisch und monoton in der radialen Variable sind. Der
Beweis basiert auf einer Adaptierung der klassischen Moving-Plane-Methode.
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Artikel 7 ist der Analyse des homogenen Dirichletproblems

(~A)ju=flw)  nQ .
u=20 auf 02 e

fir s € (%,1) in einer beschrinkten offenen Menge Q@ C RN, N > 2 gewidmet. Unter all-
gemeinen Voraussetzungen an f, welche u.a. eine subkritische Wachstumsbedingung beinhal-
ten, beweisen wir die Existenz von Mountain-Pass-Losungen. Ferner etablieren wir a priori L°-
Schranken fiir Mountain-Pass-Losungen unter Verwendung einer fraktionalen Variante der De
Giorgi-Iterationsmethode.
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