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perform the continuum limit to study cutoff effects.
We present results on light hadron masses; for the determination we use a Bayesian analysis
framework with constraints and model averaging to minimize the bias in the analysis.
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1. Introduction

In recent years there has been a growing interest in Stabilized Wilson Fermions (SWF), with the
OpenLat initiative playing a crucial role in their development. The SWF is a set of both algorithmic
and analytical improvements over standard Wilson-Clover fermions designed to overcome some of
their issues, for example SWF allow for simulations at coarse lattice spacing even at small pion
masses [1]. The SWF package includes the use of the Stochastic Molecular Dynamics (SMD)
algorithm instead of the HMC and the exponential clover action among other things.

The study of SWF has been initiated in the context of master-field simulations [1] and since
then more simulations where new encouraging results have been produced [2, 3]. The open lattice
initiative (OpenLat), on the other hand, was founded [4] with the goal of generating state-of-the-
art QCD ensembles using SWF and share them according to the principles of the open science
philosophy with all the LQCD community.

One of the first results that is planned for the newly generated ensembles is that of the light
hadron spectrum as benchmark and in order to assess the discretization effects. The spectrum is
computed using a Bayesian analysis framework and model averaging, the aim is to reduce the bias
introduced from the analysis and establish solid benchmarks.

2. OpenLat Ensembles

The ensemble generation follows a three stages approach, at the end of which a reference
publication will be released [5]. With this publication all configurations and metadata are made
openly available. The metadata consists of all the observables used for validation during the
generation. We also want to include a study of the light hadron spectrum to be used as reference
and benchmark for the discretization effects of the SWF ensembles. In figure 1 the parameter space
for the ensemble that are being produced and planned is reported, together with their current status.
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Figure 1: Overview of the OpenLat ensembles presented here as parametrized by the lattice spacing 𝑎 and
𝑚𝜋𝐿. The height of the bars in the histograms represents the number of independent configurations that have
been generated. Shaded boxes are ensembles in the tuning state [5, 6]
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For this study of hadron spectroscopy, the ensembles collected in Table 1 were used1.

Ensemble 𝐿3 × 𝑇 𝑡0/𝑎2 𝑎 [fm] 𝑁𝑐 𝑓 𝑔 𝑁𝑠𝑟𝑐𝑠

a12m412 243 × 96 1.48548(64) 0.12 600 100
a094m412S 243 × 96 2.4482(50) 0.094 500 100
a094m412 323 × 96 2.43979(89) 0.094 1200 100
a077m412 483 × 96 3.6198(30) 0.077 900 100
a064m412 483 × 96 5.2588(46) 0.064 1000 100

Table 1: SWF Ensembles used for the analysis. We note that the ensemble a094m412S is labelled differently
as it represents a smaller volume compared to the others. 𝑁𝑐 𝑓 𝑔 represents the number of gauge field
configurations analyzed, but not all of them are to be considered independent. 𝑁𝑠𝑟𝑐𝑠 is the number of
stochastic sources used to compute the averaged hadron correlators.

3. A Bayesian Analysis Framework for Hadron Masses

One issue with multi-state fitting for hadron correlators is the numerical stability of the
algorithm coming from the non-linearity of the fit function. This makes a direct fitting of the
hadron correlator data with a sum of exponential not feasible in practice without some redefined
method. Furthermore, a naive approach necessarily introduces an arbitrary cut in the number of
states to be fitted, which biases the results. In our determination of the hadron spectrum we use an
unbiased method based on constrained Bayesian fitting and model averaging to minimize the bias
in the results.

3.1 Bayesian Fitting with Constraints

A solution for improving the stability of multi-state fits can be the introduction of educated
initial guesses for the fit parameters, as first introduced by Lepage et al. in [7] for the case of
correlators from LQCD. These initial values, or priors, introduce a bias in the end results of the
fit, which needs to be accounted for. In our analysis we computed the correlators in two different
ways, using Gaussian smearing only at the source (𝑃𝑆) and both at the source and the sink (𝑆𝑆).
The functional form of the function to be fitted is then:

𝐶 (𝑡, 𝑍𝑃,𝑛, 𝑍𝑆,𝑛, 𝐸𝑛) =
𝑛=𝑁𝑠∑︁
𝑛=0

𝑍2
𝑆,𝑛𝑒

−𝐸𝑛𝑡 +
𝑛=𝑁𝑠∑︁
𝑛=0

𝑍𝑆,𝑛𝑍𝑃,𝑛𝑒
−𝐸𝑛𝑡 , (1)

Where 𝑁𝑠 is the number of states to be fitted, 𝑍𝑃/𝑆 are the amplitudes for the point and smeared
sources and 𝐸𝑛 are the energy levels. The fit is constrained by the introduction of priors for the fit

1More details about the generation process can be found in the proceeding of this conference for the talk by A.
Francis [5]
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parameters and their uncertainties chosen as follows:

𝑍̃𝑃,0 → fixed from data 𝑍̃𝑃,𝑖 = 𝑍̃𝑃,0 for 𝑖 = 1 . . . 𝑁𝑠 (2)

𝑍̃𝑆,0 → fixed from data 𝑍̃𝑆,1 = 𝑍̃𝑆,0; 𝑍̃𝑆,𝑖 =
𝑍̃𝑆,0

2
for 𝑖 = 2 . . . 𝑁𝑠

𝜎𝑍̃𝑃,0
→ fixed from data 𝜎𝑍̃𝑃,𝑖

= 2𝜎𝑍̃𝑃,0
for 𝑖 = 1 . . . 𝑁𝑠

𝜎𝑍̃𝑆,0 → fixed from data 𝜎𝑍̃𝑆,1 = 2𝜎𝑍̃𝑆,0 ;𝜎𝑍̃𝑆,𝑖 = 𝜎𝑍̃𝑆,0 for 𝑖 = 2 . . . 𝑁𝑠 .

This choice of priors for the amplitudes 𝑍̃𝑃,𝑛 and 𝑍̃𝑆,𝑛 are motivated by the expectation that smearing
should reduce the overlap with higher excited states, thus 𝑍̃𝑆,𝑛 is considered to be suppressed for
high 𝑛. The ground state values are fixed from data, see figure 2. For the energies, on the other
hand, we fix the prior 𝐸̃0 and its associated 𝜎𝐸̃0

by looking at the effective mass plot. All the other
energy priors are set to be ordered in steps of 2𝑚𝜋 above the ground state, with equal 𝜎𝐸̃𝑛

, but
fixing the log of the prior, to enforce the ordering of the energies.

𝐸̃0 → fixed from data ln(𝐸̃𝑖 − 𝐸̃𝑖−1) = ln(2𝑚𝜋) for 𝑖 = 1 . . . 𝑁𝑠 (3)

𝜎𝐸̃0
→ fixed from data 𝜎𝐸̃𝑖

= 𝜎𝐸̃0
for 𝑖 = 1 . . . 𝑁𝑠 .

The values for 𝜎𝐸̃0
, 𝜎𝑍̃𝑃,0

and 𝜎𝑍̃𝑆,0 are chosen to be 10 times the expected value from the data (the
shaded regions in figure 2).
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Figure 2: Amplitudes for the point-smeared (left) and smeared-smeared (right) correlators and the respective
prior choices. The data is from the 𝑎094𝑚412 ensemble, with 100 stochastic sources per configuration.

The 𝜒2 function to minimize is modified to include the contributions from the priors by defining
the augmented 𝜒2:

𝜒2 → 𝜒2
aug = 𝜒2 + 𝜒2

prior with 𝜒2
prior =

∑︁
𝑁𝑠

𝑍𝑃,𝑛 − 𝑍̃𝑃,𝑛

𝜎2
𝑍̃𝑃,𝑛

+
∑︁
𝑁𝑠

𝑍𝑆,𝑛 − 𝑍̃𝑆,𝑛

𝜎2
𝑍̃𝑆,𝑛

+
∑︁
𝑁𝑠

𝐸𝑛 − 𝐸̃𝑛

𝜎2
𝐸̃𝑛

(4)

3.2 Bayesian Model Averaging

To further determine an unbiased value for the mass of the hadrons, we use a Bayesian
model averaging procedure based on the Akaike Information Criterion (AIC) that has been recently
proposed in [8] for the case of lattice correlator data with data windowing selection. This procedure
further eliminates the need to “manually” check for convergence in the constrained fitting procedure
as the number of states increases. In turn, it defines a weight for every fit result, parametrized by
the pair 𝑡min, 𝑁𝑠 that is used to determine the weighted average of the fits.
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Given a fit result with parameters 𝑀 = 𝐴1, . . . 𝐴𝑛, 𝐸1, . . . 𝐸𝑛 the AIC is:

AIC𝑀 = −2 log(pr(𝑀)) + 𝜒2
aug + 2𝑘 + 2𝑛 (5)

where pr(𝑀) is the model likelihood function of the model, 𝑘 is the number of fit parameters,
including priors, and 𝑛 is the number of excluded points from the fit, i.e. it depends on changes of
𝑡min. The minimum value of the AIC among all models is used to determine the relative likelihood
of a given model 𝑀𝑖 and some data 𝐷 as:

pr(𝑀𝑖 |𝐷) = exp(AICmin − AIC𝑖)∑
𝑗 exp(AICmin − AIC 𝑗)

(6)

where the denominator is just to fix the normalization to allow a probabilistic interpretation of the
quantity. The relative likelihood is then used as weight for computing the weighted sum of a fit
parameter 𝜌 ∈ 𝑀 . The unbiased estimator for the parameter is then its weighted average and its
uncertainty is given by:

𝜎𝜌 =
∑︁
𝑖

𝜎𝜌,𝑖pr(𝑀𝑖 |𝐷) +
∑︁
𝑖

〈𝜌〉2
𝑖 pr(𝑀𝑖 |𝐷) −

(∑︁
𝑖

〈𝜌〉𝑖pr(𝑀𝑖 |𝐷)
)2

(7)

There are a few considerations to make regarding this procedure. The first and most important
is that it requires very little input, in particular it requires making an educated guess for the priors
and attaching to their values a reasonably large uncertainty such that they do not become dominant
in the fit; this greatly reduces the bias of the fit. Another interesting feature that can be immediately
inferred from Equation (5) is that this method favors models that are simpler, i.e. fit functions with
fewer number of states. This sort of built-in Occam’s razor is very useful to gain intuition on how
many states can be determined from the given set of data a posteriori. At the same time, Equation (5)
tells us that this procedure favors models with larger fitting ranges, hence more data, which is a
feature that we implicitly desire.

4. Numerical Results

The calculations of the hadron correlators were performed using the lalibe [9] software,
which builds on top of Chroma [10]. The chosen smearing parameters are 𝑁smear = 32 and𝜎 = 3.86,
where 𝜎, following the notation used in [11], is

√
4𝛼𝑁smear and represents a dimensionless smearing

radius.
As outlined in the previous section, a scan over a range of 𝑡min is made, while 𝑡max is fixed

to a value where it does not affect the fit results due to the low signal-to-noise. All the results for
𝑁𝑆 = 1, . . . , 5 are then combined using model averaging. In Figure 3 we show our results for the
a094m412 ensemble for the proton as an example.

As discussed in [7], all fits should converge for large enough 𝑁𝑆 given that there is enough
information in the 𝑡 range to fix the ground state. This is in fact the case: for low 𝑁𝑆 we observe
that the ground state estimate converges to the results coming from fits with more states for large
enough 𝑡min, where there is no information on the higher states. The height of the top panel is the
in Figure 3 is set to be the width of the prior of the ground state energy. The model averaging result

5



Benchmark Continuum Limit Results for Spectroscopy with SWF G. Pederiva

Figure 3: Fit results for the proton mass for the a094m412 ensemble.

and error, shown as the gray band in the plot, is indeed compatible with all the converged fits and
has, as expected, an uncertainty of the same order of the individual fits.

The lower panel of Figure 3 shows the weights of the different fits as they enter the average.
One observes that our procedure based on the AIC selects the fits with low 𝑁𝑆 and low 𝑡min. In the
case of the proton shown above most of the contribution comes from the 𝑁𝑆 = 2 fits.

The fitting procedure and model averaging is used on all ensembles for the pion, proton and Ω

baryon, which are the only hadrons at the SU(3) flavor symmetric point. First, in Figure 4 we show
𝜙4 = 8𝑡0(𝑚2

𝐾
+ 1

2𝑚
2
𝜋), to check the mass tunings of the ensembles, according to the imposed quality

criteria the value of 𝜙4 should be within the gray band at the 1𝜎 level, which is indeed the case2.

0.002 0.004 0.006 0.008 0.010 0.012 0.014 0.016
a2 [fm]

1.09

1.10

1.11

1.12

1.13

1.14

φ
4

Results for φ4 = 8t0
(
m2
K + 1

2m
2
π

)
on SWF Ensembles

Figure 4: Values of 𝜙4 for SWF at the SU(3) flavor-symmetric point.

In Figure 5, we show aggregated results for the proton and Ω mass as a function of 𝑎2. One
notices that the given SWF ensembles show very small cutoff effects for hadronic observables. The

2The authors would like to point out that this figure is different from the one shown at during the conference
presentation due to the finding of a mistake in one of the parameters.
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continuum extrapolations for the masses of the proton and Ω are 𝑚𝑝 = 1175.0 ± 6.4 MeV and
𝑚Ω = 1454.7 ± 16.8.
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Figure 5: Continuum limit extrapolation for the proton (left) and Ω (right) masses for SWF at the SU(3)
flavor-symmetric point.

5. Outlook for Studies with SWF

The results for the scaling properties of the hadron spectrum are very encouraging and show the
validity and quality of the new SWF ensembles that have been generated by the OpenLat initiative.
The analysis presented here is an ongoing work that will be repeated for every ensemble produced by
the collaboration. The results will be included in the publication accompanying the public release
of the ensembles in the future.
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