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Abstract 
The brains of black 6 mice (Mus musculus) and Seba’s short-tailed bats (Carollia perspicillata) weigh 
roughly the same and share the mammalian neocortical laminar architecture. Bats have highly 
developed sonar calls and social communication and are an excellent neuroethological animal model 
for auditory research. Mice are olfactory and somatosensory specialists and are used frequently in 
auditory neuroscience, particularly for their advantage of standardization and genetic tools. 
Investigating their potentially different general auditory processing principles would advance our 
understanding of how the ecological needs of a species shape the development and function of the 
mammalian nervous system. We compared two existing datasets, recorded with linear multichannel 
electrodes down the depth of the primary auditory cortex (A1) while awake, across both species while 
presenting repetitive stimulus trains with different frequencies (~5 and ~40 Hz). We found that while 
there are similarities between cortical response profiles in bats and mice, there was a better signal to 
noise ratio in bats under these conditions, which allowed for a clearer following response to stimuli 
trains. This was most evident at higher frequency trains, where bats had stronger response amplitude 
suppression to consecutive stimuli. Phase coherence was far stronger in bats during stimulus response, 
indicating less phase variability in bats across individual trials. These results show that although both 
species share cortical laminar organization, there are structural differences in relative depth of layers. 
Better signal to noise ratio in bats could represent specialization for faster temporal processing shaped 
by their individual ecological niches. 
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Introduction 
The brains and bodies of black 6 mice (Mus musculus) 
and Seba’s short-tailed bats (Carollia perspicillata) 
weigh roughly the same. Bats make up the second 
largest extant mammalian order, Chiroptera (Greek for 
“hand-wings”), after rodents, Rodentia, and they are the 
only mammals that can achieve true flight—converging 
their evolution with birds. Instead of sharing brain 
architecture with other flyers, they share neocortical 
laminar structures and microcircuitry with the rest of 
mammals, such as mice and humans (Chang & Kawai, 
2018; García-Rosales et al., 2019; Linden & Schreiner, 
2003; Mountcastle, 1997). Bats have highly developed 
sonar calls and social communication (Beetz et al., 2017; 
Hechavarría, Macías, Vater, Mora, et al., 2013; Thies et 
al., 1998; Weineck et al., 2020), making them a choice 
target for neuroethological auditory studies. Mice have a 
smaller repertoire of social verbal cues (Fonseca et al., 
2021) and rely most heavily on their whiskers and 
olfaction for navigation (Gire et al., 2016), but they are 
frequently used in auditory neuroscience due to 
standardization and a wide transgenic toolkit.  

There are two primary motivations for an exploratory 
cross-species analysis of the primary auditory cortex. 
First, investigating the potentially different application 
of general auditory processing would help to gain a 
better understanding of how the ecological needs of a 
species shape the development and function of the 
nervous system. Second, studies of the A1 may list a 
variety of species in their literature review to exemplify 
peer-reviewed findings, such as about oscillatory activity 
(e.g. cortical gamma in mouse: Chen et al., 2017: 
Shahriari et al., 2016; in rat: MacDonald & Barth, 1995: 
Vianney-Rodrigues et al., 2011; in cat: Karmos et al., 
2002; Lakatos et al., 2004; etc.) or cortical layer roles 
(e.g. in bat: García-Rosales et al., 2019; in mouse: 
Chang & Kawai, 2018; in rabbit: McMullen & Glaser, 
1982; in cat: Winguth & Winer, 1986, in primate 
Hashikawa et al., 1995; etc.). However, the ecology and 
evolutionary biology of the model may lead to A1 
discrepancies in a species-specific way that has not been 
previously quantifiable through comparing across 
publications nor, to the authors’ knowledge, reviewed on 
a broad scale. While there are some studies comparing 
the A1 and dorsal auditory cortical areas of several bat 
species (e.g. Hagemann et al., 2011; Hechavarría et al., 
2013), few compare the A1 of bats to other mammals 
(see Kanwal & Rauschecker, 2007). Similarly, there are 
few studies quantitatively comparing the mouse A1 
against other species (see Hoglen et al., 2018).  

In this paper, we investigated the A1 of awake, head-
fixed, freely moving black 6 mice and awake, head-fixed 
Seba’s short-tailed bats. We evaluated two existing A1 
multichannel datasets of local field potential (LFP) 
recordings across both species to perform comparative 
analyses aimed at understanding fundamental auditory 
response profiles between them. Bats listened to a 
repeated distress syllable at 5.28 and 36.76 Hz and mice 
listened to click trains at 5 and 40 Hz. We explored 
laminar profiles with current source density (CSD) 
analysis. We performed a model fit analysis to better 
understand temporal response and background 
suppression over consecutively repeated stimuli trains 
across these two data sets. We further ran continuous 
wavelet transform (CWT) analysis to compare internal 
coherence dynamics and signal to noise ratio differences. 
We also computed phase amplitude coupling (PAC) over 
the LFP and CSD to investigate remote and local 
contributions to information transfer and spectral 
coupling profiles.  

Overall, we found that the laminar flow of cortical 
activity in response to stimuli was highly conserved 
across short-tailed bats and mice. However, bats 
demonstrated a better signal to noise ratio under these 
conditions, via more robust stimulus-related activity, and 
more accurate temporal resolution in response to stimuli 
trains. CWT analysis revealed a stronger broadband 
oscillatory frequency power distribution during stimulus 
response, relative to the background, and stronger phase 
coherence during stimulus response in bats. PAC 
profiles were fundamentally different between species. 
These results provide meaningful insight into the 
divergent recruitment of shared mammalian auditory 
physiology, linking evolutionary and behavioral need to 
specific auditory ability. 

Methods 
Ethical Approval   
All experiments were conducted in accordance with 
ethical animal research standards defined by the German 
Law and approved by an ethics committee of the State of 
Saxony-Anhalt under the given license 42502-2-
1394LIN for mice and by the Darmstadt Regional 
Counsel under the given license #FU-1126 for bats. 
They also conform to the principles and regulations as 
described in by Grundy (Grundy, 2015). All experiments 
were carried out with adult male mice (Mus musculus, n 
= 2, 6-13 weeks of age, 20-28 g body weight) and adult 
Seba’s short-tailed bats (Carollia perspicillata, n = 5, 
18-20 g body weight). Note that female mice were not 
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used as possible variances due to sex was not in the 
scope of our study.  

Pharmacology  
For mice, pentobarbital (Nembutal, H. Lundbeck A/S, 
Valby, Denmark) was administered at the onset of 
surgery with an intraperitoneal infusion of 50�mg per 1 
kg of bodyweight and supplemented by 20% every hour. 
Anesthetic status was regularly checked (every 10-15 
min) by paw withdrawal reflex, tail pinch, and breathing 
frequency. Body temperature was kept stable at 37°C.  

Mice received analgesic treatment with Metacam 
substituted by 5% glucose solution 30 minutes before the 
end of surgery with 0.3 ml per 1 kg of bodyweight and 
for 2 days post-operatively with 0.2 ml per 1 kg of 
bodyweight. 

For bats, ketamine-xylazine was administered at surgery 
onset (ketamine: Ketavet, 10 mg/kg, Pfizer; xylazine: 38 
mg/kg). For surgery, and for any subsequent handling of 
the wounds, a local anesthetic (ropivacaine 
hydrochloride, 2 mg/ml, Fresenius Kabi, Germany) was 
applied in the scalp area. 

Surgery and probe implantation 
For mice, the right auditory cortex was exposed by 
trepanation and the A1 was located by vascular 
landmarks. A small hole was drilled on the contralateral 
hemisphere, over the visual cortex, for implanting a 
stainless-steel reference wire (Ø 200µm). A recording 
electrode with a flexible bundle between shaft and 
connector (A1x32-6mm-50-177_H32_21mm, 
Neuronexus, Ann Arbor, Michigan USA) was inserted 
perpendicularly in the A1 and secured with UV-curing 
glue (Plurafill flow, Pluradent GmbH & Co. KG 
Magdeburg, Germany). To protect the exposed region of 
the cortex, the hole was filled with a small drop of an 
artificial dura replacement compound (Dura-gel, 
Cambridge Neuro-Tech, Cambridge UK) before being 
encapsulated. A 3D printed headplate was secured to the 
top of the exposed skull with dental cement (Paladur, 
Heraeus Kulzer GmbH, Germany) and the connector 
(H32-omnetics, Neuronexus) was glued to the top of this 
headplate with a UV-curing glue and dental cement. 
Animals were allowed to recover for at least 3 days 
before habituation to their head-fixation setup. 

For bats, the surgical procedure is described in (García-
Rosales et al., 2020). Briefly, A1s were exposed through 
craniotomy (ca.  1  mm2) performed with a scalpel blade. 
The animals were allowed to recover for at least two 
days before recording. A head post (1 cm length, 0.1 cm 
diameter) was cemented on the skull with dental cement 
(Paladur) for fixation.  

Electrophysiological recordings 
Mice were placed on a head-fixation treadmill (designed 
in lab) for 5 days of habituation (from 15 to 75 minutes 
head-fixed). This treadmill was in a Faraday-shielded 
acoustic soundproof chamber with a speaker (Tannoy 
arena satellite KI-8710-32, Tannoy Germany) located 1 
m from the head-fixation platform. Recorded local field 
potentials (LFPs) were fed via an Omnetics connector 
(HST/32V-G2O LN 5V, 20x gain, Plexon Inc., Dallas, 
Texas USA) into a PBX2 preamplifier (Plexon Inc.) to 
be pre-amplified 500-fold and band-pass filtered (0.7-
300 Hz). Data were then digitized at a sampling 
frequency of 1000 Hz with the Multichannel Acquisition 
Processor (Plexon Inc.). After habituation, mice were 
head-fixed on the treadmill for 7 consecutive days to 
record cortical responses to click trains (stimuli duration: 
999 ms; click presentation frequency: 5 and 40 Hz; inter-
stimulus-interval:  200 and 25 ms respectively; inter-
trial-interval: 3 s; carrier tone: pre-determined auditory 
best frequency; 50 pseudorandomized repetitions; 90 dB 
sound pressure level; 15 min per measurement) and 
spontaneous activity (~2 min; no stimuli while recording 
brain activity from this area). Stimuli in this setup were 
generated in Matlab (Mathworks, R2006b), converted 
into analog (sampling frequency 1000 Hz, NI PCI-
BNC2110, National Instruments), routed through an 
attenuator (g-PAH Guger Technologies, Graz, Austria), 
and amplified (Thomas Tech Amp75, Tom-technology, 
Ilirska Bistrica, Ljubljana). A microphone and 
conditioning amplifier were used to calibrate acoustic 
stimuli (G.R.A.S. 26AM and B&K Nexus 2690-A, 
Brüel&Kjær, Naerum, Denmark). Each subject had 2 
click-train measurements per day, totaling 28 for the 
group, and 2-3 spontaneous measurements per day, 
totaling 35 for the group. 

Bats were placed in a custom-made holder in a Faraday 
sound-proof chamber and kept at a constant body 
temperature of 30°C with a heating blanket (Harvard, 
Homeothermic blanket control unit). A speaker (NeoCD 
1.0 Ribbon Tweeter; Fountek Electronics, Hong Kong, 
China) was positioned 12 cm away from the bat's right 
ear. Recordings were made in the left A1. Per recording 
session, a laminar probe (A1x16-50-177, NeuroNexus) 
was inserted perpendicularly into the A1 until the 
uppermost channel was barely visible at the cortical 
surface.  The probe was connected to a micro 
preamplifier (MPA 16, Multichannel Systems MCS 
GmbH, Reutlingen, Germany), connected to an 
integrated amplifier and analog-to-digital converter with 
32-channel capacity (model ME32 System, Multi 
Channel Systems MCS GmbH). Acoustic stimulation, 
delivered by Matlab (R2009b), were trains of a single 

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 30, 2022. ; https://doi.org/10.1101/2022.10.28.514155doi: bioRxiv preprint 

https://doi.org/10.1101/2022.10.28.514155
http://creativecommons.org/licenses/by-nc/4.0/


4 

distress syllable (representative of this bat’s distress 
repertoire; stimuli duration: 2 s; click presentation 
frequency: 5.28 or 36.76 Hz; inter-stimulus-interval:  
189.39 and 27.02 ms respectively; inter-trial-interval: 1 
s; 50 pseudorandomized repetitions; intensity: 70 dB 
SPL rms). Auditory stimuli were digital-to-analog 
converted using a sound card (M2Tech Hi-face DAC, 
Pisa Italy, 32 bit; sampling frequency: 192 kHz) and 
amplified (Rotel power amplifier, model RB-1050, Rotel 
Europe, West Sussex, England). Spontaneous activity 
was also recorded at the beginning of each session for 2+ 
minutes. Bats were used a varying number of times, 
ranging from 5 to 14 recording sessions. From 5 bats, 
there was a total of 46 probe penetrations/measurements. 

Current Source Density Analysis 
Based on the recorded laminar local field potentials, the 
second spatial derivative was calculated in Matlab 
(R2016a-R2022a), yielding the CSD distribution as seen 
in equation 1: 

CSD �  ������
���  �  �����	��
 ������ ���
�	��

��	���  (1) 

where � is the field potential, z is the spatial coordinate 
perpendicular to the cortical laminae, �� is the sampling 
interval, and n is the differential grid (Mitzdorf, 1985). 
LFP profiles were smoothed with a weighted average 
(Hamming window) of 9 channels which corresponds to 
a spatial kernel filter of 450 µm (Happel et al., 2010). 
CSD distributions reflect the local spatiotemporal 
current flow of positive ions from extracellular to 
intracellular space evoked by synaptic populations in 
laminar neuronal structures. Current sinks thereby 
correspond to the activity of excitatory synaptic 
populations, while current sources mainly reflect 
balancing return currents. Early synaptic thalamocortical 
inputs persist after intracortical silencing with the 
GABAA-agonist muscimol related to thalamocortical 
projections on cortical layers III/IV and Vb/VIa (Brunk 
et al., 2019; Deane et al., 2020; Happel et al., 2010, 
2014; Happel & Ohl, 2017) in accordance with reports 
by others (Schaefer et al., 2015). Early current sinks in 
the auditory cortex are therefore indicative of thalamic 
input in granular layers III/IV and infragranular layers 
Vb/VIa (Happel et al., 2010; Szymanski et al., 2009).  

CSD profiles were further transformed by averaging the 
rectified waveforms of each channel by equation 2:  

��	
� �  ∑ |����|����
���

�     

  (2) 

where n is the individual channel and t is time in ms. 
This measure gives us the overall temporal local current 
flow of the columnar activity (Givre et al., 1994; 
Schroeder et al., 1998).  

Model Fit Analysis 
A model fit analysis was performed on the averaged 
peak amplitudes after peak detection on measurement-
averaged traces. Peak detection was calculated with the 
max function in Matlab within detection windows after 
each stimulus in a presented stimulus train (e.g. for 5 Hz 
click stimulus, 5 peaks were detected—1 peak after each 
click). For each of the AVREC and layer trace peak 
amplitude datasets, 2 models were fitted: exponential 
decay seen in equation 3 and linear regression seen in 
equation 4. 


�
�������� ����� � ��
� � � �        (3) 

where a + c is the intercept (the first observed peak 
amplitude), meaning a is depth or the distance between 
the first observed amplitude and c, b is the rate of decay 
(the greater the value, the steeper the decay), c is the 
offset (the value at which the model attenuates), and O is 
the order of peak amplitudes.  

������ �� ��!!�"� � #� � #�$           (4) 

where b0 is the intercept, b1 is the slope, and O is the 
order of peak amplitudes. We used the function minimize 
from the Python SciPy package (Virtanen et al., 2020) to 
estimate the model parameters. The function used 
Broyden-Fletcher-Goldfarb-Shanno algorithm to 
minimize the root mean square error (RMSE), in 
equation 5: 

%&'( � )∑ ���
ŷ����
��	

�                        (5) 

where yi is the actual value, ŷi is the estimated value by 
the model, and N is the number of data points.  Model 
fits and detected peaks were then plotted with overlaid 
model parameters and RMSE value. Note that indexing 
in python meant the models started at index 0 but 
plotting starts at value 1 call or click.  

Phase Amplitude Coupling Analysis 
Phase amplitude coupling (PAC) was calculated for each 
stimulus frequency and on spontaneous activity per 
measurement, based on methodology by Kikuchi et al. 
(2017) and García-Rosales et al. (2020). LFP signals 
were filtered in the following low frequency bands with 
a 4th order bandpass Butterworth filter (Matlab function 
filtfilt): 1 to 3, 3 to 5, … 13 to 15 Hz. LFP signals were 
also filtered in the following high frequency bands: 25 to 
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35, 30 to 40, … 95 to 105 Hz. Hilbert transform was 
applied during the time window of stimulus presentation 
and, in the stimulus conditions, the average of across 
trials for the current stimulus and measurement was 
subtracted from the individual response of each trial to 
reduce the effect of stimulus-evoked cortical response. 
Instantaneous phase [φ (t)] for low frequencies and 
amplitude [A(t)] for high frequencies was then extracted.  

To minimize the effect of phase non-uniformities 
(clustering) in the signal caused by non-oscillatory 
periodicities in the field potentials, the mean vector of 
the phase angles was linearly subtracted from the 
instantaneous phase time series with equation 6: 

*�+t- � ������ . �
� ∑ ������   (6) 

where �^' (t) denotes the corrected (de-biased) phase at 
time t, and n represents the number of series time points. 
With �^'(t) and A(t), a composite time series z(t)=A(t) × 
�^' (t) was constructed. From z(t), the modulation index 
(MI) was quantified with the following equation 7: 

01 � | �
� ∑ 3+�- |                  (7) 

PAC is susceptible to a number of biases in how it is 
calculated and on the structure of the input signal. A 
direct comparison between species resulted in very 
different MI scores across PAC calculations at different 
frequency pairings. We therefore also computed a 
surrogate MI by matching the phase series of a given 
trial with amplitude series of another trial and 
recalculating surrogate MIs (n = 500) to create a 
distribution against which we compared observed MI 
scores (see García-Rosales et al., 2020 Figure 3a). 
Observed MI scores were z-normalized to the surrogate 
distribution to obtain the z-scored MI (zMI). If no effect 
of PAC existed in the data, zMI values would hover 
around 0, whereas coupling effects would yield zMIs 
significantly higher than 0 (z-score > 2.5). These zMI 
values were then arranged into a matrix of high 
frequency amplitude over low frequency phase PAC 
pairings and these matrices were used for measurement-
normalized comparisons between species over cortical 
layers. Regions of interest (ROI) were determined based 
on each species strongest area of PAC, and a clustermass 
permutation analysis was run on both ROIs per 
comparison (see below). 

The clustermass permutation analysis is specifically 
suited to control for a familywise error rate (FWER; cf. 
Groppe et al., 2011). We extracted a t statistic pointwise 
across matrices in comparison of groups and pre-
selected a significance t threshold based on a two-tailed 

p-value < 0.05. Any statistic result at or above this 
significance threshold was converted to a 1 and anything 
below was converted to a 0—creating a binary matrix of 
0s and 1s, where 1 is a possible point of significance in 
the comparison of those matrices. The 1s within each 
ROI were then summed to create our observed 
clustermass values. Next, we permuted the groups 500 
times; condition containers were created, equal to 
observed group sizes, and the matrices from both groups 
were combined and randomly allocated into those 
containers. The same point-wise statistic-and-threshold-
calculated binary map was produced for each 
permutation with the total sum of 1s for each ROI taken 
as a permutation clustermass value. This created a 
distribution of 500 permutation clustermass values to 
which the observed clustermass could be compared. A p-
value was calculated according to where the observed 
clustermass value fell onto the permutation distribution. 
This test indicates if the difference in the observed 
conditions is significant above chance—or put another 
way, it tells us how reliable the observed results are.  

Continuous Wavelet Transform Analysis 
Spectral analysis was performed in Matlab using the 
wavelet analysis toolbox function CWT (short for 
Continuous Wavelet Transform) for the following 
variables: animal, condition, stimulus, and recorded 
signal. Important parameters fed into the CWT were as 
follows: layer channels from CSD profiles, frequency 
limits: 5 to 100 Hz (below the Nyquist), and wavelet 
used: analytic Morse (Lilly & Olhede, 2012; Olhede & 
Walden, 2002). For layer-wise wavelet analysis, 3 
channels centered on the middle channel of each layer 
were averaged and fed into the CWT. A trial-averaged 
scalogram was calculated for each cortical layer and 
wavelet power—per frequency, per time point—for each 
subject with equation 8.  

4"5�� � |� � #�|²          (8) 

where a + bi represents the complex number output of 
the trial-averaged CWT analysis (Lachaux et al., 1999). 
Single trial scalograms were calculated for each animal 
as well and, on these, phase coherence—per frequency, 
per time point—for each subject was computed with 
equation 9:  

47�!� 8"7����8� � |
∑� �!�� | �!�|"

# |      (9) 

Power and phase coherence data were averaged 
pointwise (frequency and time bins were consistent 
across averages) for group plots. Clustermass 
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permutations (as above) were performed for the 
difference between spectral representations in each 
layer, with the ROI time limited to the onset of the 
stimuli train until before the second stimulus in the train. 
Frequency bands were split as follows: theta 4-7 Hz, 
alpha 8-12 Hz, low beta 13-18 Hz, high beta 19-30 Hz, 
low gamma 31-60 Hz, and high gamma 61-100 Hz. For 
power calculations: the test statistic for permutation was 
the student’s t test and a Cohen’s D matrix was 
generated to indicate effect size per frequency at each 
time point. For phase coherence calculations: the test 
statistic for permutation was the non-parametric Mann-
Whitney-U (MWU; Cardillo, 2009; Maris et al., 2007) 
test and effect size, r, was indicated with the z score 
output as in equation 10: 

� � | $
√# |           (10) 

Results 
Shared microcircuitry but differing 
cortical response profiles 
Seba’s short-tailed bats and black 6 mice have a 
similarly thick auditory cortex, but it is slightly more in 
mice (~1 mm; Chang & Kawai, 2018) than in bats (~750 
µm; García-Rosales et al., 2019). Figure 1 shows the 
group averaged CSD profiles for bats and mice at ~5 and 
~40 Hz stimulus presentation and Supp Figure 1 shows 
an anatomical comparison of the averaged group CSDs 
to the above references. Awake, head-fixed bats heard a 
species-specific distress call repeated at 5.28 and 36.76 
Hz , over 2 seconds  (1 second of stimulus presentation 
is shown here for comparison; see García-Rosales et al. 
2020). Awake, head-fixed, freely moving mice were 
presented with click trains at 5 and 40 Hz over 1 second. 
Motivated by the overlapping recording technique 
(Neuronexus probes with 50 µm channel distance and 
177 µm² channel diameter), we believe a comparison on 
basic functional circuitry differences is justified as an 
exploratory exercise to highlight possible differences 
and commonalities in cortical processing in bats vs. 
rodents (see discussion).  

The supragranular layer at the penetration sites across 
the bat A1 was proportionally much thicker than that 
found across mice and had a very strong and consistent 
following response which lagged behind the 
thalamocortical response (Figure 1A; Supp Figure 1). In 
the awake mice average CSD profile (Figure 1B), the 
granular sink was very light in comparison to the early 
infragranular response. Where we saw very clear 
following responses down the depth of the cortex in bats 
at a lower (5.28 Hz) and higher (36.76 Hz) frequencies, 

the following response in mice was noisier and more 
relegated to thalamic input areas, with separate, repeated 
granular and infragranular sinks following the stimuli. 
The noisier signal seen in awake mice was not surprising 
in comparison with the classically less noisy ketamine-
anesthetized signals in mice as well as Mongolian 
gerbils (Deane et al., 2020, 2022), due to ketamine being 
a neuronal synchronizer. Interestingly, the awake bat 
cortical activity was then less noisy compared to these 
awake rodent datasets (looking more similar to the 
anesthesia-induced synchrony in data cited above), in the 
sense of legible sinks far above the baseline cortical 
activity for each stimulus onset. The infragranular and 
granular sinks were smeared into one large cortical 
response sink in bats. However, that sink smearing might 
have been due to different penetration sites per 
experimental session (as opposed to a single chronically 
implanted penetration in mice). Therefore, layer 
selection was done on a per-penetration or per-
measurement basis for all subsequent analysis.  

Accurate cortical following responses 
through all layers in bats 
Figure 2 shows the averaged Average Rectified CSD 
(AVREC) and layer traces per group for ~5 and ~40 Hz. 
Amplitude was normalized to each measurement’s first 
AVREC peak detected in their 2 Hz conditions. This 
visually represents the relative contribution of the layers 
to the full cortical column activity.  

Sinks originating in the granular layer of mice often 
spread up into supragranular layers, causing a stimulus-
locked, small amplitude response at tone onset and 
following the lower frequency click trains (Figure 1). In 
the bats, the supragranular layer consistently lagged the 
stimulus-locked thalamic input activity of layers III/IV, 
V, and VI, creating an accurate, yet lagged, following 
response to low and high frequency stimulus 
presentations. Not only did this confirm what was visible 
in the CSD profiles, that the stimulus following response 
was clearly visible through the depth of the bat A1, but 
also that it builds concisely to the AVREC. In both bat 
and mouse ~5 Hz AVREC traces, there was an initial 
onset response in the full column and a second, smaller 
and broader peak after both the first and second stimulus 
responses. In the bats, that broader peak was driven 
almost exclusively by the supragranular activity. In the 
mice, a second, broader peak was seen in all layers, 
creating less laminar specificity and causing the AVREC 
to build the second peak of activity from throughout the 
column. 

Mouse cortical activity was also noisier than bat cortical 
activity. While bat averaged traces revealed almost 
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uniform following responses at high and low stimulus 
presentation frequencies, mouse cortical activity seemed 
to contain more high frequency jitter and more variable 
following response profiles across consecutive stimuli 
presentation (see quantitative analysis of this in both the 
model fit and continuous wavelet analysis below). 
Following responses at 40 Hz in mice were visible in 
independent layers, especially layer III/IV, but not as 
clearly visible in the AVREC compared to bat following 
responses at 36.76 Hz. In mice, layer V was where the 
onset signal was strongest. In bat layers IV and V, the 
onset response and following response was more 
equivalent. However, layer I/II in bats at 36.76 Hz had 
the highest amplitude consecutive following response 
compared to the AVREC and other layers. Here also, 
there was a slow wave buildup of activity over the first 
200 ms which then subsided by 500 ms and remained 
fairly consistent in amplitude afterwards. The base level 
of activity in mice during stimuli presentation stayed 
higher, potentially in part due to the noisiness of the 
trace. This was clearest in the supragranular layer but 
also seen through the layers and in the AVREC after 
stimuli onset. Activity in bats, in comparison, began 
closer to relative 0 (as this is normalized to the peak of 
the AVREC at 2 Hz) and then sank back to near 0 in 
each layer after the onset response. The only exception 
was in the first 500 ms of the supragranular activity 
where there was the slow wave build-up, and in the 
AVREC trace which included both sink and source 
activity rectified.  

Because we could see the following response riding the 
onset response in the bats at 36.76 Hz, we separated 
these two components with bandpass filters (Supp 
Figure 2). We filtered +/- 3 Hz around the stimulus 
frequency to reveal, more strictly, the following 
response components and we filtered from 1 to 4 Hz to 
reveal the onset response. With the stimulus frequency 
filter, bats layer I/II showed the same response lag and 
then a consistent amplitude following response. In each 
of the granular and infragranular layers, there was a 
relatively consistent higher amplitude following 
response in the first ~100 ms of tone presentation which 
then attenuated to a more even following response to 
consecutive stimuli. In mice at 40 Hz, the following 
response was more variable throughout the layers. 
Attenuation to consecutive responses was also more 
variable in mice. With the onset component filter, the 
onset in bats was consistently higher than mice in the 
AVREC, granular, and infragranular layer traces. The 
supragranular layer was nearly flat in bats but the 
previously described, lagged, slow wave was visible in 
both species with this filter. In mouse layer V, 

especially, there was a double-peak wave, indicating 
non-onset related slow-wave activity.  

A greater dynamic range in response 
amplitude to consecutive stimuli in bats 
To characterize the response profile across consecutive 
stimuli presentations at a low (~5 Hz) or high (~40 Hz) 
frequencies, we performed a model fit analysis, with 2 
models to choose from algorithmically: exponential or 
linear. Figure 3 shows the averaged peak amplitudes of 
responses after stimuli overlaid with the model selected 
and its fit value (root mean square error, RMSE) and 
parameters. The best fitting model was typically 
exponential decay. For bats, at both presentation 
frequencies, exponential decay was selected in all traces 
except the supragranular layer at 36.76 Hz, where a 
linear fit was selected. At 5 Hz in mice, layer III/IV and 
V were the only traces selected for exponential decay. In 
these layers, the exponential fit was a better choice for 
the bat dataset. In mice, the offset of 5 Hz layer III/IV 
was well below a possible peak amplitude due to how 
shallow the rate of decay was, and the rate of decay in 5 
Hz layer V was severely steep.  

The bat 5.28 Hz III/IV and V models were comparable 
to each other and spanned a greater dynamic range 
(intercept – offset) than mouse 5 Hz V. In ~40 Hz, 
datapoints were more aligned with an exponential fit for 
bats in every case except the AVREC peak amplitudes. 
Importantly, bats had a greater dynamic range parameter 
in the AVREC and layers III/IV through VI, indicating 
again a consistently deeper suppression of consecutive 
responses at this higher frequency presentation. In the 
AVREC, layer III/IV, and V, mice adapted faster (with a 
steeper decay rate) to repeated stimulus and vice versa in 
layer VI. 

To exclude that the onset component was the main 
effector for the model fitting, we ran the same analysis 
with bandpass-filtered signals (Supp Figure 3). The 
model fits between both species were more similar but 
they did not explain the data as well as when the onset 
response component was included. The bat data still 
generally showed a greater dynamic range than mice 
throughout the layers. This revealed that even without 
the large onset response component, cortical response to 
consecutive stimuli was more deeply suppressed in bats. 

Better signal to noise ratio in spectral 
power scalograms and stronger phase 
coherence in bats 
We performed CWT analysis to discern both inter-trial 
phase variability through the lens of phase coherence 
and signal to noise ratio through normalized spectral 
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power. After CWT was computed on the center 3 
channels of each layer, power and phase coherence 
scalograms were extracted for the low and high stimulus 
frequency presentation conditions (power: Figure 4 and 
phase coherence: Figure 5). Power was normalized to 
the maximum power in each measurement to result in a 
relative power of signal to background noise and to 
account for the large species difference in scale (bats had 
stronger unnormalized power by a factor of 3, not 
shown). Phase coherence is already a normalized metric 
ranging from 0 to 1. Permutation clustermass was run on 
200 ms of baseline activity and the time-period from the 
onset of the stimulus train to the point of onset of the 
second stimulus (e.g., 5 /5.28 Hz: -200 to 189 ms). 
Across both power (Figure 4) and phase coherence 
(Figure 5) at these time points for both stimulus 
conditions and across all spectral frequency bands, 
clustermass was significantly higher than chance 
according to permutation analysis. This attested to a 
reliability in the observed results.  

In comparisons of normalized spectral power (Figure 4), 
the background around stimulus response was 
significantly different, with mice showing a higher level 
of spectral noise relative to signal response. The time at 
which thalamic input reached the cortex (~15 ms), the 
cortical response had significantly higher power in bats 
for each signal response in the beta and low gamma 
range in the ~5 Hz condition and for the onset signal 
response in the theta through low gamma range in the 
~40 Hz condition. A band of non-significant tests (with 
insignificant effect sizes) surrounded the higher spectral 
power of signal or onset response in bats to transition to 
the higher spectral power of the background in mice.  

Phase coherence (Figure 5) was significantly stronger in 
bats across a broad band of spectral frequencies 
following each stimulus presentation in the ~5 Hz 
condition and at the onset signal response in the ~40 Hz 
condition. In this higher frequency condition, there was 
also a phase coherence around the stimulus presentation 
in the low gamma range which was significantly 
stronger in bats.  

Fundamentally different local and global 
phase amplitude coupling profiles 
Low oscillation phase coupled to high oscillation 
amplitude has been implicated in information transfer 
across neural tissue (Bonnefond et al., 2017; Gourévitch 
et al., 2020) and phase amplitude coupling (PAC) 
analysis is an increasingly common tool for exploring a 
range of possible coupling pairs. Here we performed 
PAC analysis within cortical layers of both species to 
differentiate coupling profiles. This analysis was done 

on low and high stimulus presentation frequencies on 
CSD signals (Figure 6) to distinguish local network PAC 
contributions.  

PAC was strongest in mice centered around delta and 
high gamma pairings when present and strongest in bats 
around theta/alpha and low gamma pairings. These were 
chosen as ROIs for comparison between PAC profiles. 
Due to spatial distinction in the CSD signal, laminar 
differences were found in both species, with less or 
essentially no coupling in supragranular layers and more 
in the granular layer.  Mouse layer III/IV through VI 
profiles revealed theta gamma (low and high) coupling 
at roughly equivalent levels in both high and low 
stimulus frequency conditions (see the difference in 
average PAC values overlaid on PAC profiles). The bat 
PAC was stronger during the 5.28 Hz condition 
compared to the 36.76 Hz condition, possibly indicating 
a stimulus dependance in bats. However, Bat PAC was 
only stronger than mouse PAC in layer III/IV in the ~5 
Hz stimulus presentation. Generally, mouse PAC in the 
delta high gamma pairing was significantly higher after 
clustermass permutation testing.   

PAC analysis was performed also on spontaneous, or 
resting state, activity (Figure 7). Several studies have 
found coupling that may assist remote activity across 
neuronal assemblies in the absence of a current stimuli 
to process (Wang et al., 2012; Weaver et al., 2016) 
which may explain the far stronger PAC in bats but does 
not explain the weak PAC in mice. During spontaneous 
activity, bats had PAC at a wider range of low 
frequencies phases and high frequencies amplitudes than 
in stimulus conditions. Bats had significantly higher 
PAC in both ROIs here. There were areas of large and 
huge effect sizes at delta/theta/alpha low gamma where 
the higher PAC in bats was centered. 

Discussion  
We compared the cortical response profiles across all 
layers of A1 in two small mammalian species, one a 
flying auditory specialist and one a land-based olfactory 
specialist. The nervous systems of both species have 
been adapted to fill specific ecological niches. Seba’s 
short-tailed bats have sophisticated social 
communication and echolocate for navigation (Beetz et 
al., 2017; García-Rosales et al., 2022; Hechavarría et al., 
2013; López-Jury et al., 2021; Thies et al., 1998; 
Weineck et al., 2020), meaning that temporally accurate 
perception of auditory signals is paramount to successful 
social and flying behavior. Mice have a smaller 
repertoire of social vocal cues (Fonseca et al., 2021) and 
rely on their whiskers and olfaction for navigation (Gire 
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et al., 2016), indicating that comparably precise cortical 
representation of auditory cues is not necessary for 
behavioral success. Our datasets were acquired with 
common recording equipment, although mice listened to 
a repeated artificial click and bats listened to a repeated, 
broadband, species-specific distress syllable. Through 
this novel comparison of CSD profiles, we have shown 
that, in these conditions, Seba’s short-tailed bats have a 
better signal to noise ratio in auditory response to 
repetitive stimuli, unique PAC profiles, and less inter-
trial phase variability than black 6 mice. We posit that 
these phenomena are based on a species-specific overall 
recruitment of the shared and conserved cortical 
canonical microcircuitry. 

Shared mammalian laminar structure  
While the laminar structure of the neocortex is shared 
between mammals (Mountcastle, 1997), there were some 
differences between Seba’s short-tailed bat and black 6 
mouse primary auditory cortex layers. The supragranular 
layer of activity revealed by CSD analysis (Figure 1) in 
bats was consistently thicker—taking up more channels 
on the probe relative to the full profile—than in mice. 
The distinction between supragranular and granular 
activity was clear in the bat CSD profiles, where the 
former had a definite lag behind the latter, but was less 
divergent in mouse CSD profiles. In histological studies 
of each’s laminar profiles, layer I was proportionally 
thicker in the bat A1 (García-Rosales et al., 2019) than 
in mice (Chang & Kawai, 2018). While this agrees with 
the population activity we observed in this study, it did 
not fully account for how much deeper the uppermost 
sink activity protruded in the cortical depth. This may 
indicate differing recruitment of layer II neurons to 
either assist in layer I cross-columnar activity or in the 
layer III and IV excitation feedback circuitry between 
species. In the thinner bat A1 cortex, thalamic input to 
granular and infragranular layers appeared as more of a 
single sink. In the mouse A1, there were separable input 
sinks at the onset of a stimulus and both layer V and VI 
were thicker than in the bat CSD profiles. We found 
confirmation of these layer designations again from 
Chang & Kawai, (2018) and García-Rosales et al., 
(2019). Therefore, despite shared architecture, there 
were differences in the proportional layer sizes which 
likely contributed to the differing recruitment profiles 
across species.  

A better signal to noise ratio in bats leads 
to lower resource cost on accurate stimuli 
representation 
The bat auditory cortex may have been more readily 
primed for accurate processing due to the higher signal 

to noise ratio. This corresponds with findings showing 
forward suppression to sharpen cortical response and 
reduce spike rate per echo in echolocating bats (Macias 
et al., 2022). In the comparison of signal traces at ~5 and 
~40 Hz (Figure 2), bat normalized cortical activity had 
less jitter around stimulus response. That is, the pre-
stimulus baseline was closer to its relative 0 and cortical 
activity adapted back closer to relative 0 after onset and 
following responses. Mouse normalized activity was 
more variable. In the ~40 Hz condition of the model fit 
analysis (Figure 3) bats had a higher intercept (first 
observed peak amplitude) in the AVREC and thalamic 
input layers. They subsequently had a deeper 
suppression of response amplitude to consecutive 
responses, reflected in the higher dynamic range 
parameter. Due to the deeper suppression in bats, the 
response amplitude generally adapted slower to stimuli 
in these traces at ~40 Hz, reflected in the lower rate of 
decay parameter in the AVREC and layer V. Mice had a 
weaker onset response and a shallower rate of 
suppression to consecutive responses due to higher noise 
in the signal trace.  

Further evidence was provided by the normalized power 
scalograms from the CWT analysis (Figure 4). The bat 
spectral power was significantly stronger at the 
timepoint of stimulus onset response throughout the 
layers. However, the background spectral power was 
significantly stronger in mice, especially at higher 
oscillation frequencies where stimulus response was at a 
shorter time scale. This suggests that signal to noise ratio 
was significantly better in bats, which may have created 
a cortical environment where stimulus processing is 
more temporally precise at a relatively lower activity 
cost to the neural populations.  

Phase coherence revealed lower inter-trial 
variability in bat auditory response 
profiles 
The phase coherence scalograms from CWT analysis 
revealed a significantly stronger inter-trial broadband 
phase coherence at the time of stimulus and following 
response (Figure 5). We had expected mice to have 
better coherence, the probes being chronically implanted 
in one site rather than moving around the penetration site 
per measurement (as in the bat dataset). 
Counterintuitively, the mouse data had consistently 
greater variability. This was notable in the level of 
background jitter in the AVREC and layer traces in mice 
and that their higher frequency stimulus presentation 
peak amplitudes were less aligned with the exponential 
model fits compared to bats.  
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Using two independent data sets for comparison innately 
bears the challenge to handle variability introduced by 
different stress levels between both species based on 
head-fixation techniques, session lengths, or the 
differences of the stimulus class, which may affect our 
physiological results. However, bat specialization in 
auditory perception also likely contributes to the 
significant discrepancies in the described cortical 
response variability. Bats require temporal precision in 
their echolocation and communication calls for 
behavioral success. That a bat has more accurate and less 
variable auditory responses to consecutive stimuli than a 
mouse, is evidence of successful specialization of shared 
architecture for different behaviors. Our analysis 
approach may foster further cross-species comparisons 
that could give us insight into the differential ways the 
mammalian cortex introduces or limits variability in 
populations of neurons based on ecological need. 

Phase amplitude coupling fundamentally 
different between species 
PAC is a well-established phenomenon throughout the 
brain and neocortex (Esghaei et al., 2015; Helfrich & 
Knight, 2016; Lisman & Jensen, 2013; O’Connell et al., 
2015; Sotero et al., 2015; Spaak et al., 2012; Xiao et al., 
2019), and has been implicated in a variety of relevant 
functional tasks such as interareal communication and 
information binding (Colgin et al., 2009; Daume et al., 
2017). The functional use of PAC for information 
binding or the segmentation of continuous stimuli into 
slower times-scales of perceptual units, may be 
conserved through evolution as a shared mechanism in 
mammals (Garcia-Rosales et al., 2020). For example, in 
humans, theta gamma PAC has been implicated in 
efficient processing of speech phenomes into words and 
sentences (Gross et al., 2013; Lizarazu et al., 2019; 
Zion Golumbic et al., 2013). García-Rosales et al. 
suggested that bats could utilize this parsing strategy on 
echolocation to make sense of their auditory, and 
therefore spatial, scene. We ran a PAC coupling analysis 
on the A1 datasets for bats and mice at low and high 
stimulus presentation conditions and during spontaneous 
activity.  

PAC in mice was similar in both stimulation 
frequencies, strongest in layer III/IV, but weakest during 
spontaneous activity. Coupling therefore seemed to 
depend on a stimulus being present but was not sensitive 
to the frequency of presentation (Figure 6 & 7). By 
contrast, bat PAC was different for low and high 
frequency stimuli and for spontaneous activity. 
Especially in layer III/IV, PAC was stronger at 5.28 Hz 

and strongest during spontaneous activity, indicating a 
stimulus dependent coupling strength.  

Bats and mice were most different in their spontaneous 
activity PAC, where bats had a significantly stronger and 
broader area of coupling. Regardless of signal 
frequency, or whether it was stimulus derived or during 
resting-state, coupling was centered around delta/high 
gamma in mice and theta/low gamma in bats. The 
similarity in the bat PAC with human speech perception 
theta gamma coupling may support the hypothesized 
auditory scene parsing. However, this region may have 
had greater local A1 coupling because the stimuli was 
specifically a bat vocalization syllable. It is also possible 
that the delta/high gamma coupling in mice supports the 
same task in a different temporal scale. 

Conclusion 
When comparing two fundamentally different species, 
with alien subjective experiences, an analysis like this 
cannot say more than that these species have different 
interpretations of objective, external sound waves 
(Nagel, 1974). Nevertheless, cross-species comparisons 
can serve as valuable framework in consideration of 
shared, convergent, and divergent evolutionary 
adaptation (Sherry, 2007). Seba’s short-tailed bats have 
adapted to an ecological niche which requires accurate 
temporal auditory perception during 3-dimensional 
navigation in flight and complex social communication. 
For mice accurate sound representation is less 
fundamental to find behavioral success in their 
environment. We have found that the neuronal signature 
of the auditory cortex in bats shows a significantly better 
signal to noise ratio, more accurate and less variable 
following responses to consecutive stimuli, far higher 
inter-trial phase coherence, and fundamentally different 
PAC profiles compared to mice. These discrepancies do 
not stem from differing cortical architecture, though 
some variance has been noted there, but from the 
divergent recruitment of the shared microcircuitry and 
laminar organization seen in all mammalian species. 
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Figures 
 

 

Figure 1 Grand average current-source density profiles. A: Seba’s short-tailed bats (n = 5, 47 separate penetrations) 
grand averaged cortical response to a click-like distress call presented repetitively at 5.28 Hz (top) and 36.76 Hz (bottom). B: 
black 6 mice (n = 2, 28 measurements from 2 penetrations) grand averaged cortical response to a click train presented at 5 Hz 
(top) and 40 Hz (bottom). The CSD profiles show the pattern of temporal processing (ms) within the cortical depth (channels 
are 50 µm apart). Representative layer assignment is indicated with horizontal dashed lines. Current sinks (blue), represent 
areas of excitatory synaptic population activity, while current sources reflect balancing currents (cf. Happel et al., 2010). 
Note the different c-axis scales: with much stronger signal from bats; the different time scales: 2 s stimuli for bats and 1 s 
stimuli for mice; and the different depth scales: slightly thicker cortex for mice, ~20 channels or ~1 mm, than bats 16 
channels or ~750 µm.  
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Figure 2 AVREC and layer traces. A, C: Bat averaged auditory cortex AVREC trace (top) and all layer traces (I/II, III/IV, 
V, VI in descending order), in response to 5.28 Hz or 36.76 Hz click-like distress calls (blue). B, D: Mouse averaged auditory 
cortex AVREC layer traces, in response to 5 Hz or 40 Hz click-trains (orange). Layer traces were calculated on sink activity 
only. Confidence intervals are shown in SEM. Traces were all normalized per measurement due to separate penetrations in 
bat group. Normalization was done according to the first detected peak of the AVREC at 2 Hz (not shown). 
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Figure 3 Model Fit Analysis. A: Bat (blue) and mouse (orange) group-averaged response peak amplitudes over consecutive 
stimulus repetition of 5 or 5.28 Hz with overlaid model fit. B: Bat and mouse group-averaged response peak amplitude over 
consecutive stimulus repetition of 40 or 36.76 Hz with overlaid model fit. The model selected, exponential or linear decay is 
overlaid, along with the fit value calculated by RMSE and the model parameters. The closer to zero that the model fit is, the 
better fit it is. For expo.: parameters are [dynamic range, rate of decay, offset]. For linear: [slope, intercept] 
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Figure 4 Power scalograms of continuous wavelet transform. A: bat (left) and mouse (middle) grand average power CWT 
profile of layer III/IV during ~5 Hz stimuli presentation. Cohen’s d effect size results (right) are overlaid with ROIs (dashed 
blue box) from within which clustermass permutation analysis was run in each oscillatory band from -200 to 189 ms around 
the first stimulus presentation. Permutation results are shown as significance stars to the left. B: bat and mouse grand average 
power CWT profile, and effect size plot of layer III/IV during ~40 Hz stimuli presentation. Clustermass permutation ROI ran 
from -200 to 25 ms around the first stimulus presentation. Horizontal borders designated spectral frequency bins: theta: 4-7 
Hz (skipping delta in this analysis), alpha: 8:12 Hz, beta low: 13:18 Hz, beta high: 19:30 Hz, gamma low: 31:60, gamma 
high: 61:30. *=p<0.05, **=p<0.01, ***=p<0.001 
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Figure 5 Phase coherence scalograms of continuous wavelet transform. A: bat (left) and mouse (middle) grand average 
power CWT profile of layer III/IV during ~5 Hz stimuli presentation. Cohen’s d effect size results (right) are overlaid with 
ROIs (dashed blue box) from within which clustermass permutation analysis was run in each oscillatory band from -200 to 
189 ms around the first stimulus presentation. Permutation results are shown as significance stars to the left. B: bat and 
mouse grand average power CWT profile, and effect size plot of layer III/IV during ~40 Hz stimuli presentation. Clustermass 
permutation ROI ran from -200 to 25 ms around the first stimulus presentation. Horizontal borders designated spectral 
frequency bins: theta: 4-7 Hz (skipping delta in this analysis), alpha: 8:12 Hz, beta low: 13:18 Hz, beta high: 19:30 Hz, 
gamma low: 31:60, gamma high: 61:30. *=p<0.05, **=p<0.01, ***=p<0.001 
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Figure 6 Phase amplitude coupling profiles over low and high freqyency. The PAC profiles, high frequency amplitude 
over low frequency phase, of mice and bats for each layer center channel (top to bottom) for A:  ~5 Hz and B: ~40 Hz 
calculated from CSD signals. z-score normalized modulation index is represented in the color access, with higher zMI 
indicating better coupling. Point-wise Cohen’s d effect size results shown in 3rd and 6th columns. Overlaid are ROI boxes 
where permutation clustermass analysis was calculated, blue if significant (p<0.05), black if not, with corresponding p values 
on the right. ROIs were chosen based on the areas of best coupling in each species and were kept consistant between all PAC 
analyses. Cohen’s d 0.2-0.5 = small, 0.5-0.8 = medium, 0.8-1.2 = large, 1.2-2.0 = very large, >2.0 = huge. 

.CC-BY-NC 4.0 International licenseavailable under a
(which was not certified by peer review) is the author/funder, who has granted bioRxiv a license to display the preprint in perpetuity. It is made 

The copyright holder for this preprintthis version posted October 30, 2022. ; https://doi.org/10.1101/2022.10.28.514155doi: bioRxiv preprint 

https://doi.org/10.1101/2022.10.28.514155
http://creativecommons.org/licenses/by-nc/4.0/


 

Figure 7 Phase amplitude coupling profiles from spontaneous activity. The PAC profiles, high frequency amplitude over 
low frequency phase, of mice and bats for each layer center channel (top to bottom) calculated from CSD signals. z-score 
normalized modulation index is represented in the color access, with higher zMI indicating better coupling. Point-wise 
Cohen’s d effect size results shown in 3rd and 6th columns. Overlaid are ROI boxes where permutation clustermass analysis 
was calculated, blue if significant (p<0.05), black if not, with corresponding p values on the right. ROIs were chosen based 
on the areas of best coupling in each species and were kept consistant between all PAC analyses. Cohen’s d 0.2-0.5 = small, 
0.5-0.8 = medium, 0.8-1.2 = large, 1.2-2.0 = very large, >2.0 = huge. 
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Tables 
  Normalized Power Phase Coherence 

  
p value mean std p value mean std 

~ 5 Hz 

theta 0.000 116.776 201.918 0.000 110.574 369.175 

alpha 0.028 94.676 176.134 0.000 94.714 265.334 

beta low 0.000 83.174 127.432 0.000 89.876 211.257 

beta high 0.000 86.382 134.406 0.000 87.820 181.234 

gamma low 0.000 157.592 212.520 0.000 145.158 166.716 

gamma high 0.000 130.882 205.087 0.000 125.694 71.814 

~ 40 Hz 

theta 0.014 72.490 162.299 0.000 62.692 186.233 

alpha 0.008 53.774 125.424 0.000 40.466 131.779 

beta low 0.000 58.204 116.705 0.000 47.138 102.103 

beta high 0.000 50.516 86.014 0.002 52.118 86.863 

gamma low 0.000 88.592 113.666 0.000 85.342 86.573 

gamma high 0.000 69.468 96.232 0.000 74.210 51.314 

Table 1 Between group CWT spectral band clustermass comparison. Corresponding to Figure 4 &Figure 5. Bat vs 
Mouse region of interested comparisons of power and phase coherence scalograms for ~5 and ~40 Hz. ROI was the 200 ms 
before stimulus onset to 189 ms (for 5.28 Hz) or 25 ms (for 40 Hz) after stimulus onset in this condition for each spectral 
band. p value results and corresponding mean and std are shown. In bold are p values where significant above chance p < 
0.05. 

 

   CSD Signal PAC Perm 

Frequency Layer Region of Interest p mean std 

5 / 5.28 Hz 

II 
Delta / high gamma 0.089 2.548 2.057 

Theta / low gamma 0.000 2.300 2.925 

III/IV 
Delta / high gamma 0.105 2.350 2.438 

Theta / low gamma 0.013 2.154 2.844 

V 
Delta / high gamma 0.377 2.327 2.213 

Theta / low gamma 0.117 2.061 2.194 

VI 
Delta / high gamma 0.004 2.413 2.047 

Theta / low gamma 0.169 2.070 1.989 

40 / 36.75 Hz 

II 
Delta / high gamma 0.705 2.485 1.563 

Theta / low gamma 0.013 2.094 1.738 

III/IV 
Delta / high gamma 0.007 2.213 2.107 

Theta / low gamma 0.797 2.106 2.094 

V 
Delta / high gamma 0.003 2.401 1.790 

Theta / low gamma 0.142 1.951 1.544 

VI 
Delta / high gamma 0.000 2.390 1.843 

Theta / low gamma 0.068 2.110 1.444 

~ 

II 
Delta / high gamma 0.001 2.445 2.766 

Theta / low gamma 0.000 2.090 3.596 

III/III/IV 
Delta / high gamma 0.000 2.273 2.848 

Theta / low gamma 0.000 2.273 3.671 

V 
Delta / high gamma 0.001 2.344 3.144 

Theta / low gamma 0.000 2.082 3.311 

VI 
Delta / high gamma 0.376 2.364 2.201 

Theta / low gamma 0.004 2.042 2.260 

Table 2 Between group PAC region of interest comparison Bat vs Mouse PAC profiles at delta-high gamma (1-7 Hz 
phase vs 65-105 Hz amp) and theta-low gamma (3-9 Hz phase vs 25-65 Hz amp) phase-amp couplings. Corresponding 
to Figure 6 & Figure 7. Regions were chosen based on the PAC profiles and not exact spectral frequency bins. Comparisons 
were done with the same regions across all layers and stimulus conditions. p value results and corresponding mean and std 
are shown. In bold are p values where significant above chance p < 0.05. 
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Supplemental Figures 
 

 

 

Supp Figure 1 Anatomical comparison; A representation of an A1 columnal section and lines denoting rough layer 
boundaries were generated based on figures from García-Rosales et al. (2019) for Seba’s short-tailed bat A1 laminar anatomy 
and from Chang & Kawai (2018) for black 6 mouse A1 laminar anatomy. These are set next to appropriately and relatively 
sized group average CSD profiles (Figure 1; 1 mm for mice and 750 µm for bats) to show representative layer designations in 
comparison with these references.  
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Supp Figure 2 AVREC and layer traces bandpass filtered. A: Bat averaged auditory cortex AVREC trace (top) and all 
layer traces (I/II, III/IV, V, VI in descending order), in response to 36.76 Hz click-like distress calls (blue) bandpass filtered 3 
Hz above and below presentation frequency and C: bandpass filtered from 1 to 4 Hz. B: Mouse averaged auditory cortex 
AVREC and layer traces, in response to 40 Hz click-trains (orange) ) bandpass filtered 3 Hz above and below presentation 
frequency and D: bandpass filtered from 1 to 4 Hz. Layer traces were calculated on sink activity only. Confidence intervals 
are shown in SEM. Traces were all normalized per measurement due to separate penetrations in bat group. Normalization 
was done before filtering according to the first detected peak of the AVREC at 2 Hz (not shown). 
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Supp Figure 3 Model Fit Analysis bandpass filtered. Bandpass filtered +/- 3 Hz around the presentation frequency, bat 
(blue) and mouse (orange) group-averaged response peak amplitudes over consecutive stimulus repetition of 40 or 36.76 Hz 
with overlaid model fit. The model selected, exponential or linear decay is overlaid, along with the fit value calculated by 
RMSE and the model parameters. The closer to zero that the model fit is, the better fit it is. For expo.: parameters are 
[dynamic range, rate of decay, offset]. For linear: [NA] 
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