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Background Biological psychiatry aims to understand mental dis-
orders in terms of altered neurobiological pathways. However, for
one of the most prevalent and disabling mental disorders, Major
Depressive Disorder (MDD), patients only marginally differ from
healthy individuals on the group-level. Whether Precision Psychia-
try can solve this discrepancy and provide specific, reliable biomark-
ers remains unclear as current Machine Learning (ML) studies suf-
fer from shortcomings pertaining to methods and data, which lead to
substantial over- as well as underestimation of true model accuracy.
Methods Addressing these issues, we quantify classification ac-
curacy on a single-subject level in N=1,801 patients with MDD
and healthy controls employing an extensive multivariate approach
across a comprehensive range of neuroimaging modalities in a well-
curated cohort, including structural and functional Magnetic Reso-
nance Imaging, Diffusion Tensor Imaging as well as a polygenic
risk score for depression.
Findings Training and testing a total of 2.4 million ML models,
we find accuracies for diagnostic classification between 48.1% and
62.0%. Multimodal data integration of all neuroimaging modalities
does not improve model performance. Similarly, training ML mod-
els on individuals stratified based on age, sex, or remission status
does not lead to better classification. Even under simulated condi-
tions of perfect reliability, performance does not substantially im-
prove. Importantly, model error analysis identifies symptom sever-
ity as one potential target for MDD subgroup identification.
Interpretation Although multivariate neuroimaging markers in-
crease predictive power compared to univariate analyses, single-

subject classification – even under conditions of extensive, best-
practice Machine Learning optimization in a large, harmonized sam-
ple of patients diagnosed using state-of-the-art clinical assessments
– does not reach clinically relevant performance. Based on this ev-
idence, we sketch a course of action for Precision Psychiatry and
future MDD biomarker research.
Funding The German Research Foundation, and the Interdisci-
plinary Centre for Clinical Research of the University of Münster.
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Introduction
Overcoming Cartesian mind-body dualism was the pivotal
achievement of biological psychiatry in the 20th century, en-
abling the treatment of mental disorders as disorders of the
brain.[1] Since the effectiveness of physical interventions
such as neuropsychopharmacological treatments as well as
the substantial heritability of many psychiatric disorders in
principle support this dogma, hopes are high for biomark-
ers to inform diagnosis and treatment. However, identi-
fying specific, reliable neurobiological deviations informa-
tive on the level of the individual patient has proven elu-
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sive even after decades of intense research, with the clin-
ical reality of patients remaining largely unchanged.[2, 3]
For Major Depressive Disorder (MDD) mounting evidence
suggests that group-level, univariate neuroimaging or ge-
netic markers only marginally differ between healthy con-
trols and patients with MDD, with the distributions of pa-
tients and controls overlapping more than 85% even under
optimal conditions.[4–6] Fuelled by the availability of large-
scale datasets as well as substantial improvements regard-
ing Machine Learning (ML) software and hardware, the field
of Precision Psychiatry has gained increasing traction over
the last decade. Precision Psychiatry aims to build mod-
els which allow for individual predictions, thereby moving
from the investigation of univariate statistical group differ-
ences towards multivariate neurobiological patterns of indi-
vidual patients. This focus on prediction and prognosis in-
stead of group-level inference as well as the ability for a di-
rect assessment of clinical utility renders Precision Psychia-
try essential in all translational efforts.[7–11] While a con-
sensus on best-practice guidelines for Precision Psychiatry
and ML has been emerging[7, 10, 11], four broad issues in
MDD biomarker research remain which may lead to substan-
tial over- as well as underestimation of the true predictive
performance: First, methodological shortcomings in predic-
tive model validation (e.g. data leakage between training and
test set) lead to an overestimation of predictive performance
in many publications.[12] Strikingly, about a quarter of all
published studies using predictive models in psychiatry do
not provide any kind of model validation and thus do not
provide any information regarding predictive performance in
new patients.[13] In the same vein, small sample sizes for
model evaluation, such as those most common in the litera-
ture today, often result in unreliable and eventually inflated
estimates of predictive performance.[14] Second, many pub-
lished studies rely on a single ML algorithm; often without
optimizing model performance through hyperparameter tun-
ing, thereby running the risk of greatly underestimating true
predictive performance.[15] Third, current studies almost ex-
clusively focus on a single data modality and studies integrat-
ing multiple modalities to increase predictive performance
are rare.[7, 15] Fourth, clinical assessment of MDD diagnosis
across studies is inconsistent and especially for larger studies
often relies on self-report questionnaires rather than clinical
interviews by a trained clinician, thus rendering diagnostic
labels more heterogeneous and less reliable.[16, 17] Simi-
larly, a lack of harmonization of study protocols, resulting
in clinical heterogeneity of patient samples and recruitment
modalities, quality control, and neuroimaging data acquisi-
tion in multi-site analyses has previously been used to ex-
plain small effect sizes and inconsistent results.[18] In sum-
mary, the existing literature on multivariate biomarker dis-
covery in MDD does not allow for a conclusive evaluation of
clinical utility of ML approaches. Here, we explicitly address
these previous shortcomings to systematically evaluate ML-
based multivariate biomarkers for MDD across neuroimaging
modalities: We performed nested cross-validation to separate
the model optimization step from the estimation of general-

izability and ensured adequate test sets by using one of the
largest single-study MDD cohorts for which multimodal data
and in-depth diagnostic assessment is available (N=1,801
MDD patients and controls).[19, 20] Next, we did not rely
on a single predictive algorithm, but capitalized on the ad-
vances in ML software[21, 22] and computational capabili-
ties to combine multiple classifiers from complementary al-
gorithmic categories including feature selection, dimension-
ality reduction, and extensive tuning of model hyperparame-
ters, resulting in a total of 2.4 million machine learning mod-
els trained and evaluated in this study. Expanding previous
work, we drew upon a comprehensive set of neuroimaging
modalities including structural Magnetic Resonance Imaging
(MRI), task-based and resting-state functional MRI (fMRI),
Diffusion Tensor Imaging (DTI) as well as an MDD poly-
genic risk score and several environmental risk factors. This
allowed us to directly compare predictive performance across
modalities in the same sample and enabled us to quantify the
potential benefit of multimodal data integration. In addition,
clinical assessment of patients in our data was based on struc-
tured clinical interviews (SCID) which provided standard-
ized DSM-based MDD diagnosis and therefore reduced the
diagnostic uncertainty often hampering model performance
in large-scale, multi-site data today. Likewise, methodologi-
cal heterogeneity due to, e.g. differing exclusion criteria, re-
cruitment modalities, clinical phenotyping, or MRI scanning
protocols, could be alleviated in this well-curated, harmo-
nized sample.[20] Finally, the low reliability of neuroimag-
ing data and psychiatric diagnosis is being discussed as one
of the major drivers for small effect sizes currently reported
in the literature.[17, 23–26] To address this hypothesis, we
systematically simulated classification performance in sce-
narios of optimal reliability and quantified expected improve-
ments. Considering the substantial heterogeneity of patients
with MDD, we finally conducted in-depth analyses of model
errors to uncover characteristics of patients that contribute
to misclassification, thereby shedding light on subgroups for
which neuroimaging-based predictive models are successful
or might fail.[27–29]

Methods
Study design and participants. The data used in this study
are part of the Marburg-Münster Affective Disorders Co-
hort Study (MACS).[19, 20] Data were collected at two sites
(Marburg and Münster, Germany) using identical study pro-
tocols and harmonized scanner settings.[20] The study was
approved by the ethics committees of the medical faculties of
the University of Marburg, Germany, and the University of
Münster, Germany. Participants received financial compen-
sation and gave written and informed consent. At the time
of data analysis, a sample of N=2,036 healthy participants
and patients with major depression were recruited as part of
the MACS cohort (eMethods 1-3). Clinical diagnosis was as-
sessed using the Structured Clinical Interview for DSM-IV,
axis 1 disorders (SCID-I).[30] Patients were recruited from
local in- and outpatient services and either fulfilled the DSM-
IV criteria for an acute major depressive episode or had a
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lifetime history of a major depressive episode. Individuals
with any history of neurological or medical conditions were
excluded, resulting in a final sample of N=1,801. See eMeth-
ods 1 for further information on exclusion criteria. Partici-
pants were recruited from September 11, 2014, to September
26, 2018. For every neuroimaging data modality, all partici-
pants for whom data of the specific modality were available
and passed quality checks were used in subsequent analyses
(see eMethods 1 and 4-12). This study followed Strengthen-
ing the Reporting of Observational Studies in Epidemiology
(STROBE) reporting guidelines.[31]

Procedures and neuroimaging data modalities. The
neuroimaging, genetic and behavioural data used in this
study have been described previously.[5] Detailed informa-
tion is available in eMethods 4-12. In short, voxel-based
morphometry (VBM, CAT12 toolbox) and region-based sur-
face, thickness and volume (FreeSurfer) were extracted from
T1-weighted structural MRI.[32, 33] Structural connectomes
were derived from DTI as fractional anisotropy (FA) and
mean diffusivity (MD).[34] Functional connectomes were
derived from resting-state functional MRI (rsfMRI). Voxel-
based local correlation (LCOR), the amplitude of low-
frequency fluctuations (ALFF) as well as the fractional am-
plitude of low-frequency fluctuations (fALFF) were also
computed from rsfMRI.[35] For both structural and func-
tional connectomes commonly used graph network param-
eters such as betweenness centrality, degree centrality, or
global efficiency were calculated.[36] Task-based fMRI was
based on an established emotional face matching paradigm
and a faces versus shapes contrast was used.[37, 38] In
addition, we compared results to a commonly used poly-
genic risk score for depression (PRS, eMethods 5)[39, 40]
as well as questionnaire data on adverse experiences dur-
ing childhood (Childhood Trauma Questionnaire; CTQ) and
current social support (F-SozU), since these variables are es-
tablished risk or protective factors in the aetiology of major
depression.[39, 41, 42] A medication load index was calcu-
lated expressing the current psychiatric medication. Current
depressive symptoms were assessed using the Beck Depres-
sion Inventory (BDI) and Hamilton Depression Rating Scale
(HAMD).[43, 44]

Choice of the primary measures. Accuracy of predicted
diagnostic labels in all machine learning models was calcu-
lated using the widely used balanced classification accuracy
(BACC), sensitivity, specificity, and area under the receiver
operating characteristic curve (AUC), following STAR*D
guidelines for reporting predictive accuracy. In addition, we
calculated Matthew’s correlation coefficient (MCC, Equation
1). For all metrics, mean and standard deviation across the 10
outer cross-validation splits were reported to assess the gen-
eralizability of the predictive models.

MCC = Cov(y, ŷ)
σy ·σŷ

(1)

Machine Learning analyses. A total of 2.4 million ma-
chine learning models to classify healthy participants and pa-
tients with MDD were trained, optimized and evaluated (see
Figure 1, eMethods 14). A single ML pipeline consisted of
a sequence of data transformation steps and a final classifi-
cation algorithm. Data transformations included an imputa-
tion of missing data, a feature normalization, selection of a
percentage of univariate features with the highest effect size,
and a principal component analysis (PCA) to reduce the di-
mensionality of the brain data. Subsequently, a classification
algorithm was trained to predict diagnosis, including sup-
port vector machines, random forests, logistic regression, k-
nearest neighbour, Gaussian naive Bayes, and boosting clas-
sifiers. A nested cross-validation scheme with 10 inner val-
idation and 10 outer test splits was used to optimize hyper-
parameters and assess final generalizability. These primary
ML analyses were complemented by analyses for subgroups
of acutely depressed patients (omitting remitted patients) or
recurrently depressed patients (omitting single episode pa-
tients), males and females, as well as a homogeneous age
group (age range 24 to 28). For more details see eMethods 3.

Modality integration. Brain modality integration was ac-
complished using two strategies. First, a PCA was performed
for every data modality separately and the resulting compo-
nents were then concatenated and used as input to the ML
pipelines. Second, a voting ensemble strategy was used com-
bining all diagnosis predictions from the unimodal models.
Final predictions were calculated using a majority vote. All
ML analyses were performed using PHOTONAI.[22] Scripts
are available at https://github.com/wwu-mmll.

Simulation of perfect reliability. To quantify the effect of
reliability on classification performance, we performed ex-
ploratory analyses using attenuation correction from classi-
cal test theory to simulate the true classification accuracy
occurring if the reliability of the data was perfect.[45] We
first computed MCC from the model predictions ŷ and the
actual diagnostic labels y (Equation 1).[46] This correlation
was then corrected for an assumed reliability ρ using the at-
tenuation formula (Equation 2).[47]

MCCcorr = MCC
√
ρ

(2)

We conducted two separate attenuation correction analyses.
First, we assume a reliability of ρy = 0.28 for an MDD diag-
nosis, which is based on the current literature on the interrater
reliability of DSM-5 diagnoses.[17, 26] Second, we assumed
reliabilities for neuroimaging data ranging from 0.1 to 1. The
resulting corrected correlations were then converted back to
BACC using prevalence φ and bias β with equations 15 and
21 in [46] (Equation 3, eMethods 13).

BACC = 1

2 ·
√

φ−φ2

β−β2

·MCC+ 1
2 (3)

Winter et al. | Multivariate Biomarker of Major Depression medRχiv | 3

 . CC-BY-NC-ND 4.0 International licenseIt is made available under a 
 is the author/funder, who has granted medRxiv a license to display the preprint in perpetuity. (which was not certified by peer review)

The copyright holder for this preprint this version posted February 27, 2023. ; https://doi.org/10.1101/2023.02.27.23286311doi: medRxiv preprint 

https://doi.org/10.1101/2023.02.27.23286311
http://creativecommons.org/licenses/by-nc-nd/4.0/


PR
EP

RIN
TTrain Model

Structural  MRI

k-Nearest Neighbour

Naive Bayes

Boosting Classi�er 

Logistic Regression

Random Forest

Support Vector Machine

Major Depression

Healthy Controls

Imputation Scaling Principal Component
Analysis

Feature Selection

  Hyperparameter Optimization using 10 Fold Cross-Validation  

  Model Evaluation using 10 Fold Cross-Validation  

Functional Connectivity

Modality Integration

Task fMRI

Ensemble Major Depression

Healthy Control

A

B

High ReliabilityLow Reliability
Attenuation Correction

Empirical Simulated

C

Healthy Controls

Major Depression

90 % Training Set

100x Bootstrap Resampling

Predict

10 % Test Set

100x

100x

100x

M
F

BDI

Fig. 1. Overview of all analyses. (A) illustrates steps of the Machine Learning pipeline. (B) illustrates reliability correction and its effect on classification accuracy. (C)
illustrates model error analysis using misclassification frequency (MF) through repeated bootstrapping.

Analysis of systematic model error. Identifying sub-
groups of individuals for whom brain-based ML models rou-
tinely fail has been shown to improve the development of
generalizable predictive models.[27] In order to quantify this
tendency for misclassification in every individual, we per-
formed 100 bootstrap resampling runs on the training set
of the best performing neuroimaging modality. One ML
pipeline for every bootstrap training set was then trained and
diagnostic labels for the participants in the test set were col-
lected, resulting in 100 predictions (healthy, depressed) for
every participant. The sum over incorrect classifications then
leads to the frequency of misclassification (MF).[27] Finally,
MF was correlated with external measures describing depres-
sive symptom severity and demographic or environmental
characteristics using Spearman rank correlation.

Role of the funding source. The funder of the study had
no role in study design, data collection, data analysis, data
interpretation, or writing of the report.

Results
A total of 1,801 individuals (856 patients [47.5%] and 945
healthy controls [52.5%]) were included in the analyses
(mean [SD] age, 36.1 [13.1] years; 555 female patients
[64.8%] and 607 female healthy controls [64.2%], see Table

1 for details).

Multivariate classification accuracy. Across neuroimag-
ing modalities and ML algorithms, BACC ranged between
48.1% and 61.5% (see eTable 1-2 detailed results and eMeth-
ods for neuroimaging feature descriptions). Results for the
single best ML algorithm in each modality are shown in
Figure 2. Highest BACC was found for resting-state con-
nectivity, with mean [SD] BACC ranging between 51.5%
[7.1%] and 61.5% [3.4%]. Structural MRI as well as task-
based fMRI showed lower BACC compared to all resting-
state fMRI modalities. Calculating graph network parame-
ters from DTI or resting-state fMRI did not improve overall
BACC compared to using the functional or structural connec-
tome directly. To investigate the effect of remission status and
chronicity of the MDD population, we performed additional
analyses limited to, first, MDD patients with acute symp-
toms (N=599) thus excluding remitted patients and, second,
MDD patients with recurrent episodes (N=297). Overall, ML
pipelines on subgroups did not outperform the analysis con-
taining all MDD patients (BACCmax=61.7%). Likewise, re-
stricting analyses to male or female individuals or a more
homogeneous age range of 24 to 28 did not change the over-
all results (BACCmax=61.6%, see eFigure 1-5 and eTables
5-19).
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Table 1. Socio-demographics and clinical characteristics of all participants.

Healthy Major Depression Difference

Sex 0.83
Male 338 (35.8%) 301 (35.2%)
Female 607 (64.2%) 555 (64.8%)

Age 34.40 (13.01) 36.76 (13.27) 0.001
HAMD 1.45 (2.18) 9.38 (7.17) 0.001
BDI 4.11 (4.27) 17.58 (11.02) 0.001
CTQ 32.59 (8.57) 45.06 (15.92) 0.001
Social Support 4.51 (0.54) 3.77 (0.87) 0.001
Medication Load Index 1.35 (1.48)
Number of previous inpatient treatments 1.58 (2.08)
Number of previous depressive episodes 3.99 (6.75)
Total duration of previous inpatient treatments (in weeks) 11.95 (18.89)
Total duration of all previous depressive episodes (in months) 45.36 (69.18)
Comorbid diagnoses

Any comorbid diagnosis 373 (43.6%)
Anxiety disorder 269 (31.4%)
Eating disorder 50 (5.8%)
Dysthymic disorder 43 (5.0%)
Substance use disorder 37 (0.8%)
Somatic symptom disorder 27 (3.2%)
Psychotic disorder 7 (0.8%)

HAMD=Hamilton Rating Scale for Depression. BDI=Beck Depression Inventory. CTQ=Childhood Trauma Questionnaire.
MRI=Magnetic Resonance Imaging. VBM=Voxel-Based Morphometry. *t or χ² tests. Lifetime comorbidities were derived from the
structured clinical interview for DSM-IV (SCID). Multiple comorbidities were possible for any MDD patient.
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Fig. 2. Balanced accuracy for best machine learning pipeline in every modality.
Error bars display +-1 standard deviation calculated across the 10 outer
cross-validation folds. VBM=Voxel-based morphometry, ALFF=Amplitude of
low-frequency fluctuations, fALFF=fractional ALFF, LCOR=Local correlation,
FA=Fractional anisotropy, MD=Mean diffusivity, PRS=Polygenic risk score.

Multimodal Data Integration. Integration of neuroimaging
modalities was evaluated using two alternative approaches.
First, principal components from modality specific PCAs
were concatenated and used as input to the previously de-
scribed ML pipelines. This modality integration analysis
achieved BACCs between 50.1% [4.0%] and 57.2% [4.4%]
(eTable 3, Figure 2). Second, predicted labels from the uni-
modal models (across algorithm, across modalities, or across
both) were combined into a majority-vote ensemble classi-
fier. The voting ensemble classifier achieved a BACC of
61.1% [4.4%]. Both multimodal data integration methods
did not improve the 61.5% accuracy reached in the best uni-
modal model. Combining predictions from all ALFF models
achieved the highest BACC of 62.0% [4.8%].

Comparison with Genetic and Environmental Vari-
ables. We next compared the neuroimaging-based ML mod-
els to the predictive performance of univariate approaches us-
ing genetic and environmental variables. While the Howard
et al. depression PRS[39] achieved similar results to neu-
roimaging (BACC = 58.4% [5.0%]), both self-reported child-
hood maltreatment and social support outperformed brain-
based and PRS-based models, achieving a BACC of 70.5%
[2.9%] and 70.6% [3.0%], respectively.

Effects of Reliability of Diagnosis and Neuroimaging
Data. To investigate to what extent the reliability of neu-
roimaging data and diagnosis affect classification accuracy,
we first converted BACC to MCC as a measure of the as-
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sociation between the actual and predicted diagnostic label.
This correlation coefficient could then be corrected using the
attenuation correction formula, estimating classification per-
formance given perfect reliability. Second, we corrected for
the lower bound of the MDD diagnosis reliability of ρ= 0.28
as reported in the literature (Figure 3A). With this approach,
BACC for the best machine learning algorithm on resting-
state connectivity increased to 71.8% [6.4%]. BACC for the
voting ensemble increased to 73.4% [7.4%]. Third, we as-
sumed reliability coefficients of neuroimaging modalities be-
tween 0.1 and 1 (Figure 3B). For the best unimodal analysis
(resting-state connectivity), BACC increases to 66.3% for an
assumed reliability of 0.5. These reliability correction analy-
ses suggest that improving reliability might only have a minor
positive effect on classification accuracy.

Analysis of Systematic Model Errors. Recent work has
shown that brain-based predictive models do not work
equally well for all individuals, potentially displaying sub-
stantial bias.[27] Therefore, identifying patients for which
ML models repeatedly fail will be informative for the devel-
opment of clinical useful predictive models. The frequency
with which each individual was incorrectly classified as ei-
ther healthy or depressed was measured using the misclassifi-
cation frequency (MF) based on the modality which achieved
the highest performance in the unimodal analyses (rsfMRI
connectivity). MF was significantly correlated with symp-
tom severity in patients with depression (eTable 4). A higher
score in current depressive symptom levels (BDI, HAMD) as
well as a higher number of previous hospitalizations were as-
sociated with fewer misclassifications (BDI: n=621, r=-0.15,
p<0.001; HAMD: n=628, r=-0.20, p<0.001, number of hos-
pitalizations: n=622, r=-.10, p=0.01), showing that patients
with more severe current depressive symptoms and a more
unfavourable previous disease course were correctly classi-
fied as patients more often. Likewise, a higher score in global
assessment of functioning (GAF) in patients and a lower
GAF score in healthy controls was associated with more mis-
classifications (HC: n=690, r=-.10, p=0.007; MDD: n=620,
r=.17, p<0.001). A higher medication load in patients was
also associated with fewer misclassifications (n=631, r=-.21,
p<0.001). Furthermore, a higher number of misclassifica-
tions was apparent in remitted patients compared to patients
with acute depressive symptoms (F1,628=7.24, p=0.007) and
in patients without comorbidities compared to patients with
comorbidities (F1,628=7.79, p=0.005).

Discussion
Extending recent evidence in neuroimaging and other neuro-
biological research domains showing that univariate group-
level differences between patients with MDD and healthy
controls are small[5], we aimed to systematically evaluate
ML approaches classifying patients and healthy controls on
the basis of multivariate neuroimaging signatures. Impor-
tantly, we directly addressed the limitations of existing ML
studies which have led to over- and underestimation of model
performance, providing a much more accurate assessment of

the potential of current predictive models in MDD diagnosis.
In summary, training and testing a total of 2.4 million ML
models on a large, harmonized sample, accuracy for predict-
ing MDD diagnosis did not exceed 62%. Although slightly
improving the 56-58% classification accuracy achieved using
univariate neuroimaging and genetic markers[5], this system-
atic evaluation of multivariate methods revealed a disconcert-
ing discrepancy to existing proof-of-concept studies, yield-
ing considerably lower predictive accuracy than previously
expected.[12] Our study provides four main improvements
over existing ML studies: First, we reduced the common risk
of producing systematically inflated predictive performance
estimates due to data leakage and/or small test set size[14] by
using nested cross-validation in a large sample of N=1,801
patients and controls, ensuring independent and sufficiently
large test sets. Our results thus point towards small (test)
sample sizes as a major driver in the current overestimation
of neuroimaging-based predictability of MDD diagnosis.[12]
Second, whereas previous studies mostly relied on single ML
models, e.g., Support Vector Machines only, and did thus not
systematically explore the space of possible ML pipelines,
we employed an extensive multivariate approach providing
substantially improved coverage of algorithmic search space.
In addition, we also extensively sampled the hyperparameters
for each algorithm. Despite these considerable efforts, clas-
sification accuracy still falls short of expectations. Note that
we focused on classical ML algorithms and did not investi-
gate more complex models e.g. based on Deep Learning.[48]
Although deep learning (DL) has revolutionized ML applica-
tions, model performance will only improve if the data have
nonlinear relationships exploitable at the available sample
sizes, yet linear models have shown to perform on par with
more complex DL approaches for structural and functional
MRI up to sample sizes >10,000 subjects.[49] Future studies
should, however, combine clinical samples with modality-
specific, large-scale data of healthy controls (as available
e.g. from the UK Biobank or ENIGMA) using for example
self-supervised learning, transfer learning or semi-supervised
learning approaches to increase sample size to tens of thou-
sands to enable the exploitation of non-linear associations.
Third, capitalizing on our multimodal dataset comprising
structural and functional MRI as well as DTI, we tested if
classification accuracy can be boosted by integrating data
from neuroimaging modalities. However, even integrating
all 11 modalities using different strategies did not increase
performance. This suggests that modality specific models ei-
ther learn so little that combining them is irrelevant or that
model predictions are so highly correlated as to render their
integration redundant. The latter seems plausible given that
modalities with higher accuracy also show considerable cor-
relation among each other (rmax = 0.47, eFigure 6). Fourth,
we addressed two major shortcomings of large, multi-site
ML studies, i.e. between-site variability due to data pooling
and clinical heterogeneity due to unstandardized diagnostic
procedures.[50] Our harmonized sample made it possible to
run ML analyses on a large sample without the need of data
pooling across multiple studies and acquisition processes, ef-
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Fig. 3. (A) Balanced accuracy for best machine learning pipeline in every modality after performing an attenuation correction for the empirical reliability of the MDD
diagnosis. Error bars display +-1 standard deviation calculated across the 10 outer cross-validation folds. (B) Balanced accuracy for best machine learning pipeline in every
modality after performing an attenuation correction for simulated reliability of the neuroimaging data. A simulated reliability of 1 corresponds to the empirical results achieved
in the unimodal analyses. Decreasing the simulated reliability results in a corrected BACC. VBM=Voxel-based morphometry, ALFF=Amplitude of low-frequency fluctuations,
fALFF=fractional ALFF, LCOR=Local correlation, FA=Fractional anisotropy, MD=Mean diffusivity.

fectively minimizing methodological heterogeneity resulting
from multiple scanning sites, neuroimaging preprocessing
pipelines and population differences. In addition, we were
able to reduce diagnostic uncertainty by relying upon struc-
tured clinical SCID interviews for MDD diagnostics. Thus,
we provide evidence that low predictive performance cannot
be explained by a lack of harmonization of studies or unstan-
dardized diagnoses as previously suggested.[50]
Aiming to explain the apparent discrepancy between the pop-
ular belief in mainstream biological psychiatry that mental
disorders are in fact brain disorders[2] and a lack of neurobio-
logical manifestations of MDD informative on the level of the
individual across the most commonly investigated modalities
in research today, we will discuss a number of viewpoints
concerning the reliability and validity of both the neuroimag-
ing data and the conceptualization of MDD as well as the
current research design.
Addressing the debate around reliability[17, 27, 51], we show
that even under conditions of perfect reliability of diagno-
sis or neuroimaging data, clinically useful prediction on the
level of the individual patient still remains elusive. Note that
this approach can, by design, only simulate perfect reliability
with regard to final model predictions and thus does not speak
directly to the effect different data or pre-processing pipelines
might have on model training.[51] Although improved relia-
bility of neuroimaging data could potentially lead to more
stable ML models, this seems unlikely given the complete
lack of correlation between known reliability estimates of

MRI data and our classification results.
Apart from concerns about reliability, we may also question
the validity of neuroimaging data in terms of its ability to cap-
ture the neurobiological information necessary for explaining
the MDD phenotype. If we assume current methods fall short
in this regard, there are several research directions that could
enhance our understanding of the disorder. These include
higher spatial or temporal resolution, more advanced exper-
imental paradigms or data preprocessing techniques, as well
as longitudinal research designs that can model changes in
an individual’s neurobiology associated with current symp-
toms and episodes.[52, 53] Additionally, the complexity of
the MDD phenotype might require a more comprehensive
approach that incorporates interactions between neurobiol-
ogy, the entire body, as well as the environment.[54] How-
ever, since there is no established formal theory of the neu-
robiology of depression, it is uncertain which neuroimag-
ing methods will be best suited to capture clinically relevant
information.[55]
On the other hand, if we assume that the information relevant
for explaining behaviour and mental processes is present in
current neuroimaging modalities, issues of biological valid-
ity of the MDD construct appear plausible. Since clinical
heterogeneity in MDD has been extensively described[28],
focusing on clinically relevant outcomes and longitudinal
data, even across diagnoses, rather than MDD diagnosis it-
self might be better suited to yield high-accuracy predic-
tions, e.g. associating neuroimaging markers with long-term
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disease trajectories.[8, 56–58] Likewise, investigating symp-
toms rather than syndromes has been promoted lately, with
network theory of psychopathology providing one concep-
tual framework possibly able to model symptom dynamics
independent of psychiatric category.[59] Indeed, our results
regarding correlations of misclassification frequency provide
support for associations between symptom severity and neu-
robiological markers, suggesting that patients with higher
levels of current symptoms, lower global functioning and
more unfavourable disease courses in the past are easier to
detect and correctly classify. Although providing a poten-
tial target for MDD subgroup identification beyond a more
general MDD category, our complementary subgroup anal-
yses focusing on acutely and recurrently depressed patients,
respectively, did not increase predictive performance. This,
however, might be due to the reduced sample sizes available
during model training of depressive subgroups. Other re-
search directions such as the Research Domain Criteria aim
at identifying biologically motivated descriptions of mental
disorders for which a direct link between neurobiology and
cognitive processes is a necessary requirement.[60] However,
the current results indicate that it might be difficult to find bi-
ological predictors for all patients currently covered under the
umbrella of the MDD diagnosis.
In the same vein, a strictly reductionist case-control design
in neuroimaging might be too simplistic to adequately model
the complex relationship between brain and behaviour.[1, 61]
Modelling complexity could be increased using e.g. nor-
mative modelling approaches that capture deviations of the
individual patient, overcoming the necessity for a common
biological cause across all MDD patients.[62] Similarly,
identifying biotypes of mental disorders through clustering
across DSM diagnoses might constitute a promising way
forward.[40, 56, 63] Furthermore, given the complex, nonlin-
ear dynamics of brain processes and symptom interactions,
dynamical systems theory within computational psychiatry
provides another conceptual framework that could be able to
overcome simplistic reductionism and model the neurobio-
logical complexity of MDD.[64] It also provides one way
of moving towards quantitative theories of depression, e.g.
network theory of psychopathology.[59] However, more re-
search is needed to investigate whether these approaches are
actually able to increase clinically relevant predictions on the
level of the individual patient.

Conclusions
In summary, we show that although multivariate neuroimag-
ing markers increase predictive performance compared to
univariate analyses, classification on the level of the individ-
ual patient – even under optimal conditions – does not reach
clinically relevant levels. How biological Precision Psychi-
atry can deliver more accurate individualized prediction to
improve treatment and patient care remains a central open
question at this point.
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